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Abstract

Background: Mobile apps for mental health are available on the market. Although they seem to be promising for improving the accessibility of mental health care, little is known about their acceptance, design methodology, evaluation, and integration into psychotherapy protocols. This makes it difficult for health care professionals to judge whether these apps may help them and their patients.

Objective: Our aim is to describe and evaluate a protocol for the participatory design of mobile apps for mental health. In this study, participants and psychotherapists are engaged in the early phases of the design and development of the app empowered by conversational artificial intelligence (AI). The app supports interventions for stress management training based on cognitive behavioral theory.

Methods: A total of 21 participants aged 33-61 years with mild to moderate levels of stress, anxiety, and depression (assessed by administering the Italian versions of the Symptom Checklist-90-Revised, Occupational Stress Indicator, and Perceived Stress Scale) were assigned randomly to 2 groups, A and B. Both groups received stress management training sessions along with cognitive behavioral treatment, but only participants assigned to group A received support through a mobile personal health care agent, designed for mental care and empowered by AI techniques. Psychopathological outcomes were assessed at baseline (T1), after 8 weeks of treatment (T2), and 3 months after treatment (T3). Focus groups with psychotherapists who administered the therapy were held after treatment to collect their impressions and suggestions.

Results: Although the intergroup statistical analysis showed that group B participants could rely on better coping strategies, group A participants reported significant improvements in obsessivity and compulsivity and positive distress symptom assessment. The psychotherapists’ acceptance of the protocol was good. In particular, they were in favor of integrating an AI-based mental health app into their practice because they could appreciate the increased engagement of patients in pursuing their therapy goals.

Conclusions: The integration into practice of an AI-based mobile app for mental health was shown to be acceptable to both mental health professionals and users. Although it was not possible in this experiment to show that the integration of AI-based conversational technologies into traditional remote psychotherapy significantly decreased the participants’ levels of stress and anxiety, the experimental results showed significant trends of reduction of symptoms in group A and their persistence over time. The mental health professionals involved in the experiment reported interest in, and acceptance of, the proposed technology as a promising tool to be included in a blended model of psychotherapy.

(JMIR Form Res 2021;5(12):e30053) doi:10.2196/30053
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Introduction

Background
During the past 10 years, a multitude of mental health apps have been made available in the market [1,2]. Their functionalities range from (1) delivering questionnaires for mood self-monitoring [3,4] and (2) providing recommendations for emotion regulation [5] to (3) engaging users in rule-based interactions [6], sometimes with the support of web-based scripted dialogs [7]. As the requirement for mental health services is widespread [8] and with the current COVID-19 pandemic creating a spike in demand (as stated by the World Health Organization surveys on October 10, 2020 [9,10]), there is a greater awareness of these apps among mental health professionals [11,12]. However, there is little consensus on the usability and effectiveness of such systems [13]. Some independent research studies observed that often there is poor engagement from patients in continuing to use the apps after a few attempts [1]; others report concerns from the point of view of security, privacy, and ethical implications [14,15].

An increasing number of review papers have studied the use of chatbots in mental health. Chatbots are an evolution of internet-mediated psychological interventions. Although the latter were developed for supporting psychological care by prescriptive models, chatbots aim to engage users in short conversations about their mental distress. In the mental health domain, chatbots are often based on scripted or Eliza-style dialogs [6,16]. Bendig et al [17] have analyzed the results from 10 pilot studies published between 2009 and 2018. The goal of these pilots was to assess user acceptance and effectiveness of the therapeutic recommendations, but many of them mostly included nonclinical samples. The meta-analysis by Bendig et al [17] supports the view that state-of-the-art mental health chatbots are still experimental and that little evidence for transferring results to real psychotherapy contexts is available.

In addition, Lim and Penn [18], who studied the potential of the application of digital technology in schizophrenia therapy, have stressed the need for reliable data, and the recent review by Gaffney et al [19] has highlighted the need for relying on unbiased data. However, Gaffney et al [19] have also stressed the importance of focusing current research in this field on the identification of the key mechanisms of action of the conversational agent interventions. This is very important, and in our view this aspect may be improved by meeting 2 requirements; that is, on the one hand by basing the interaction model of conversational agents on principled theoretical explanations of psychological change and on the other hand by involving mental health professionals in the design studies of blended interventions. This paper takes both recommendations into careful consideration.

Objective
It should be noted that in the crowded landscape of mental health apps, there is a lack of principled protocols for developing personal agent–driven mental health interventions. Moreover, the involvement of mental health professionals in the design of the apps is almost missing, both in the phase of setting the requirements and in the evaluation of outcomes.

In this paper, we describe the protocol we are applying to develop Therapy Empowerment Opportunity or TEO, a mobile personal health care agent (m-PHA) for mental health whose goal is to support patients dealing with the perception of augmented levels of stress and anxiety related to problems in their workplace. In particular, the goal of our research is to test a protocol for investigating the opportunity offered by the integration of artificial intelligence (AI)–enabled conversational technology into a protocalized model of psychological treatment of work-related stress with the aim of increasing personal coping resources. Although different psychological approaches to the treatment of stress and anxiety offer important insights into the roots of burnout and work-related stress, for example, individual psychology [20] and different declinations of psychodynamic theory [21,22], we chose to integrate the m-PHA support into a protocol for the prevention and treatment of work-related stress based on cognitive behavioral theory (stress management training [SMT] and cognitive behavioral therapy [CBT]).

CBT is based on the cognitive theory concept that psychological distress is maintained by internal (cognitive) factors and activated by external factors. Emotional distress and maladaptive behavioral reactions are caused by maladaptive cognitions [23,24]. Changing cognitions and thoughts can help to reduce symptoms [25]. The effectiveness of these treatments has been proved in several studies: 4 meta-analyses showed how CBT performed better than the other interventions in the treatment of occupational stress [25].

SMT programs are widely used for therapeutic purposes, with proven effectiveness. These programs combine specific techniques such as relaxation with CBT. This approach considers stress to be the imbalance between strong demands (external or internal) and few individual coping resources. The goal of SMT interventions is to reduce the intensity of demands and increase coping resources [26]. The delivery of SMT interventions within the framework of cognitive behavioral principles has been shown to be effective for managing psychological distress related to work [27].

The approach is novel because it aims to (1) design the conversational features of the m-PHA to allow a natural and personal conversation and (2) allow the therapist to monitor patients’ progress and difficulties during the time between a session and the one that follows. For this purpose, the m-PHA engages the patients in short conversations that are not scripted but are based on the recognition of their emotional state and on the understanding of the personal content written during the period of the intervention. For example, if the user reports issues in their relationship with colleagues—“Today was a bad day because my boss asked me to complete my assignment before the conveyed deadline”—the m-PHA asks contextually appropriate questions such as “You wrote that you had a bad day with your boss due to his request to finish a task in advance of the agreed time. What emotions did you have, what mental images and thoughts?” Figure 1 represents the information flow in the system architecture.
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A group of CBT therapists was involved in the process of designing this protocol as they provided information for identifying the variables that could be more suggestive of possible effectiveness of the approach. On the basis of these preliminary investigations, we set our research questions about the effectiveness (in terms of symptom reduction) of the joint use of psychotherapy and m-PHA, its possible persistence over time, and the acceptance of this integrated model by users and clinicians. The study is part of the European Union–funded Horizon 2020 research project COADAPT, whose aim is to develop methodologies to reduce work-related stress in aging workers.

Methods

The protocol and experimental plan were approved by the ethical committee of the University of Trento in Trento, Italy. The methodology of the intervention is described below and summarized in the CONSORT (Consolidated Standards of Reporting Trials) diagram (Figure 2).
Figure 2. The CONSORT (Consolidated Standards of Reporting Trials) diagram shows the flow of the intervention, the enrollment of participants, their allocation to treatment, follow-up, and analysis. CBT: cognitive behavioral therapy; m-PHA: mobile personal health care agent; SMT: stress management training; T3: assessment of psychopathological outcomes 3 months after treatment.

Recruitment
The study participants were recruited in Italy from aging workers who showed mild to high levels of distress or mild to moderate levels of anxiety and depression. The modalities for being enrolled in the study were described at psychoeducational seminars about work-related stress. A total of 160 workers participated in the seminars that were held at their workplace, of whom 64 (40%) showed interest in participating in the phases to follow of the protocol. Of these 64 workers, 29 (45%) decided to sign the informed consent forms and to undergo assessment of their levels of stress, anxiety, depression, and degree of well-being at their workplace. To select the participants, we administered the questionnaires described in the next paragraph. In addition, the participants tested negative for signs of mild cognitive impairment on the basis of the Montreal Cognitive Assessment (MoCA). The exclusion criteria included the presence of severe depression (Symptom Checklist-90-Revised [SCL-90-R] score >64), underlying psychiatric conditions, and neuropsychological mild impairment (MoCA score <26).

Description of the Questionnaires for Initial and Final Assessment
The tests used for the initial assessment (T1) were the Italian versions of the SCL-90-R [28,29], the Perceived Stress Scale (PSS) [30,31], and the Occupational Stress Indicator (OSI) [32,33]. The SCL-90-R is a 90-item self-administered questionnaire that assesses a broad spectrum of psychological problems and psychopathological symptoms, measuring both internalizing symptoms (depression, somatization, and anxiety) and externalizing symptoms (aggression, hostility, and impulsivity). The questionnaire assesses 9 primary symptom dimensions: somatization, obsessiveness-compulsiveness, interpersonal hypersensitivity, depression, anxiety, hostility, phobic anxiety, paranoid ideation, and psychotism. There are 3 global indexes: Global Severity Index (GSI), Positive Symptom Total (PST), and Positive Symptom Distress Index (PSDI). The PSS is a widely adopted questionnaire for the measurement of psychological stress. It is a self-reported questionnaire that was designed to assess “the degree to which individuals appraise situations in their lives as stressful” [30]. The OSI is a test for the wide-ranging detection of psychosocial stress in organizations. The different sections that make up the
test detect the causes of perceived stress, their consequences, and individual coping resources. A further element detected by the instrument is the evaluation of some personal characteristics that, more than other characteristics, can promote stress. The Italian version of the MoCA was administered for assessing the absence of mild cognitive impairment [34].

Protocol

In all, 8 psychotherapy sessions with CBT therapists were held through videoconference on a weekly basis. During the first session, the patients were invited to use the m-PHA to complete the assignments they received during the sessions, which included the writing of ABC (antecedents, beliefs, and consequences) notes.

The ABC technique is used in CBT to make individuals aware of their thoughts and to help them understand the link among events (antecedents), thoughts (beliefs), and emotions and behaviors (consequences). The technique increases understanding of nonfunctional behaviors and irrational or dysfunctional beliefs. The ABC technique was initially introduced by Ellis [24] and subsequently taken up by Beck [23]. The basic theory is that it is not events (A) that directly generate certain emotions but how these events are cognitively processed and evaluated and how irrational or dysfunctional beliefs (B) influence this processing [35-37].

In this protocol, the m-PHA conversed with the users to give names to the emotions they felt, to recognize their physical manifestations, and to localize them in some part of their bodies. In addition, it could provide suggestions for doing relaxation exercises. At the end of the psychotherapy treatment (T2), the participants received the same questionnaires submitted at T1, with the exclusion of the neuropsychological assessment. After 3 months, the study participants were contacted again for the third assessment (T3). At the end of the intervention, the psychotherapists involved in the experiment were engaged in a focus group to collect their opinions about the feasibility of integrating the m-PHA into the SMT-CBT protocol they apply with their patients.

Participants

Sample characteristics are described in Table 1. A total of 29 potential participants were examined, and 21 (72%) were recruited and distributed into 2 experimental groups: group A received SMT-CBT treatment and the opportunity to use the m-PHA, whereas group B received only the SMT-CBT treatment. Of the 21 participants, 11 (52%) were assigned to group A and 10 (48%) to group B. On average, group A participants were aged 46.9 (SD 5.89) years and had 22.18 (SD 8.06) years of work experience, whereas group B participants were aged 48.7 (SD 10.21) years and had 25.30 (SD 11.59) years of work experience. Assigning participants to a control group was not planned in this experiment because the total number of participants we targeted was small and the goal of this study was to assess acceptability of the blended model of psychotherapy and the possibility of psychotherapists including an AI-enabled app in their work with patients. On the basis of the results of this study, we have planned and designed further experiments (currently running) in which a subset of participants has been assigned to a control group.

Table 1. Sample characteristics (N=21).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.76 (8.07)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Female</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Groups, n (%)</td>
<td></td>
</tr>
<tr>
<td>Group A</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Group B</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Formal education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Degree</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Master’s degree or PhDa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (19)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Married</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

aPhD: Doctor of Philosophy.
Statistical Analysis

Statistical analysis was performed using nonparametric statistics for ordinal data. In addition, by following the suggestions made by an anonymous reviewer and by Sullivan and Artino [38], a parametric independent 2-tailed t test analysis of data was performed.

The nonparametric statistical analysis applied the Mann–Whitney test to assess the differences between group A and group B for the results reported in the SCL-90-R, OSI, and PSS tests. Nonparametric within-group differences were assessed by applying the Friedman test. Wilcoxon tests were used to follow up the within-group findings.

Results

Parametric Data Analysis

Overview

Parametric data analysis (independent t test) was performed on the collected data by comparing the differences between groups A and B with respect to the results obtained in the SCL-90-R, PSS (Table 2), and OSI (Table 3) questionnaires at T1, T2, and T3. For the OSI test, we only considered the scales regarding coping strategies such as home-work relationship, social support, logic, task oriented, involvement, and time.
Table 2. Parametric analysis of differences between group A (n=11) and group B (n=10) at baseline (T1), after 8 weeks of treatment (T2), and 3 months after treatment (T3): Perceived Stress Scale (PSS) and Symptom Checklist-90-Revised tests.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Group A, mean (SD)</th>
<th>Group B, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>22.09 (2.21)</td>
<td>20.40 (6.83)</td>
<td>0.75 (10.7)</td>
<td>.47</td>
</tr>
<tr>
<td>T2</td>
<td>16.55 (5.45)</td>
<td>14.80 (5.45)</td>
<td>0.73 (19)</td>
<td>.47</td>
</tr>
<tr>
<td>T3</td>
<td>18 (7.32)</td>
<td>10.29 (6.63)</td>
<td>2.22 (15)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>GSI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>60.36 (6.82)</td>
<td>55.70 (7.92)</td>
<td>1.45 (19)</td>
<td>.16</td>
</tr>
<tr>
<td>T2</td>
<td>55.82 (6.82)</td>
<td>49.00 (8.60)</td>
<td>2.02 (19)</td>
<td>.06</td>
</tr>
<tr>
<td>T3</td>
<td>53.89 (8.71)</td>
<td>47.00 (6.13)</td>
<td>1.67 (13)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>PST</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>62.82 (6.81)</td>
<td>58.20 (9.66)</td>
<td>1.28 (19)</td>
<td>.22</td>
</tr>
<tr>
<td>T2</td>
<td>60.73 (10.38)</td>
<td>51.00 (12.13)</td>
<td>1.98 (19)</td>
<td>.06</td>
</tr>
<tr>
<td>T3</td>
<td>57.00 (8.02)</td>
<td>48.83 (7.76)</td>
<td>1.96 (13)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>PSDI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>53.82 (5.64)</td>
<td>51.00 (8.01)</td>
<td>0.94 (19)</td>
<td>.36</td>
</tr>
<tr>
<td>T2</td>
<td>48.91 (4.57)</td>
<td>47.80 (5.31)</td>
<td>0.51 (19)</td>
<td>.61</td>
</tr>
<tr>
<td>T3</td>
<td>49.00 (6.04)</td>
<td>45.17 (4.21)</td>
<td>1.34 (13)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Somatization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>52.64 (7.45)</td>
<td>50.40 (8.51)</td>
<td>0.64 (19)</td>
<td>.53</td>
</tr>
<tr>
<td>T2</td>
<td>49.64 (6.45)</td>
<td>47.50 (9.19)</td>
<td>0.62 (19)</td>
<td>.54</td>
</tr>
<tr>
<td>T3</td>
<td>48.78 (7.17)</td>
<td>46.17 (9.56)</td>
<td>0.61 (13)</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Obsessiveness-compulsiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>62.55 (8.95)</td>
<td>51.30 (7.63)</td>
<td>3.08 (19)</td>
<td>.006</td>
</tr>
<tr>
<td>T2</td>
<td>56.55 (8.78)</td>
<td>48.20 (9.78)</td>
<td>2.06 (19)</td>
<td>.05</td>
</tr>
<tr>
<td>T3</td>
<td>55.11 (8.04)</td>
<td>48.17 (7.52)</td>
<td>1.68 (13)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>63.27 (8.86)</td>
<td>57.80 (8.59)</td>
<td>1.43 (19)</td>
<td>.17</td>
</tr>
<tr>
<td>T2</td>
<td>57.36 (9.29)</td>
<td>51.70 (8.41)</td>
<td>1.46 (19)</td>
<td>.16</td>
</tr>
<tr>
<td>T3</td>
<td>57.44 (11.90)</td>
<td>47.33 (6.83)</td>
<td>1.87 (13)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>57.55 (10.21)</td>
<td>56.50 (9.17)</td>
<td>0.25 (19)</td>
<td>.81</td>
</tr>
<tr>
<td>T2</td>
<td>59.27 (9.09)</td>
<td>49.60 (6.15)</td>
<td>2.82 (19)</td>
<td>.01</td>
</tr>
<tr>
<td>T3</td>
<td>53.00 (6.67)</td>
<td>48.33 (3.50)</td>
<td>1.56 (13)</td>
<td>.14</td>
</tr>
</tbody>
</table>

\(^a\)GSI: Global Severity Index.  
\(^b\)PST: Positive Symptom Total.  
\(^c\)PSDI: Positive Symptom Distress Index.
Table 3. Parametric analysis of differences between group A (n=11) and group B (n=10) at baseline (T1), after 8 weeks of treatment (T2), and 3 months after treatment (T3): Occupational Stress Indicator test.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Group A, mean (SD)</th>
<th>Group B, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.91 (1.51)</td>
<td>5.90 (0.99)</td>
<td>0.02 (19)</td>
<td>.99</td>
</tr>
<tr>
<td>T2</td>
<td>6.36 (2.16)</td>
<td>5.50 (1.35)</td>
<td>1.08 (19)</td>
<td>.29</td>
</tr>
<tr>
<td>T3</td>
<td>5.90 (2.18)</td>
<td>7.33 (1.03)</td>
<td>−1.77 (13.6)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Task oriented</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.45 (1.51)</td>
<td>4.90 (1.37)</td>
<td>0.88 (19)</td>
<td>.39</td>
</tr>
<tr>
<td>T2</td>
<td>5.82 (1.33)</td>
<td>6.10 (1.97)</td>
<td>−0.39 (19)</td>
<td>.70</td>
</tr>
<tr>
<td>T3</td>
<td>5.30 (1.25)</td>
<td>7.50 (1.05)</td>
<td>−3.60 (14)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Logic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.36 (1.96)</td>
<td>4.80 (1.99)</td>
<td>0.65 (19)</td>
<td>.52</td>
</tr>
<tr>
<td>T2</td>
<td>5.55 (0.93)</td>
<td>5.90 (1.52)</td>
<td>−0.65 (19)</td>
<td>.52</td>
</tr>
<tr>
<td>T3</td>
<td>5.50 (1.58)</td>
<td>5.67 (1.37)</td>
<td>−0.21 (14)</td>
<td>.83</td>
</tr>
<tr>
<td><strong>Home-work relationship</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.45 (2.16)</td>
<td>6.10 (1.79)</td>
<td>−0.74 (19)</td>
<td>.47</td>
</tr>
<tr>
<td>T2</td>
<td>5.64 (1.96)</td>
<td>6.20 (1.32)</td>
<td>−0.76 (19)</td>
<td>.45</td>
</tr>
<tr>
<td>T3</td>
<td>6.10 (1.45)</td>
<td>6.83 (1.17)</td>
<td>−1.05 (14)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.00 (1.34)</td>
<td>5.20 (1.99)</td>
<td>−0.27 (19)</td>
<td>.79</td>
</tr>
<tr>
<td>T2</td>
<td>5.09 (1.87)</td>
<td>5.80 (1.32)</td>
<td>−0.99 (19)</td>
<td>.33</td>
</tr>
<tr>
<td>T3</td>
<td>5.10 (2.18)</td>
<td>6.50 (2.07)</td>
<td>−1.26 (14)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Involvement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.73 (1.95)</td>
<td>5.90 (1.10)</td>
<td>−0.25 (19)</td>
<td>.81</td>
</tr>
<tr>
<td>T2</td>
<td>5.82 (1.08)</td>
<td>5.60 (1.84)</td>
<td>0.34 (19)</td>
<td>.74</td>
</tr>
<tr>
<td>T3</td>
<td>6.00 (1.25)</td>
<td>7.67 (1.37)</td>
<td>−2.5 (14)</td>
<td>.03</td>
</tr>
</tbody>
</table>

**SCL-90-R and PSS results**

At T1, the SCL-90-R obsessivity and compulsivity levels in group A (mean 62.5, SE 2.70) were significantly different from those in group B (mean 51.3, SE 2.41; t_{19}=3.08; P=.006; r=0.56).

At T2, the SCL-90-R anxiety levels in group A (mean 59.3, SE 2.74) were significantly different from those in group B (mean 49.6, SE 1.94; t_{19}=2.82; P=.01; r=0.54).

At T3, PSS levels in group A (mean 18, SE 2.31) were significantly different from those in group B (mean 7.5, SE 1.05; t_{14}=3.60; P=.003; r=0.69). The involvement levels in group A (mean 6, SE 0.39) were significantly different from those in group B (mean 7.67, SE 0.56; t_{14}=-2.50; P=.02; r=0.56).

**Nonparametric Data Analysis**

**Overview**

Nonparametric data analysis (Mann–Whitney test) was performed on the collected data by comparing the differences between the groups with respect to the results obtained in SCL-90-R, PSS (Table 4), and OSI (Table 5) questionnaires at T1, T2, and T3. For the OSI test, we only considered the scales regarding coping strategies such as home-work relationship, social support, logic, task oriented, involvement, and time.

For the OSI coping strategies, only the task-oriented and involvement scales at T3 were significantly different. The task-oriented levels in group A (mean 5.3, SE 1.25) were significantly different from those in group B (mean 7.5, SE 1.05; t_{14}=-3.60; P=.003; r=0.69). The involvement levels in group A (mean 6, SE 0.39) were significantly different from those in group B (mean 7.67, SE 0.56; t_{14}=-2.50; P=.02; r=0.56).
Table 4. Nonparametric analysis of differences between group A (n=11) and group B (n=10) at baseline (T1), after 8 weeks of treatment (T2), and 3 months after treatment (T3): Perceived Stress Scale (PSS) and Symptom Checklist-90-Revised tests.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Group A</th>
<th>Group B</th>
<th>U value</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Mean rank</td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td><strong>PSS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>22.09 (2.21)</td>
<td>23.00</td>
<td>11.50</td>
<td>20.40 (6.83)</td>
<td>21.00</td>
</tr>
<tr>
<td>T2</td>
<td>16.55 (5.45)</td>
<td>17.00</td>
<td>11.73</td>
<td>14.80 (5.45)</td>
<td>15.00</td>
</tr>
<tr>
<td>T3</td>
<td>18 (7.32)</td>
<td>18.50</td>
<td>11.15</td>
<td>10.29 (6.63)</td>
<td>13.00</td>
</tr>
<tr>
<td><strong>GST&lt;sup&gt;a&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>60.36 (6.82)</td>
<td>62.00</td>
<td>12.82</td>
<td>55.70 (7.92)</td>
<td>58.00</td>
</tr>
<tr>
<td>T2</td>
<td>55.82 (6.82)</td>
<td>58.00</td>
<td>13.59</td>
<td>49.00 (8.60)</td>
<td>49.00</td>
</tr>
<tr>
<td>T3</td>
<td>53.89 (8.71)</td>
<td>52.00</td>
<td>9.67</td>
<td>47.00 (6.13)</td>
<td>45.00</td>
</tr>
<tr>
<td><strong>PST&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>62.82 (6.81)</td>
<td>63.00</td>
<td>12.45</td>
<td>58.20 (9.66)</td>
<td>59.50</td>
</tr>
<tr>
<td>T2</td>
<td>60.73 (10.38)</td>
<td>62.00</td>
<td>13.55</td>
<td>51.00 (12.13)</td>
<td>50.50</td>
</tr>
<tr>
<td>T3</td>
<td>57.00 (8.02)</td>
<td>58.00</td>
<td>9.67</td>
<td>48.83 (7.76)</td>
<td>44.00</td>
</tr>
<tr>
<td><strong>Obsessiveness-compulsiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>62.55 (8.95)</td>
<td>63.00</td>
<td>13.95</td>
<td>51.30 (7.63)</td>
<td>53.00</td>
</tr>
<tr>
<td>T2</td>
<td>56.55 (8.78)</td>
<td>56.00</td>
<td>13.68</td>
<td>48.20 (9.78)</td>
<td>47.00</td>
</tr>
<tr>
<td>T3</td>
<td>55.11 (8.04)</td>
<td>54.00</td>
<td>9.50</td>
<td>48.17 (7.52)</td>
<td>46.00</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>63.27 (8.86)</td>
<td>64.00</td>
<td>12.73</td>
<td>57.80 (8.59)</td>
<td>59.00</td>
</tr>
<tr>
<td>T2</td>
<td>57.36 (9.29)</td>
<td>57.00</td>
<td>12.68</td>
<td>51.70 (8.41)</td>
<td>48.50</td>
</tr>
<tr>
<td>T3</td>
<td>57.44 (11.90)</td>
<td>55.00</td>
<td>9.94</td>
<td>47.33 (6.83)</td>
<td>44.50</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>57.55 (10.21)</td>
<td>54.00</td>
<td>10.82</td>
<td>56.50 (9.17)</td>
<td>56.00</td>
</tr>
<tr>
<td>T2</td>
<td>59.27 (9.09)</td>
<td>62.00</td>
<td>14.18</td>
<td>49.60 (6.15)</td>
<td>49.00</td>
</tr>
<tr>
<td>T3</td>
<td>53.00 (6.67)</td>
<td>53.00</td>
<td>9.39</td>
<td>48.33 (3.50)</td>
<td>47.00</td>
</tr>
</tbody>
</table>

<sup>a</sup>GSI: Global Severity Index.

<sup>b</sup>PST: Positive Symptom Total.
### Table 5. Nonparametric analysis of differences between group A (n=11) and group B (n=10) at baseline (T1), after 8 weeks of treatment (T2), and 3 months after treatment (T3): Occupational Stress Indicator test.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Group A</th>
<th>Group B</th>
<th>U value</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Mean rank</td>
<td>Median</td>
<td>Mean rank</td>
</tr>
<tr>
<td>Social support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.91 (1.51)</td>
<td>6.00</td>
<td>11.05</td>
<td>5.90 (0.99)</td>
<td>6.00</td>
</tr>
<tr>
<td>T2</td>
<td>6.36 (2.16)</td>
<td>7.00</td>
<td>12.95</td>
<td>5.50 (1.35)</td>
<td>6.00</td>
</tr>
<tr>
<td>T3</td>
<td>5.90 (2.18)</td>
<td>6.5</td>
<td>7.60</td>
<td>7.33 (1.03)</td>
<td>7.00</td>
</tr>
<tr>
<td>Task oriented</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.45 (1.51)</td>
<td>5.00</td>
<td>12.05</td>
<td>4.90 (1.37)</td>
<td>5.00</td>
</tr>
<tr>
<td>T2</td>
<td>5.82 (1.33)</td>
<td>6.00</td>
<td>10.14</td>
<td>6.10 (1.97)</td>
<td>6.00</td>
</tr>
<tr>
<td>T3</td>
<td>5.30 (1.25)</td>
<td>6.00</td>
<td>5.95</td>
<td>7.50 (1.05)</td>
<td>7.00</td>
</tr>
<tr>
<td>Logic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.36 (1.96)</td>
<td>6.00</td>
<td>11.91</td>
<td>4.80 (1.99)</td>
<td>5.00</td>
</tr>
<tr>
<td>T2</td>
<td>5.55 (0.93)</td>
<td>5.00</td>
<td>10.09</td>
<td>5.90 (1.52)</td>
<td>6.00</td>
</tr>
<tr>
<td>T3</td>
<td>5.50 (1.58)</td>
<td>5.5</td>
<td>8.30</td>
<td>5.67 (1.37)</td>
<td>6.00</td>
</tr>
<tr>
<td>Home-work relationship</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.45 (2.16)</td>
<td>5.00</td>
<td>10.05</td>
<td>6.10 (1.79)</td>
<td>6.00</td>
</tr>
<tr>
<td>T2</td>
<td>5.64 (1.96)</td>
<td>6.00</td>
<td>10.27</td>
<td>6.20 (1.32)</td>
<td>7.00</td>
</tr>
<tr>
<td>T3</td>
<td>6.10 (1.45)</td>
<td>6.00</td>
<td>7.60</td>
<td>6.83 (1.17)</td>
<td>7.00</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.00 (1.34)</td>
<td>6.00</td>
<td>10.86</td>
<td>5.20 (1.99)</td>
<td>5.00</td>
</tr>
<tr>
<td>T2</td>
<td>5.09 (1.87)</td>
<td>6.00</td>
<td>9.50</td>
<td>5.80 (1.32)</td>
<td>6.00</td>
</tr>
<tr>
<td>T3</td>
<td>5.10 (2.18)</td>
<td>5.00</td>
<td>7.40</td>
<td>6.50 (2.07)</td>
<td>6.50</td>
</tr>
<tr>
<td>Involvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.73 (1.95)</td>
<td>6.00</td>
<td>10.23</td>
<td>5.90 (1.10)</td>
<td>6.00</td>
</tr>
<tr>
<td>T2</td>
<td>5.82 (1.08)</td>
<td>6.00</td>
<td>11.09</td>
<td>5.60 (1.84)</td>
<td>6.00</td>
</tr>
<tr>
<td>T3</td>
<td>6.00 (1.25)</td>
<td>6.00</td>
<td>6.55</td>
<td>7.67 (1.37)</td>
<td>7.50</td>
</tr>
</tbody>
</table>

**SCL-90-R and PSS results**

At T1, the SCL-90-R obsessivity and compulsivity levels in group A (median 63) were significantly different from those in group B (median 53; U=22.5; Z=−2.30; P=.02; r=−0.50).

At T2, other significant differences between group A and group B were observed. With respect to the GSI levels, group A (median 58) differed from group B (median 49; U=27; Z=−1.18; P=.05; r=−0.54). The subscale measuring the PST of group A (median 62) differed from that of group B (median 51; U=27; Z=−1.48; P=.01; r=−0.54), and with respect to anxiety, group A (median 62) differed from group B (median 49; U=20; Z=−2.48; P=.01; r=−0.54), and with respect to obsessivity and compulsivity, group A (median 56) differed from group B (median 47; U=25.5; Z=−2.08; P=.03; r=−0.45).

At T3, the depression level in group A (median 55) differed from that in group B (median 44.50; U=9.5; Z=−2.07; P=.04; r=−0.45). As for the PSS test, only at T3 did the levels reported by group A (median 18.5) differ significantly from those reported by group B (median 13; U=13.5; Z=−2.10; P=.03; r=−0.46).

In summary, data analysis at T1 did not show any significant difference for the PSS and SCL-90-R tests between groups A and B, with the exception of the subscale obsessiveness-compulsiveness of the SCL-90-R test (lower levels are better; see Table 2). At T2 and T3 for the SCL-90-R test, data analysis showed some differences between the 2 groups. Participants assigned to group A seemed to report lower improvements (lower levels are better) than those assigned to group B at T2 for the GSI, PST, obsessiveness-compulsiveness, and anxiety scales and at T3 for the depression scale. For the PSS test, group B showed significant improvements (lower levels are better) than group A at T3 (Table 4).

**OSI Coping Strategies Results**

For the subscales of the OSI test, the task-oriented level in group A (median 6) was significantly different from that in group B (median 7; U=4.5; Z=−2.85; P=.004; r=−0.62), and the involvement level in group A (median 6) was also significantly different from that in group B (median 7.5; U=10.5; Z=−2.19;
The analysis of the results at T1 and T2 reported in the OSI scale did not show other significant differences between group A and group B (Table 5). Participants assigned to group A reported lower OSI results than participants in group B in any subscale (higher levels are better), but only the task-oriented and involvement subscales significantly differed between the 2 groups at T3 (Table 5).

**Group A Within-Group Analysis**

**Parametric Data Analysis**

A parametric data analysis (1-way repeated measures analysis of variance) was performed for comparing the different results reported in the participants in group A at T1, T2, and T3.

The level of PSS ($F_{2,18}=3.25; P=0.06$) and some SCL-90-R subscales (GSI, $F_{2,16}=2.80; P=0.09$; PST, $F_{2,16}=1.58; P=0.24$; somatization, $F_{2,16}=1.44; P=0.27$; interpersonal hypersensitivity, $F_{2,16}=0.95; P=0.41$; depression, $F_{2,16}=2.34; P=0.13$; anxiety, $F_{2,16}=1.05; P=0.37$; hostility, $F_{2,16}=0.43; P=0.65$; phobic anxiety, $F_{2,16}=1.13; P=0.35$; paranoid ideation, $F_{2,16}=1.26; P=0.31$; and psychoticism, $F_{2,16}=1.47; P=0.26$) did not significantly change over the 3 measures at T1, T2, and T3.

For the PSDI and obsessiveness-compulsiveness subscales of the SCL-90-R test, the results show significant change over time (PSDI, $F_{2,16}=6.47; P=0.03$, with moderate effect size $\eta^2_p=0.35$ and obsessiveness-compulsiveness, $F_{2,16}=6.58; P=0.008$, with large effect size $\eta^2_p=0.49$).

The level of the examined OSI subscales of participants did not significantly change over the 3 measures at T1, T2, and T3 (social support, $F_{2,18}=0.44; P=0.65$; task oriented, $F_{2,18}=0.49; P=0.62$; logic, $F_{2,18}=0.09; P=0.92$; home-work relationship, $F_{2,18}=1.03; P=0.37$; time, $F_{2,18}=0.04; P=0.96$; and involvement, $F_{2,18}=0.22; P=0.80$).

**Nonparametric Data Analysis**

A nonparametric data analysis was performed using the Friedman test (Pereira et al [39]) for comparing the different results reported in the participants in group A at T1, T2, and T3. The level of PSS (PSS, $\chi^2=5.3; P=0.07$) and some SCL-90-R subscales (PST, $\chi^2=4.2; P=0.15$; PSDI, $\chi^2=4.2; P=0.14$; somatization, $\chi^2=3.5; P=0.20$; interpersonal hypersensitivity, $\chi^2=0.8; P=0.71$; depression, $\chi^2=5.4; P=0.08$; anxiety, $\chi^2=1.8; P=0.45$; hostility, $\chi^2=0.8; P=0.71$; phobic anxiety, $\chi^2=2.3; P=0.33$; paranoid ideation, $\chi^2=1.7; P=0.47$; and psychoticism, $\chi^2=3.0; P=0.25$) did not significantly change over the 3 measures at T1, T2, and T3.

The GSI and obsessiveness-compulsiveness subscales of participants significantly changed over the 3 measures at T1, T2, and T3 ($\chi^2=6.4; P=0.04$; $\chi^2=6.4; P=0.04$; $\chi^2=0.35$, respectively). Wilcoxon tests were used to follow up this finding. A Bonferroni correction was applied; therefore, all effects have been reported at a 0.0167 level of significance. It seemed that the GSI did not significantly change from T1 to T2 ($Z=1.92; P=0.06$), from T1 to T3 (T=8; $Z=1.72; P=0.09$), or from T2 to T3 (T=13; $Z=0.169; P=0.93$). The obsessiveness-compulsiveness levels did not significantly change from T1 to T2 ($Z=1.96; P=0.05$) or from T2 to T3 ($Z=0.30; P=0.79$), but there was a significant change from T1 (median 63) to T3 (median 54; $Z=2.37; P=0.02$).

In summary, group A, only the obsessiveness-compulsiveness levels showed a significant decrease at T1 in comparison with T3. The levels of the examined OSI subscales of participants did not significantly change over the 3 measures at T1, T2, and T3 (social support, $\chi^2=0.6; P=0.77$; task oriented, $\chi^2=1.3; P=0.55$; logic, $\chi^2=0.7; P=0.76$; home-work relationship, $\chi^2=0.9; P=0.66$; time, $\chi^2=0.8; P=0.71$; and involvement, $\chi^2=0.3; P=0.90$).

**Group B Within-Group Analysis**

**Parametric Data Analysis**

A parametric data analysis (1-way repeated measures analysis of variance) was performed for comparing the different results reported in the participants in group B at T1, T2, and T3.

The level of PSS ($F_{2,12}=3.56; P=0.06$) and some SCL-90-R subscales (PSDI, $F_{2,10}=2.54; P=0.17$; obsessiveness-compulsiveness, $F_{1,15,4.8}=2.86; P=0.15$; interpersonal hypersensitivity, $F_{2,10}=3.85; P=0.06$; hostility, $F_{2,10}=3.71; P=0.06$; phobic anxiety, $F_{2,10}=0.147; P=0.86$; paranoid ideation, $F_{2,10}=3.20; P=0.08$; and psychoticism, $F_{2,10}=2.77; P=0.11$) did not significantly change over the 3 measures at T1, T2, and T3.

For the OSI scale, the Mauchly test indicated that the assumption of sphericity had been violated, $\chi^2=7.1; P=0.03$; therefore, multivariate tests have been reported ($\eta=0.55$). The results showed significant change over time, $F_{2,4.11}=11.78; P=0.02$, with large effect size, $\eta^2_p=0.63$.

For the PST, depression, somatization, and anxiety subscales of the SCL-90-R test, the results showed significant change over time (PST, $F_{2,10}=8.87; P=0.006$; $\eta^2_p=0.64$; depression, $F_{2,10}=5.84; P=0.02$; $\eta^2_p=0.54$; somatization, $F_{2,10}=5.56; P=0.02$; $\eta^2_p=0.53$; and anxiety, $F_{2,10}=5.18; P=0.03$; $\eta^2_p=0.51$).

The levels of the examined OSI subscales of participants did not significantly change over the 3 measures at T1, T2, and T3 (social support, $F_{2,10}=3.89; P=0.06$; time, $F_{2,10}=2.10; P=0.17$; and home-work relationship, $F_{2,10}=3.57; P=0.70$).

For the task-oriented, logic, and involvement subscales of the OSI, the results showed significant change over time (task oriented, $F_{2,10}=7.80; P=0.009$; $\eta^2_p=0.61$; logic, $F_{2,10}=9.54; P=0.005$; $\eta^2_p=0.66$; and involvement, $F_{2,10}=5.56; P=0.02$; $\eta^2_p=0.59$).

**Nonparametric Data Analysis**

A nonparametric analysis of data was performed using the Friedman test (Pereira et al [39]), which allowed us to compare the different results reported in group B at T1, T2, and T3.
The levels of PSS (PSS, χ² = 4.5; P = .11) and some SCL-90-R subscales (PSDI, χ² = 1.7; P = .52; somatization, χ² = 5.0; P = .09; obsessiveness-compulsiveness, χ² = 5.3; P = .07; interpersonal hypersensitivity, χ² = 5.7; P = .06; anxiety, χ² = 4.7; P = .11; hostility, χ² = 3.9; P = .15; phobic anxiety, χ² = 1.3; P = .59; paranoid ideation, χ² = 4.3; P = .14; and psychotism, χ² = 4.3; P = .12) did not significantly change over the 3 measures at T1, T2, and T3. The GSI, PST, and depression subscales of participants significantly changed over the 3 measures at T1, T2, and T3 (GSI, χ² = 9.5; P = .005; w = .79; PST, χ² = 9.0; P = .008; w = .75; and depression, χ² = 7.9; P = .01; w = .66).

Wilcoxon tests were used to follow up this finding. A Bonferroni correction was applied; therefore, all effects have been reported at a 0.0167 level of significance. It seemed that GSI did not significantly change from T1 to T2 (T = 0; Z = –2.02; P = .03). PST did not significantly change from T1 to T2 (T = 6; Z = –1.96; P = .05), from T2 to T3 (T = 10.50; Z = 0.0; P = .99), and from T1 to T3 (T = 0.0; Z = –2.21; P = .03). Depression did not significantly change from T1 to T2 (T = 10; Z = –1.79; P = .08), from T2 to T3 (T = 9; Z = 0.31; P = .81), and from T1 to T3 (T = 0.0; Z = –2.02; P = .06). The levels of the examined OSI subscales of participants did not significantly change over the 3 measures at T1, T2, and T3 (home-work relationship, χ² = 0.5; P = .90 and time, χ² = 3.4; P = .18). The social support, task-oriented, logic, and involvement subscales significantly changed over the 3 measures at T1, T2, and T3 (χ² = 7.1; P = .03; χ² = 8.5; P = .01; χ² = 8.0; P = .01; and χ² = 7.5; P = .01, respectively).

Wilcoxon tests were used to follow up this finding. A Bonferroni correction was applied; therefore, all effects have been reported at a 0.0167 level of significance. Social support did not significantly change from T1 to T2 (T = 6; Z = –0.85; P = .53), from T2 to T3 (T = 0.0; Z = –2.12; P = .06), or from T1 to T3 (T = 0.0; Z = –1.86; P = .13). Task oriented did not significantly change from T1 to T2 (T = 3; Z = –2.16; P = .05), from T2 to T3 (T = 5; Z = –0.71; P = .75), or from T1 to T3 (T = 0.0; Z = –2.32; P = .03). Logic did not significantly change from T1 to T2 (T = 5; Z = –1.87; P = .07), from T2 to T3 (T = 3; Z = –1.34; P = .37), or from T1 to T3 (T = 0.0; Z = –2.12; P = .06). Involvement did not significantly change from T1 to T2 (T = 7.5; Z = –0.65; P = .66), from T2 to T3 (T = 2.5; Z = –1.72; P = .16), or from T1 to T3 (T = 0.0; Z = –2.25; P = .03).

**Discussion**

**Principal Findings**

The analysis showed some significant differences between the 2 groups. The parametric analysis as well as the nonparametric analysis showed that in the examined subscales of the SCL-90-R, OSI, and PSS tests, group B seemed to show greater improvements than group A. The effect size in the parametric and nonparametric analyses was very large in scales that are significantly different.
In the SCL-90-R, for the subscales GSI, PST, anxiety, and depression, group B participants reported better changes on average than group A participants.

For the obsessivity and compulsivity scale, it is difficult to make an interpretation of what emerged because the 2 groups were different even at T1.

With respect to the PSS, group B showed better improvements than group A, especially at T3 where the effect size was very large.

As reported in the Future Research section, the conclusion of the intervention coincided with Italy entering lockdown because of COVID-19, and in the following months, different restrictions were imposed at different locations. This may have caused the increase in the level of anxiety observed in group A at T2 but not in group B, and the same circumstances applied to the level of stress at T3.

The dimensions evaluated by the OSI test, in particular the ones related to coping strategies, showed better improvements for participants assigned to group B than for group A participants. This difference was significantly different at T3 only for the task-oriented and involvement subscales, and the effect size was very large.

In addition, with regard to the mean levels of the SCL-90-R, PSS, and OSI tests, an improvement trend may be observed from T1 to T2 and from T2 to T3 in both group A and group B.

In group A, the mean of the obsessivity and compulsivity and PSDI subscales showed a significant decrease (Table 2) between assessment times, with a moderate effect for PSDI and a large effect for obsessiveness-compulsiveness. With nonparametric analysis, only the obsessiveness-compulsiveness values decreased, with a moderate effect (Table 4).

In group B, the mean of the GSI, PST, depression, somatization, and anxiety subscales showed a significant decrease (Table 2) between assessment times, with a large effect, as was the case for the task-oriented, logic, and involvement subscales, with a large effect. With nonparametric analysis, none of the SCL-90-R or OSI scales seemed to improve significantly over time, although the effect size is large. This could be an indication that sample size had an impact.

**Future Research**

The goal of this study is to evaluate a protocol for an intervention for the treatment of work-related stress and anxiety based on the integration of a conversational AI-empowered mobile app into traditional psychotherapy. To validate the protocol, we needed to collect data from real users to feed the machine learning algorithms of the conversational m-PHA. More importantly, we needed to collect feedback from the psychotherapists who were involved in this participatory design effort. The limited number of participants that we could enroll did not allow the allocation of participants in more than 2 experimental groups. The research described in this paper was the initial and exploratory phase of a larger intervention protocol that is currently registered in ClinicalTrials.gov (NCT04809090). This larger protocol includes a control group, whose participants do not receive any type of treatment, as well as a fourth group, whose participants receive only the support of the m-PHA.

At the time of the data collection described in this paper, the version of the m-PHA used had limited dialog capabilities. The m-PHA was not yet able to engage participants in extended conversations: it aimed mainly to motivate users to leave personal narratives to complete the ABC homework required by the SMT-CBT protocol. The data collected in this experiment, as well as the input provided by the psychotherapists, allowed us to increase the dialog capabilities of the m-PHA.

Moreover, it is important to consider the temporal context of the data collection: the intervention phase began in December 2019 and ended in March 2020, coinciding with the first wave of the COVID-19 pandemic, and all of Italy was in lockdown for the first time. In the following months, different restrictions were imposed at different locations. During the last therapy sessions, many participants reported COVID-19-related episodes in their ABC diaries. It is likely that the participants reported anxiety levels that in some cases exceeded what they reported at the beginning of the experiment, and this was mainly because of the tragic situation that suddenly changed their daily life and, in some cases, their working conditions. In the revised protocol, the data analysis will also address the variables related to the regional variability of the COVID-19 pandemic in Italy, including the impact of regional lockdown measures.

**Conclusions**

The results of our study shed light on the perspectives of applying AI technologies in the field of mental health care. The goal of the work described in this paper is 2-fold. The first objective is to evaluate the intervention protocol for integrating an m-PHA into the therapeutic process. The intervention addressed work-related stress management and engaged mental health professionals in the design and test phase. This blended approach included remote sessions of traditional SMT-CBT treatment as well as the integrated support of an m-PHA. The other objective of this study is to collect natural language and behavioral data to train the machine learning algorithms of the conversational agent and to design the experimental protocol in view of the ongoing randomized controlled trial.

The results support the hypothesis that SMT-CBT treatment may be integrated into AI-based mental health agents. The therapists engaged in the participatory design model adopted in this study are in favor of it, and in particular they deem that receiving the continuous support of conversational AI technology may improve patients’ adherence to their recommendations. Although the statistical analysis of data collected in this study does not yet show a clear advantage deriving from this integration, the group whose participants received the support of the m-PHA showed a significant positive trend of reduction of symptoms related with obsessivity and compulsivity and positive symptom distress.
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An Electronic Patient-Reported Outcome Mobile App for Data Collection in Type A Hemophilia: Design and Usability Study

Abstract

Background: There is currently limited evidence on the level and intensity of physical activity in individuals with hemophilia A. Mobile technologies can offer a rigorous and reliable alternative to support data collection processes but they are often associated with poor user retention. The lack of longitudinal continuity in their use can be partly attributed to the insufficient consideration of stakeholder inputs in the development process of mobile apps. Several user-centered models have been proposed to guarantee that a thorough knowledge of the end user needs is considered in the development process of mobile apps.

Objective: The aim of this study is to design and validate an electronic patient-reported outcome mobile app that requires sustained active input by individuals during POWER, an observational study that aims at evaluating the relationship between physical activity levels and bleeding in patients with hemophilia A.

Methods: We adopted a user-centered design and engaged several stakeholders in the development and usability testing of this mobile app. During the concept generation and ideation phase, we organized a need-assessment focus group (FG) with patient representatives to elicit specific design requirements for the end users. We then conducted 2 exploratory FGs to seek additional inputs for the app's improvement and 2 confirmatory FGs to validate the app and test its usability in the field through the mobile health app usability questionnaire.

Results: The findings from the thematic analysis of the need-assessment FG revealed that there was a demand for sense making, for simplification of app functionalities, for maximizing integration, and for minimizing the feeling of external control. Participants involved in the later stages of the design refinement contributed to improving the design further by upgrading the app’s layout and making the experience with the app more efficient through functions such as chatbots and visual feedback on the number of hours a wearable device had been worn, to ensure that the observed data were actually registered. The end users rated the app highly during the quantitative assessment, with an average mobile health app usability questionnaire score of 5.32 (SD 0.66; range 4.44-6.23) and 6.20 (SD 0.43; range 5.72-6.88) out of 7 in the 2 iterative usability testing cycles.

Conclusions: The results of the usability test indicated a high, growing satisfaction with the electronic patient-reported outcome app. The adoption of a thorough user-centered design process using several types of FGs helped maximize the likelihood of sustained retention of the app’s users and made it fit for data collection of relevant outcomes in the observational POWER study. The continuous use of the app and the actual level of engagement will be evaluated during the ongoing trial.
mobile apps; mHealth; hemophilia A; rare diseases; usability; user-centered design; design science; mobile phone

Introduction

Background

Patients with hemophilia A, an X-linked recessive bleeding disorder that occurs in approximately 1 in 5000 live male births, suffer from bleeding episodes, especially in their joints and muscles, and moderate impairment of balance and mobility associated with reduced bone mineral density in both adolescence and adulthood [1]. Because of these limitations, patients with hemophilia typically exhibit reduced levels of physical activity [2].

Few empirical studies have reported on the level and intensity of physical activity in small cohorts of children and adolescents [3-5] and in adult populations with hemophilia A [6-9]. These studies were based on either accelerometers or patient-reported questionnaires and showed that the recommended quantity and quality levels of physical activity were often unmet, with the degree of joint damage accounting for only a small fraction of the observed variability [10]. However, no study has measured the physical activity levels in the hemophilia population and evaluated the correlation between the sequelae of different bleeds and the consequent limitations on physical activity levels.

POWER, a multicenter, noninterventional, prospective study aims at contributing to fill this gap by evaluating the relationship between physical activity levels (and intensity) and bleeding in a target population of approximately 150 individuals aged between 12 and 50 years with severe (Factor VIII <1%) or moderate (Factor VIII ≥1% and Factor VIII ≤2%) hemophilia A without inhibitors against Factor VIII. The study was approved by the Ethics Committee of each participating clinical center without inhibitors against Factor VIII. The study was approved by the Ethics Committee of each participating clinical center and registered at ClinicalTrials.gov (NCT04165135).

This study leverages the widespread availability, low cost, and high degree of reliability of mobile technologies [11] to support the collection of significant amounts of data, including physical activity levels and patient-reported outcome measures (PROMs) [12]. In the field of hemophilia, previous studies have addressed the potential of telehealth-delivered interventions and mobile health (mHealth) solutions to enhance patient adherence to medication and promote independence in disease management [13], improve record keeping [14], and create patient communities that facilitate the interaction of people with hemophilia [15], particularly when they move to adult treatment centers and may report significant feelings of isolation [16]. Although the potential of mHealth technologies to support data collection processes in hemophilia is essentially unexplored, data collection in the POWER study instead relies on 2 different digital devices. The physical activity levels were measured daily in terms of active minutes, the metabolic equivalent of tasks, and the step counts by a wearable fitness device (also called fitness tracker) used continuously during the study participation.

Concurrently, other relevant self-reported outcome domains (bleeds, medications used for bleeds treatment, health-related quality of life, visual analog scale for pain, etc) were registered through an electronic patient-reported outcome (ePRO) app installed on smartphones or tablets after enrollment.

Although a fitness tracker collects physical activity levels through passive sensing, without requiring any extra effort to input data and with very limited engagement with the device besides the need to wear it, the ePRO app requires sustained active input by study participants.

Objectives

User engagement and the continuous app use are persisting challenges in mHealth app implementation [17], with poor user retention being observed in the real world [18,19]. This is also true for ePRO systems, whose interfaces should be continuously monitored and improved to reduce the attrition rates in clinical trials and to enhance the retention postimplementation in clinical practice [20]. A decreasing adherence rate to electronic reporting has also been observed in previous studies that involved digital solutions for patients with hemophilia [21-23].

This effect can be partly attributed to the lack of stakeholder input in the development of mHealth technologies: the apps are often made available to the public without sufficient attention devoted to their design [24] and without a thorough understanding of the context of their proposed deployment and the needs of their end users, regardless of whether they are patients, caregivers, or clinicians [25].

Therefore, to maximize electronic outcome reporting and to ensure continuous data collection throughout the POWER study, we incorporated users’ expectations, experiences, and needs in the design process of the ePRO app. This paper reports on the process adopted for the development of a mobile app aimed at collecting PROMs in patients with hemophilia A during the POWER study.

Methods

Theoretical Framework: User-Centered Design

Approach

We adopted a user-centered design (UCD) and engaged prominent stakeholders in the development of the ePRO app [26]. Among the existing design methods of mHealth apps, UCD primarily focuses on the tasks or activities that the users must accomplish and identifies the corresponding user needs to tackle [27].

According to the UCD approach, during the concept generation phase, a thorough investigation of the needs is conducted to understand the environment of the end users and their requirements. On the basis of this investigation, a set of
functional requirements were identified for the ePRO app through thematic analysis, leading to the design of a prototype. The next phases of the design cycle included continuous, iterative evaluation and refinement of the prototype and its usability testing.

Study Design
To improve the app rapidly during the user-centered process, we used focus groups (FGs) as a human factor research technique [28], which could provide appropriate evaluations owing to their flexibility and their ability to probe the participants on key design ideas [29]. Figure 1 shows the various design phases adopted to build the final app.

Figure 1. Design process of the electronic patient-reported outcome app.
shown and compared against other commonly used questionnaires that were not strictly designed for mHealth apps [32]. For the app validation process, we presented the participants with the standalone, patient-specific version of the questionnaire, which included 3 main dimensions: (1) ease of use, (2) interface and satisfaction, and (3) usefulness. According to the questionnaire scoring method, higher average values indicated higher usability levels of the app. The MAUQ is yet to be validated in Italian: we used forward and backward translation to adapt the instrument but did not aim to formally validate it, given the small number of panel components.

**Textbox 1. Use case scenarios for the electronic patient-reported outcome app (N=10).**

| 1. | You have just been enrolled in the POWER study. Go to the **Study Details** section to read the main characteristics of the study and the reasons why your participation is significant. |
| 2. | Use the **Medication Reminder** function to set an alert every 3 days at 6:30 PM. |
| 3. | Report a bleeding episode that happened yesterday in your right thigh and was treated with Factor VIII inhibitors. The bleeding ended and resulted in no days away from school or work. |
| 4. | Complete the **Health Questionnaire** you have pending on the home screen. You are feeling great today! |
| 5. | Ask the chatbot if your wristband is synchronized with the ePRO mobile device. |
| 6. | Fill in the **Assigned Treatment** questionnaire that you find in the Messages section. |
| 7. | After a follow-up with your clinician, your therapeutic plan has been modified. Modify the **Medication Reminder** settings and set an alert every Tuesday and Thursday at 8:30 AM. |
| 8. | The month is coming to an end: fill the **Patient and Caregiver Burden** questionnaire and report 2 days away from work in the past month. |
| 9. | Go back to read the **Enrollment Update** section where updated statistics on enrolled participants are reported. |
| 10. | Check the **My Diary** section to verify that the information you have inputted are available and easily accessible. |

**Participants**

We invited different target participants to undergo the various rounds of FGs. The initial need-assessment FG was held in February 2019, with the participation of 4 representatives of patient associations for type A hemophilia. The choice to run this initial meeting with representatives of the most established patient associations in Italy was to maximize the understanding of the particular needs of the targeted end user groups, owing to their continuous and long-term contact with a significant number of affected individuals.

Two different stakeholder groups participated in the subsequent EFGs: 4 hematologists in the clinician FG held in May 2019, whereas 5 patients with hemophilia A in the patient EFG in July 2019.

After the finalization of the refined app, we only involved the intended end users during the CFG phase, with patients and their parents (when patients were minor) being asked to ultimately test the app. Prototype validation through usability testing is usually achieved with 2 to 3 cycles of testing [33], whereas for data saturation, small samples of 5 participants typically identify approximately 80% of the usability issues [34,35]. In this study, 2 different meetings were held in November 2019 and January 2020, with 4 and 5 participants, respectively.

Clinicians participating in the EFG were selected among the study centers on a voluntary basis, whereas patients for both EFGs and CFGs were recruited through the patient associations involved in the initial stage of the design process. Health care professionals were eligible if they were hematologists specializing in bleeding disorders and could speak and read Italian. Eligibility criteria for patients included: confirmed diagnosis of hemophilia A, the ability and willingness to complete outcome questionnaires on the ePRO app, the ability to provide their written consent, and the ability to interact in Italian. Parents of underage patients were invited to participate if their children met the clinical eligibility requirements under the study protocol and if they were willing to provide their informed consent and to test the ePRO app. No rewards or compensation were offered to the individuals participating in the study, whereas a participation fee was awarded to the patient associations involved.

**Data Analysis**

All FGs occurred in a conference room, lasted for approximately 90 minutes, and were recorded (audio only) and then professionally transcribed. We obtained the written informed consent from all the participants before the start of the meeting. The participants were asked to provide essential personal data, including their age, their professional role (if applicable), and their self-reported comfort in the use of mobile devices. During FGs, we used sticky notes to collect the recommendations of the participants regarding design changes and content review. The analysis of the need-assessment and exploratory FGs was facilitated by Dedoose qualitative software (SocioCultural Research Consultants), a web-based platform for mixed methods analysis [36] that enabled the identification of recurrent themes and the development of a coherent coding index. An inductive analysis was performed by 2 researchers (FP and MC), with emerging themes identified by the systematic reading and coding of the transcripts. Different opinions between the coders were discussed by the research team to reach a consensus.
Results

Participant Characteristics

Of the 22 participants, 11 (50%) were patients, 4 (18%) were patient representatives, 4 (18%) clinicians, and 3 (14%) parents of young patients. Detailed information about the category, age, and gender of the study participants by each research stage has been presented in Table 1.

Table 1. Participant characteristics (N=22).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Need-assessment FG(^a), n (%)</th>
<th>EFGs(^b), n (%)</th>
<th>CFGs(^c), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caregiver</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (33)</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Clinician</td>
<td>0 (0)</td>
<td>4 (44)</td>
<td>0 (0)</td>
<td>4 (18)</td>
</tr>
<tr>
<td>Patient</td>
<td>0 (0)</td>
<td>5 (56)</td>
<td>6 (67)</td>
<td>11 (50)</td>
</tr>
<tr>
<td>Patient representative</td>
<td>4 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (18)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>0 (0)</td>
<td>4 (44)</td>
<td>4 (44)</td>
<td>8 (36)</td>
</tr>
<tr>
<td>30-39</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (11)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>40-49</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>50-59</td>
<td>1 (25)</td>
<td>2 (22)</td>
<td>1 (11)</td>
<td>4 (18)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>2 (50)</td>
<td>2 (22)</td>
<td>2 (22)</td>
<td>6 (27)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (75)</td>
<td>6 (67)</td>
<td>7 (78)</td>
<td>16 (73)</td>
</tr>
<tr>
<td>Female</td>
<td>1 (25)</td>
<td>3 (33)</td>
<td>2 (22)</td>
<td>6 (27)</td>
</tr>
</tbody>
</table>

\(^{a}\text{FG: focus group.}\)
\(^{b}\text{EFG: exploratory focus group.}\)
\(^{c}\text{CFG: confirmatory focus group.}\)

Concept Generation: Need-Assessment FG

Thematic analysis of verbatim transcripts of the need-assessment FG led to the identification of 6 themes that were of help in refining the initial prototype.

First, the participants stated that it was paramount to guarantee maximum simplification of the app functionalities, ensuring that the burden on individuals was minimized to what was strictly necessary for study purposes. One patient representative said the following:

> Rather than improving the quality and quantity of the app experience, I believe it is fundamental to make it easy, simple, user-friendly, and self-explanatory, making it possible to access it also for somebody who would not want to know how it actually works. [Patient Representative, 53 years]

Second, the participants made specific recommendations about the sense-making process related to the app, which should leverage the intrinsic motivation of individuals to be part of a noteworthy initiative where the individual benefit is negligible when compared with the profit for the entire community of interest. Therefore, numerous patient representatives suggested the inclusion of specific functionalities to give feedback on the study progress and make every individual part of a larger community. For example, one patient representative vigorously emphasized this point, as follows:

> No one should ever get the feeling of being controlled by the app or somebody behind it. I have no need for further sources of control that can make me feel more ill than I already am. [Patient representative, 53 years]

The aesthetics of the user interface were identified as another factor to improve, with the FG participants advising to adopt different color sets to make the layout catchier, but not trivial, than the initial one and to enable individuals to tailor some of the app’s graphical features to their personal preferences.
One final emerging theme pertained to the type of device used during the POWER study. The participants unanimously agreed that providing them with an additional device exclusively for study purposes would prove excessively burdensome and would not help maximize patient engagement, probably generating increased attrition rates instead. One patient representative stated as follows:

_Honestly speaking, to propose in 2019 to participate in a study in which individuals are obliged to use an additional device could be detrimental to the overall study participation._ [Patient Representative, 40 years]

**Changes to the App After Need-Assessment**

Consistent with the demands expressed during the preliminary phase and coded through qualitative analysis, the app underwent the following modifications and additions:

- **The Study details and Enrollment update** pages were added to provide the participants with valuable information about the study and its status, leveraging the required sense-making process;
- Environmental alerts were added to prompt the participants to input the required outcome data;
- Users were given the opportunity to tailor the design features of the app based on their preferences;
- Acknowledgments on activity completion were reinforced to maximize efficiency by providing visual confirmation that the inputted data had been registered;
- A **Treatment reminder** functionality was included in the app and made accessible on a voluntary basis.

**Prototype Refinement: EFGs**

During the 2 EFGs, the clinicians and patients with hemophilia were asked to provide feedback on the refined prototype version of the app to achieve rapid incremental improvements.

During the clinician EFG, the participants univocally acknowledged the significant contribution of the POWER study to provide up-to-date information on the population of interest. Four main codes were identified during the discussion and considered as recommendations to further improve the app.

First, participants suggested avoiding duplications, as some of the sections were potentially overlapping and were not necessarily mutually exclusive. This had primarily related to the structure of the **Home** page, which was initially designed as a repository of the most recent information included in all the other sections of the app.

Second, a recurrent theme pertained to the graphical interface of the app, against which clinicians suggested facilitating the detection of different domains with corresponding bright colors. One clinician explained the following:

_I find the app look slightly monotonous...to better highlight the various items and domains, different colors could be used across the different sections of the app._ [Clinician, 62 years]

Additional recommendations focused on the study update section. The **Study details** and **Enrollment update** sections that were added to the app after the need-assessment phase were appreciated but considered not adequately positioned within the app for accessibility.

Finally, a fourth emerging theme pertained to the possible uses of the app outside of the study settings. To further reduce the patient burden in completing the questionnaires, clinicians suggested machine-readable formats, voice learning, and voice recording. However, these proposals were not technically feasible given the timeframe of the POWER study and, therefore, could not be embedded in the current version of the app.

During the patient EFG that followed, the participants were presented with a refined version of the app that incorporated the main comments collected during the clinician EFG in terms of outlook and content organization.

The coding analysis highlighted several recurrent topics that were brought to attention during the meeting.

First, patients reported their need for support in daily management and coping, expressing a strong willingness to feel a tighter bond with their clinicians and the hope that this could be channeled through enhanced data sharing via the app. In the context of persisting issues in finding appropriate and continuous type of support to sustain patients with hemophilia A daily, there was wide acknowledgment of the potential of digital technologies in closing the existing gap with health care professionals. One patient described this as follows:

_To have somebody to actually follow us through our daily struggle and provide us with prompt feedback would mean a lot...sometimes you just have the impression that you get a pre-set response hours later your request._ [Patient, 18 years]

As a second element, the participants confirmed the need to be supported and facilitated in their participation in the study and in the use of the app to relieve the burden linked to data entry that could cause disaffection with the app, if it were not well supported.

Regarding the **interface design**, the participants only suggested minor revisions in the layout of some questionnaires, particularly to make the reporting of bleeding events more straightforward. Furthermore, one user recommended substituting the human body where bleeds were indicated to make it less stylized and more realistic.

On the basis of the inputs collected during the EFGs, additional graphical refinements were introduced to further streamline participation in the study: (1) a new chatbot was included to support individuals in finding information related to the app and its functionalities; (2) an additional screen with visual feedback on the number of hours the wearable device had been worn was added to ensure the per-protocol minimum (10 hours/day) was reached and that the observed data were actually registered. The final display of the app home page, chatbot functionality, and bleeding reporting have been shown in **Figure 2**.
Usability Evaluation

During the CFGs, participants tested the final version of the app, followed a list of 10 use case scenarios (Textbox 1), and completed the MAUQ to assess their satisfaction with the system usability.

The average scores showed an upward trend: the overall MAUQ score increased from 5.32 (range 4.44-6.23; SD 0.66) to 6.20 (range 5.72-6.88; SD 0.43) over the 2 CFGs, showing increasingly positive feedback on the app usability as its design was further refined. Considerable improvements were observed especially in terms of perceived usefulness, which increased from 4.80 (SD 0.92) to 6.24 (SD 0.40), and the system information arrangement of the app (from 5.30 to 6.17).

During the first CFG, participants reported poor responsiveness of certain features and a few technical problems, primarily when filling some of the PROMs or when using the chatbot. These issues ultimately affected the reported usefulness and the interface evaluation of the app. The technical difficulties were addressed between the 2 meetings, and the app’s usability ratings improved accordingly. During both the meetings, all participants reported being intuitively able to launch the app and requiring minimal support from the study team during the testing.

On the basis of the inputs provided by the CFG participants through qualitative comments, minor additional changes were included in the finalized version of the app that is currently being used in the POWER study.

Discussion

Principal Findings

We applied UCD for the development of the ePRO app currently in use in the POWER observational study, adopting an iterative process in which progressive modifications were informed not only by the participants’ inputs but also by the technical feasibility of the proposals. This approach has been identified as particularly effective when adapted to mHealth apps [37], with different frameworks being used as powerful alternatives to the shared design based on the end users’ preferences [27].

A recent integrative review analyzed studies that employed a qualitative methodology for the design, development and testing of mHealth apps, identifying 69 articles, and proposing an integrated methodology structured in 4 different sessions [38]. These results confirm the continuous growth in the literature on user-centered approaches for app development. However, all the design studies included in the review aimed to develop apps to support individuals in actively managing their disease through the adoption of behavior change techniques [39] and other cognitive and emotional strategies.

In contrast, none of the studies intended to support the design of data collection apps, with the exception of a single article that focused on the development process of an app for conducting population surveys, but it was meant to be used by health care professionals only [40].

The design process of the ePRO app for the POWER study is a novel attempt to adopt participatory approaches (and UCD, more specifically) to support the collection of patient-reported data. Although we did not aim to elicit improved self-management behaviors, maximized technology acceptance is a fundamental prerequisite to increase the continuity in data collection.
entry and the likelihood of a study’s success. As the precise aims that the app had to pursue were already explicit in the POWER study protocol (i.e., to maximize the likelihood of collecting robust outcome data), the design process did not start from scratch and revolved around the how rather than the what.

Despite this difference in the ultimate aim of the app, some of the adopted design strategies we used are comparable with recurring themes in previous studies.

To sustain user engagement, several of the included features and strategies aimed at powering the intrinsic motivation of the participants, defined elsewhere as altruistic motivation [41]. This is coherent with the belief that although strategies that rely on extrinsic motivation only (doing something that can lead to an identifiable outcome) can be effective in the short term, when individuals are intrinsically motivated (doing something which is felt inherently enriching), they tend to achieve better results and guarantee their continued participation in the long run [42]. As a result, increased attention was given to the Study details and the Enrollment update sections, that intend to make the individuals feel they were part of a community and of a mutual effort, which was certified by the growing number of active sites and study participants enrolled.

Concurrently, we included multiple strategies aimed at making the individual experience with the app as efficient as possible, such as the acknowledgment notification to give visual confirmation of the recording of completed questionnaires and the chatbot function to facilitate users in the management of any technical or content-related issues. Furthermore, the questionnaires were tested and revised multiple times to streamline their completion and to minimize the participants’ burden.

Third, to further facilitate the engagement activation process, we tried to take on the challenge of personalization, realizing that technologies should focus on each individual as unique, even in their communication preferences and approaches to data collection processes [43]. Personalization is a recurring theme in app design studies but is typically implemented for ad hoc self-management functionalities or goal setting [44-47]. Instead, given the need to collect the same outcome data for all participants in the POWER study, with no room for content personalization, we included the possibility for users to tailor some of the app graphics and added individual functionalities, such as the treatment reminder, which could be accessed on a voluntary basis. These enhancements do not have a potential interventional effect on the outcomes of interest, and may help generate a greater, personalized bond between the individual user and the mobile app.

In addition to the app content, another domain that might sustain user engagement pertains to the type of mobile device used during the study (either a personal or a study device). Although this ambivalence is a specific feature of mHealth studies, very few studies have attempted to compare the 2 strategies empirically in terms of adherence, with inconclusive statistical results [48]. Despite this debate, there is still no unambiguous settlement on the use of personal devices. However, this strategy, which also goes by the name Bring Your Own Device, has been unquestionably identified as the preferable solution during this app’s development process. This option is not exempt from potential shortcomings associated with the need to develop apps that are compatible with a wide range of systems and security settings [49], the potential selection bias that excludes population segments who do not own a smartphone [50], and the impossibility of locking down the device and maximizing the methodological accuracy. Nevertheless, a personal device presents one major advantage that counterbalances all of the previous shortcomings, as it enhances the convenience for patients, potentially reducing their burden and adopting a pragmatic, real-world approach that replicates a setting more familiar to all the participants.

Finally, to enhance the engagement with the ePRO app, we strengthened the connection with the fitness tracker that records physical activity levels. Although wearables are standard technologies that do not allow for discretion in their design and were previously perceived as highly acceptable by patients with severe hemophilia [7], we reinforced their linkage with the ePRO app by including an ad hoc screen that provided participants with feedback on the number of daily hours the tracker has been actually worn and confirmed whether the per-protocol minimum for physical activity levels to be actually registered (10 hours) was being met.

In addition, the ePRO app may indirectly activate engagement by improving communication with the providers using previously recorded data during routine consultations. The need to be more closely monitored by their physicians was reported by the patients during the FGs and has also emerged in previous app design studies [51,52]. Furthermore, the enhancement of communication links between the health care professionals and the patients, as well as the capture of patient-reported data, are considered among the 4 primary ways through which mHealth can improve the management of hemophilia A [14].

By the end of the design process, we achieved broad agreement that the app was easy to use and had an appealing layout, both preconditions for its sustained use over time. As shown previously by other studies [37], 2 iterative cycles of usability testing were sufficient to reach a satisfactory consensus among the participants and the potential end users. The comparisons of usability with other mobile apps that underwent a thorough development processes are difficult to make because this app is not directly aimed at self-management, and this study was among the first to adopt the MAUQ.

Strengths and Limitations

This research was based on a large sample of participants and included various perspectives by considering the views and needs of the patients, their parents, their representatives, and those of the clinicians during the development process.

Moreover, this study emphasized that user-centered approaches can be applicable, and possibly even more significant, to the development of digital solutions for populations affected with rare diseases, which, by definition, require unique considerations that may be less well-known compared with those for other chronic disease populations. At the same time, the application of the selected methodology to a rare disease group generated additional challenges linked to the difficulties in selecting and
enrolling the participants. Working with smaller sample sizes in rare study populations may be the only way to study them, particularly for methodologies that require the physical presence of participants [53], but several limitations should be acknowledged. First, in terms of patient selection, although we always targeted 5 participants in each of the FGs, in a couple of cases, one of the intended participants communicated their unavailability at short notice because of hemophilia-related issues. Furthermore, to facilitate the identification of the potential participants, we not only adhered to the inclusion criteria identified for the POWER study, but also invited patients with hemophilia A with different severity and inhibitor levels. Although some of the participants were not within the target population of the study, all patients with hemophilia A were subject to similar outcome data collection in standard clinical practice and were, thus, entitled to bring their contribution to the development of the app.

Second, the number of practitioners involved was relatively small and their points of view may not be representative of the entire clinician population or of the organizations they represented.

An additional limitation pertains to usability, which was only evaluated before the field testing of the app in the study and was not assessed longitudinally. Usability evaluation should be a continuous process and should not be limited before dissemination in the field. Additional usability evaluations were planned during the study and at the end of the study through ad hoc use metrics aimed at analyzing the use trajectories. Moreover, we based our usability assessment only on the end user testing and did not properly include any heuristic evaluation involving computer scientists, nor assessed the time to task completion. The mobile app was subject to continuous technical evaluations, and the technical development went hand in hand with the content design.

Finally, the UCD process we adopted was mainly based on user and clinical expert involvement, which are however just 2 of the developmental factors could be included in the design phase of an app [54]. We have noted that alternative methodologies have been developed and they are becoming popular in studies on mobile devices, such as the experience sampling method [55].

Conclusions
The ePRO app will serve as a data collection platform in the POWER observational study. Because all the outcome data collected by the app are directly inputted by the patients, UCD supported the identification of user requirements and the refinement of the app. This process will hopefully meet the users’ expectations and maximize their continuous use of the app throughout the study. The actual level of engagement will be properly monitored during the ongoing POWER study, whereas future research results will assess the effectiveness of this app and demonstrate the value of the development process described here.
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Abstract

Background: eHealth is a promising tool for promoting lifestyle behaviors such as a healthy diet and physical activity (PA). However, making people use interventions is a crucial and challenging problem in eHealth. More insight into use patterns and predicting factors is needed to improve future interventions.

Objective: This study aims to examine the use, predictors of use, and appreciation of a web-based, computer-tailored, dietary and PA promotion intervention, MyLifestyleCoach, which is based on the self-determination theory. First, we depict the participants’ flow in the intervention and identify moments when they are likely to discontinue use. Second, we investigate whether demographic, motivational, and program-related characteristics predict the use of several intervention elements. Finally, we report the appreciation scores for the intervention and the participant and program characteristics associated with these scores.

Methods: This study was based on data from web-based self-report questionnaires. Here, objectively assessed intervention use data were analyzed from participants randomized to the intervention condition. Multiple stepwise (logistic) regression analyses were conducted to examine the predictors of intervention use and evaluation scores.

Results: Our findings indicate a low full completion rate for the intervention among those who chose and completed the diet module (49/146, 33.6%), the PA module (2/12, 17%), and both modules (58/273, 21.2%). Several points in the intervention where participants were likely to stop using the intervention were identified. Autonomous and intrinsic motivation toward diet were related to the completion of the initial sessions of the intervention (ie, the opening session in which participants could choose which module to follow and the first session of the diet module). In contrast, controlled motivation was linked to the completion of both modules (initial and follow-up sessions). Appreciation scores were somewhat positive. Appreciation was predicted by several motivational constructs, such as amotivation and basic psychological needs (eg, competence) and program-related features (eg, number of completed sessions).

Conclusions: This study adds meaningful information on the use and appreciation of a web-based, computer-tailored dietary and PA intervention, MyLifestyleCoach. The results indicate that different types of motivations, such as extrinsic and intrinsic motivation, are at play at the points when people are likely to stop using the intervention. The intervention was appreciated fairly well, and several motivational constructs and fulfillment of basic psychological needs were associated with appreciation. Practical implications of these findings have been provided in this study.

(JMIR Form Res 2021;5(12):e22390) doi:10.2196/22390
KEYWORDS
diet; physical activity; eHealth; self-determination theory; motivational interviewing; process evaluation; nonusage attrition

Introduction

Background

Personalized eHealth interventions are promising for promoting a wide array of healthy lifestyle behaviors, such as physical activity (PA) and a healthy diet [1]. The true potential of such an intervention can only be reached when people are sufficiently exposed to its content [2]. However, many people do not use interventions as intended, and many people stop using the intervention before it is fully completed. Eysenbach [3] referred to this phenomenon as nonusage attrition. Research has shown that approximately 50% of the participants used a typical eHealth intervention as intended [4]. There is a general belief regarding the features that make personalized eHealth interventions effective and increase their use. The most essential elements are an increased interaction with a counselor, more frequent intended use, more frequent updates, and more extensive use of dialog support [4]. So far, a detailed understanding is lacking regarding the characteristics of participants who use an intervention as intended, how people navigate through interventions, and where they are likely to stop using the intervention.

To date, several studies have identified predictors of eHealth intervention use. In general, these studies show that age, gender, employment status, a healthier BMI, and lifestyle have been linked to the start, visit and revisit, and use of web-based interventions [5-14]. Mixed results have been found regarding marital status, working status, educational level (although numerous studies show more use for higher-educated people), income, motivation, and self-efficacy as correlates of intervention use [14]. Not only do demographic characteristics and current (lifestyle) behavior explain variance in use but also user engagement, intervention characteristics, and psychological variables could also determine an intervention’s use. Motivation toward a healthier lifestyle could be a crucial factor in use, as it has been related to the initiation and maintenance of health behavior [15,16]. Furthermore, a study found that users who were more autonomously motivated to eat healthily were less likely to stop using the intervention within the first 2 weeks of the program [17]. However, the role of motivation in use has not yet been closely examined [14].

Self-determination theory (SDT) is a macrotheory of human motivation [18]. The SDT postulates that 3 basic psychological needs must be satisfied to maintain optimal performance and well-being. These 3 basic psychological needs are autonomy, competence, and relatedness. When these needs are met, more self-determined forms of motivation are fostered, leading to more engagement in actions to achieve the intended behavior change [18-21]. In the context of use, designing an intervention in which conditions are implemented to support the basic psychological needs may also enhance participation within an intervention. For example, the basic psychological need of autonomy can be implemented in an intervention by giving participants the option to choose what parts of the intervention they want to use and when they want to start with these parts or giving participants a choice on which behavior to work. One study found several characteristics, such as current lifestyle behavior, program features, and amotivation to engage in sufficient PA, to be related to module choice within a multiple health behavior intervention [22].

So far, little is known about use and factors related to use within complex multiple-component (lifestyle) interventions, although this knowledge is very valuable for intervention improvement, particularly concerning use. An intervention that could provide useful information for this purpose is MyLifestyleCoach, a web-based, computer-tailored intervention promoting dietary and PA behavior based on SDT and motivational interviewing. This approach could be one of the underlying mechanisms of intervention use and its effectiveness. In this intervention, people can choose their own way of working through the intervention, that is, which module they want to use (ie, diet, PA, both modules, or no module), and they can decide when to start with the chosen module or modules [23,24]. This approach gives participants autonomy in selecting the behavior they prioritize at a particular moment, which is considered to increase intervention engagement and, ultimately, lower attrition and increase use. Even for people who are already (intrinsically) motivated, this intervention offers tools, such as an action plan, to turn their desire to change behavior into action. In addition to evaluating the use of MyLifestyleCoach, it is important to understand how users appreciate this intervention and whether specific characteristics predict use and appreciation.

Objectives

The first aim of this study is to describe use of the intervention. The second aim is to examine which characteristics are linked to the use of initial and follow-up sessions. The third aim is to examine the appreciation scores for the intervention and what characteristics, especially basic psychological needs, are associated with this appreciation. This study does not shed light on the intervention’s effects; instead, this study provides useful insights for developing future eHealth interventions. For example, it gives a more in-depth understanding of whether providing participants a choice, such as which module to follow and when to follow a module, is beneficial for intervention use.

Methods

Study Design

A 2-group randomized controlled trial (RCT) was conducted in the Netherlands. For this study, observational data of the intervention group of this RCT, called MyLifestyleCoach, was used. Therefore, the control group data were excluded. MyLifestyleCoach is a web-based, computer-tailored intervention that consists of a diet module (I Eat) to promote dietary behavior and a previously tested PA module (I Move) to improve PA levels in Dutch adults. Participants in this intervention could choose which of these modules they would like to take part in both modules, the diet module only, the PA
module only, or no module. Detailed information about the development of the intervention and the design of the RCT, which this study is part of, can be found elsewhere [23,24]. This intervention is theoretically founded on the principles of SDT and uses practical applications of motivational interviewing. This intervention was developed using the intervention mapping protocol [25]. This study was reviewed and approved by the Committee for Ethics and Consent in Research of the Open University of the Netherlands (reference U2018/07266/SVW). This study was registered in the Dutch trial register (NL7333). A data processing agreement with the software developer, who acts in line with the General Data Protection Regulation, has been signed. Furthermore, data that have been exported from the software application are safely stored at the servers of the Open University in accordance with the General Data Protection Regulation.

**Participants**

The target group for this trial was Dutch adults aged 18-70 years. Participants were recruited using a research panel between October 2018 and May 2019. This research panel sent possible participants an email containing some brief information about the intervention and a link to the intervention website where they could read more information about the goal, procedure, and incentives for the study. The participants’ inclusion criteria were age between 18 and 70 years, an adequate understanding of the Dutch language, and possession of a computer or tablet with access to the internet. Participants who indicated that they had already participated in previous comparable studies of our research group were excluded.

**Procedure of the Intervention**

**Recruitment**

A research panel organization sent several emails to recruit participants for this study. In this email, some basic information was provided about this study. Participants could then choose to click on a link leading them to the intervention website with additional information. If participants wanted to participate, they could click on the “I want to participate” button.

**Preliminary Assessment and Baseline Questionnaire**

First, potential participants had to fill in some questions to assess the previously described inclusion and exclusion criteria of this study and had to sign informed consent. Next, participants were randomly assigned by a computer into the intervention condition or the waiting list control condition (2:1) and filled in the baseline questionnaire. Participants in the intervention condition then continued to the opening session. Participants allocated to the waiting list control condition had no access to the intervention. After the 12-month study period, that is, when they completed the 12-month questionnaire, they were given access to the intervention.

**Opening Session**

In the opening session, participants were introduced to the program and video coaches. They also received feedback on their dietary and PA behavior using a traffic light system based on the baseline questionnaire results. Participants could receive green advice, indicating that they were already adhering to the guidelines, and following the module was unnecessary; nevertheless, they could have a look at the module. Green advice was provided for diet when they ate at least 2 portions of fruit per day, 250 g of vegetables per day, and fish once a week and consumed no unhealthy snacks per day in line with the Dutch dietary guidelines [26]. For PA, green meant that they were already engaging in ≥150 minutes of moderate to vigorous PA (MVPA) per week according to the Dutch PA guidelines [27]. For diet, orange advice indicated that they were adhering to advice for at least one targeting behavior but not all (eg, consuming sufficient fish but not vegetables). For PA, orange meant that they were engaging in 120-150 minutes of MVPA per week. This cutoff point of 120 minutes of MVPA was chosen based on previous PA guidelines. It was advised to engage in at least 30 minutes of MVPA for at least 5 days per week. Thus, 120 minutes of MVPA (or 4 days of 30-minute MVPA) meant that they almost adhered to the guideline [27], and participants were advised to follow a particular module. Red advice was provided when they did not adhere to any dietary behaviors or had <120 minutes of MVPA per week. Here, participants were strongly advised to follow a particular module. Then, participants could choose whether they wanted to follow the diet or PA module, both modules, or no module. The participants who decided to start with the diet or PA module were given the option to continue to the first session of the module immediately after this opening session or at another moment (within 14 days after the opening session). Participants who decided to follow both modules had to select the module they wanted to start directly and had to choose a date within 14 days after the opening session for the other module. The participants who decided to select no module received an email giving them the option to make a module choice again 2 weeks later. More information can be found elsewhere [22].

**Sessions Within Modules**

Both the diet and PA modules comprised 4 sessions. In session 1, a healthy diet was explained according to the Netherlands Nutrition Center, or guidelines for sufficient PA levels were provided. Participants were able to see their results on their dietary or PA behavior again. The importance and confidence in eating (more) healthily or engaging in sufficient PA levels were assessed, and feedback was given on this topic. Finally, participants could make an action plan. After 3 weeks from the first session, participants could enter session 2. In this session, they looked back on their perception of the importance of a healthy diet or PA level. They could come up with new reasons to start with the new behavior. Furthermore, they thought about what effects it would have on them if they started with the new behavior (looking forward). Finally, they engaged in a part on coping with difficult situations, including the identification of personal strengths, and could formulate or change the action plan. After 6 weeks from session 1, participants filled in a short questionnaire about their current behavior (diet or PA) and then entered session 3. An assessment took place on participants’ current perception of the importance of a healthy diet or PA and their confidence in achieving this behavior compared with session 1. Participants also received feedback on this assessment. Participants were invited to think back on a problematic situation in which they struggled but managed the achieved behavior.
They received feedback on their current dietary or PA behavior compared with session 1 and could formulate or change the action plan expressed in the previous session of sessions. After 3 months from session 1, they filled in a short questionnaire regarding their current behavior (diet or PA) and then entered session 4, which served as a booster session. Participants could choose several topics from previous sessions that they wanted to do. These topics included feedback on their current behavior compared with session 1, long-term personal motivation and confidence, how to deal with difficult situations, and information on how to maintain their new behavior after the end of the program. Figure 1 shows an overview of the content of these sessions. More detailed information on these sessions can be found in the protocol papers [23,24].

**Figure 1.** Overview of the content of the sessions in the intervention. PA: physical activity.
Follow-up Questionnaire
After 6 months from when participants completed the baseline questionnaire, both in the intervention and control conditions, they were sent an invitation email to complete the 6-month follow-up questionnaire. Email reminders were sent every week for 4 weeks in total. Participants who completed all questionnaires were entered into a draw for 2 tablets and gift vouchers of up to €50 (US $57.23).

Measurements
The baseline questionnaire assessed demographic characteristics, dietary and PA behaviors, and psychosocial constructs. All these measurements were self-reported.

Demographics
Demographic characteristics included age, gender, education, work status, physical impairment, marital status, weight and height, and health status using a thermometer-style visual analog scale ranging from 0-100. These factors served as control variables in our analysis.

Motivation
Of the psychological constructs measured in this study, only motivation was included. Motivation was assessed with 2 Treatment Self-Regulation Questionnaires, one for dietary behavior and the other for PA behavior [28]. Participants had to indicate the degree to which they agreed with each of the 15 statements on a 7-point Likert scale. There were 3 subscales: amotivation (3 items), controlled motivation (6 items), and autonomous motivation (6 items). This questionnaire did not assess the intrinsic motivation for these health-related behaviors. For that purpose, we included the intrinsic regulation subscale (4 items) from the Dutch Behavioral Regulation in Exercise Questionnaire-2 to determine the intrinsic motivation for PA behavior and an adapted version of the Behavioral Regulation in Exercise Questionnaire-2 to determine the intrinsic motivation for dietary behavior [29]. Participants had to indicate the degree to which they agreed with each of the 4 statements on a 5-point Likert scale. The mean score was calculated for each motivational construct.

Dietary and PA Behavior
Dietary behavior was assessed using a validated Food Frequency Questionnaire. The Food Frequency Questionnaire was extended with questions regarding the size of vegetable and fruit portions based on the study by Huybrechts et al [30]. The outcomes were fruit intake, vegetable intake, fish consumption, and daily consumption frequency of unhealthy snacks. For the calculation of the consumption frequency of unhealthy snacks, we referred to the study by Coumans et al [31]. PA behavior for a typical week in the past month was assessed using the validated Dutch Short Questionnaire to Assess Health [32]. PA behavior was operationalized as the total number of minutes of MVPA by multiplying the frequency (days per week) and duration (hours and minutes per day) of leisure and transport walking, leisure and transport cycling, occupational activities, household activities, gardening, odd jobs, and sports performed with moderate or vigorous intensity.

Process Evaluation
To assess appreciation, participants were asked to give an appreciation score for the whole program on a 10-point scale at 6 months from baseline. People also had to provide a rating for the diet and PA module, which ranged on a scale from 1 (very low) to 10 (very high), if they had completed at least 1 session of the particular module. Furthermore, participants were asked to what extent the program met their basic psychological needs during the intervention on a 5-point Likert scale from 1 (fully disagree) to 5 (fully agree) [33]. A total of 2 items assessed autonomy: (1) participants were asked if they could determine which goals they could set and (2) which information and pieces of advice they could read in the intervention. Relatedness was assessed by 3 items: (1) participants were asked if they felt involved in the intervention, (2) if the intervention was personal, and (3) if they felt supported by the intervention. Competence was assessed with 1 item: participants were asked whether they had confidence in eating (more) healthily and/or engaging in more or sufficient PA. The mean score for each of these basic psychological needs was calculated.

Finally, data on the completeness of sessions were used to determine how many participants used a specific part of the intervention (use). A completeness variable (1=completed and 0=not completed) was created for each session: the opening session and module sessions 1, 2, 3, and 4 of the diet and PA modules of the intervention. When participants finished a session, the completeness variable was set to 1. For this study, 5 use variables were created: (1) finished opening session (1=yes and 0=no), (2) finished the first session of the diet module when only the diet module was chosen (1=yes and 0=no), (3) finished the first sessions of both the diet and PA modules when both modules were chosen (1=yes and 0=no), (4) finished the whole diet module when only the diet module was chosen (1=yes and 0=no; based on 4 complete sessions), and (5) finished the diet and PA module when both modules were chosen (1=yes and 0=no; based on 8 complete sessions).

Statistical Analysis
Descriptive statistics (mean and SD values) and frequencies (and percentages) were used to depict the characteristics of the participants, the overall flow through the intervention, and appreciation scores. Logistic regression analyses were conducted to examine which personal characteristics (age, gender, education, marital status, work, physical impairment, health status, and BMI) and motivational characteristics were related to use. Use was subdivided into 3 parts according to different points in the intervention: (1) completion of the opening session; (2) the initial module’s session, that is, completion of the first session of the diet module when only the diet module was chosen or the first session of the diet and PA module when both modules were chosen; and (3) the follow-up sessions, that is, completion of all 4 sessions of the diet module when only the diet module was chosen or completion of all 8 sessions of the diet and PA module when both modules were chosen. Furthermore, linear regression analyses were performed to investigate which demographic factors, motivational constructs, and program features were associated with the intervention appreciation scores (overall intervention, diet, and PA module).
All statistical analyses were performed using the statistical software R (version 3.6.0; R Foundation for Statistical Computing). For all regression analyses, a stepwise approach was used in which the demographic variables were entered in the first step, motivational constructs were introduced in the second step, and program features were added in the third step. Variance inflation factors were inspected before conducting the analyses. Statistical significance was set at $P<.05$.

Results

Participants’ Characteristics

The mean age of the sample was 51.9 (SD 13.1) years; there were slightly more women than men participating in the study; 70.3% (545/775) of the sample was highly educated; and 64% (496/775) were employed. The mean BMI of this sample was considered to be slightly overweight. However, the proportion of participants with a healthy weight was the largest. More characteristics are presented in Table 1.
Table 1. Demographic characteristics of the full sample (N=775).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>51.9 (13.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>475 (61.3)</td>
</tr>
<tr>
<td>Men</td>
<td>300 (38.7)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>29 (3.7)</td>
</tr>
<tr>
<td>Medium</td>
<td>201 (25.9)</td>
</tr>
<tr>
<td>High</td>
<td>545 (70.3)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>529 (68.3)</td>
</tr>
<tr>
<td>Single</td>
<td>246 (31.7)</td>
</tr>
<tr>
<td><strong>Work, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>496 (64.0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>279 (36.0)</td>
</tr>
<tr>
<td><strong>Physical impairment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>740 (95.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>35 (4.5)</td>
</tr>
<tr>
<td><strong>BMI status(^a), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>15 (1.9)</td>
</tr>
<tr>
<td>Normal</td>
<td>328 (42.3)</td>
</tr>
<tr>
<td>Overweight</td>
<td>279 (36.0)</td>
</tr>
<tr>
<td>Obese</td>
<td>153 (19.7)</td>
</tr>
<tr>
<td><strong>BMI (kg/m(^2)), mean (SD)</strong></td>
<td>26.5 (5.2)</td>
</tr>
<tr>
<td>Health status (0-100), mean (SD)</td>
<td>69.9 (15.6)</td>
</tr>
<tr>
<td><strong>Amotivation diet (1-7), mean (SD)</strong></td>
<td>2.3 (1.2)</td>
</tr>
<tr>
<td>Controlled motivation diet (1-7), mean (SD)</td>
<td>2.8 (1.2)</td>
</tr>
<tr>
<td>Autonomous motivation diet (1-7), mean (SD)</td>
<td>5.5 (1.2)</td>
</tr>
<tr>
<td>Intrinsic motivation diet (1-5), mean (SD)</td>
<td>3.5 (1.0)</td>
</tr>
<tr>
<td>Amotivation PA(^b) (1-7), mean (SD)</td>
<td>2.2 (1.3)</td>
</tr>
<tr>
<td>Controlled motivation PA (1-7), mean (SD)</td>
<td>2.7 (1.2)</td>
</tr>
<tr>
<td>Autonomous motivation PA (1-7), mean (SD)</td>
<td>5.6 (1.2)</td>
</tr>
<tr>
<td>Intrinsic motivation PA (1-5), mean (SD)</td>
<td>3.8 (1.1)</td>
</tr>
<tr>
<td>Fruit, mean (SD)</td>
<td>1.4 (1.1)</td>
</tr>
<tr>
<td>Vegetables, mean (SD)</td>
<td>143.1 (80.7)</td>
</tr>
<tr>
<td>Fish (0-7), mean (SD)</td>
<td>1.1 (1.1)</td>
</tr>
<tr>
<td>Unhealthy snacks, mean (SD)</td>
<td>1.5 (1.9)</td>
</tr>
<tr>
<td>MVPA(^c), mean (SD)</td>
<td>992.7 (836.8)</td>
</tr>
</tbody>
</table>

\(^a\)Underweight: a BMI value of <18.5 kg/m\(^2\); normal weight: a BMI value ranging from 18.5 kg/m\(^2\) to <25.0 kg/m\(^2\); overweight: a BMI value ranging from 25.0 kg/m\(^2\) to <30.0 kg/m\(^2\); and obese: a BMI value of ≥30.0 kg/m\(^2\).

\(^b\)PA: physical activity.

\(^c\)MVPA: moderate to vigorous physical activity.
Description of the Participants’ Flow and Module Use

Figure 2 illustrates the flow of participants. The boxes and text in gray represent the control conditions. This study focuses solely on the use and appreciation of the intervention. Therefore, the control condition was not included, as they did not take part in the intervention in this time frame. In total, 9806 individuals were directly contacted via the research panel organization. Of these, 23.64% (2318/9806) of individuals visited the study website and clicked on the “I want to participate” button; 16.55% (1623/9806) of these individuals passed the inclusion criteria and signed the informed consent and were randomized into the 2 conditions. Several individuals in the intervention condition did not complete the baseline questionnaire after randomization (315/1090, 28.9%). Of the 775 participants in the intervention condition, 619 (79.9%) made a choice on which module (diet, PA, both, or none) to follow, and 579 (74.7%) participants completed the entire opening session.

Of the 158 participants who chose to follow the diet module only, 8 (5.1%) participants did not choose whether they wanted to start immediately or later or did not fill in when to start with the first session, and 4 (2.5%) participants did not receive an invitation mail for the first session. Of the remaining 146 participants, half of them started immediately, whereas the other half wanted to start later. Of the 73 participants who decided to start immediately, 44 (60%) completed session 1, 32 (44%) completed session 2, 32 (44%) completed session 3, and 35 (48%) completed session 4. Of the 73 participants who decided to start later, 39 (53%) completed session 1, 26 (37%) completed session 2, 28 (38%) completed session 3, and 28 (38%) completed session 4. Approximately 33.6% (49/146) of participants completed all 4 sessions in the diet module.

Within the PA module (n=12, as 2 participants did not receive an invitation mail for the first session), half of the participants decided to start immediately, and the other half wanted to start later. Of the 6 participants who decided to start immediately, 4 (67%) completed session 1, 2 (33%) completed session 2, 1 (17%) completed session 3, and 1 (17%) completed the fourth session. Of the 6 participants who decided to start later, only 1 (17%) completed all 4 sessions. Participants who only chose the diet module were asked after every session, except for the last one, whether they were interested in starting with the diet module. Of the 12 participants who only chose the PA module, 1 (8%) participant was interested in the diet module; however, this person did not complete any session of the diet module.

Of the 339 who chose both modules, 32 (9.4%) did not complete the opening session, and 34 (10%) did not receive an invitation mail for the second module because of a technical error. Most participants decided to start with the diet module (244/273, 89.4%) compared with the PA module (29/273, 10.6%). Full completion rates, that is, those who completed all sessions as intended, can be found in Figure 3. In the right panel, 2 lines are added that represent the people who chose both modules who completed the sessions of the separate diet module (dark gray) or completed the sessions of the separate physical activity module (light gray). Approximately 21.2% (58/273) of participants completed all sessions of both modules. Approximately 5% (4/77) of participants who preferred to start later with the module did not receive an invitation email for the first session of the diet module because of a technical error. Moreover, approximately 25% (28/77) of participants who preferred to start later with the module did not receive an invitation email for the first session of the PA module because of a technical error.

Participants who initially chose no module in the intervention (110/775, 14.2%) were sent an email directing them to the website where they could change their choice. Of the 110 participants, only 4 (3.6%) reconsidered their choice, and 2 (1.8%) chose a module. Of the 110 participants, 1 (0.9%) chose the diet module, 1 (0.9%) chose the PA module (and did not finish any modules), and 2 (1.8%) chose the no module option again.

Finally, 45% (349/775) of participants completed the follow-up questionnaire at 6 months from baseline. Of the 158 participants who chose the diet module, 78 (49.4%) completed the follow-up questionnaire. Of the 14 participants who chose the PA module, 9 (64.3%) completed the follow-up questionnaire. Of the 339 participants who chose both modules, 151 (44.5%) completed the follow-up questionnaire. Of the 108 participants who did not choose any module in the opening session, 58 (53.7%) completed the follow-up questionnaire. Of the 156 participants who did not enter the opening session or made no module choice, 53 (33.9%) completed the follow-up questionnaire. This follow-up measurement included the process evaluation questions.
Figure 2. Participants' flow in the randomized controlled trial. Participants did not need to complete the second session to be able to continue the third session. Therefore, use rates do not necessarily represent a funnel shape. PA: physical activity.
Predictors of Use of Initial and Follow-up Sessions

As described in the previous section and as can be seen in the participants’ flowchart (Figure 2) and the completion rates in Figure 3, there are several moments within the intervention at which participants stop using the intervention. First, several people did not complete the baseline questionnaire after randomization (315/1090, 28.9%; Figure 2). As we did not have the demographic characteristics of this group, it was not possible to further examine predictors of why they stopped using the intervention. Second, there was a significant number of participants who did not complete the opening session after completing the baseline questionnaire (Figure 2). Third, another group did not start or end the first session of their chosen module (Figure 3). Fourth, numerous people did not complete the sessions as intended, that is, about half of the participants completed the whole intervention once started (Figure 3). Here, we investigate whether there are characteristics associated with use for the latter 3 moments.

The logistic regression analysis (Table 2) showed that participants with a partner and those who had a higher intrinsic motivation to eat healthily were less likely to complete the opening session. Participants with higher scores on autonomous motivation to eat healthily and those with a higher score on intrinsic motivation to engage in sufficient PA were more likely to complete the opening session. Therefore, intrinsic motivation toward PA increased the likelihood of completing the opening session, whereas intrinsic motivation toward a healthy diet decreased the likelihood of completing the opening session.

The logistic regression analyses relating demographic characteristics, motivational constructs, and intervention features with completing the entire intervention are presented in Table 4. The whole intervention could concern the 4 sessions of (1) the diet module, (2) the PA module—owing to the low number of participants that only chose the PA module, predictors of use for the PA module were not further investigated, as it would have been statistically invalid—and (3) both the diet and PA module. For participants who only chose the diet module, it was found that those who received red advice for diet in the opening session compared with orange advice were more likely to complete all sessions within the diet module. For participants who chose both modules, the results showed that older participants and those with a higher controlled motivation toward PA were more likely to complete all sessions of both modules. On the other hand, participants with a higher BMI or more intrinsic motivation to eat healthily were less likely to complete the first session of the diet module. On the other hand, participants with a higher BMI or more intrinsic motivation to eat healthily were less likely to complete the first session of the diet module. For participants who chose both modules, the results showed that participants having a higher self-reported health status, more controlled motivation to PA, and receiving red advice for PA compared with orange advice were more likely to complete the first sessions of both modules. On the contrary, participants with a partner or those who preferred to start with the PA module were less likely to complete the first sessions of both modules. The results are presented in Table 3. Owing to the low number of participants that only chose the PA module, predictors of use for the PA module were not further investigated, as it would have been statistically invalid.

Finally, the regression analyses relating demographic characteristics, motivational constructs, and intervention features with completing the entire intervention are presented in Table 4. The whole intervention could concern the 4 sessions of (1) the diet module, (2) the PA module—owing to the low number of participants that only chose the PA module, predictors of use for the PA module were not further investigated, as it would have been statistically invalid—and (3) both the diet and PA module. For participants who only chose the diet module, it was found that those who received red advice for diet in the opening session compared with orange advice were more likely to complete all sessions within the diet module. For participants who chose both modules, the results showed that older participants and those with a higher controlled motivation toward PA were more likely to complete all sessions of both modules. On the other hand, participants with a higher BMI or more intrinsic motivation to eat healthily were less likely to complete the first session of the diet module. On the other hand, participants with a higher BMI or more intrinsic motivation to eat healthily were less likely to complete the first session of the diet module. For participants who chose both modules, the results showed that participants having a higher self-reported health status, more controlled motivation to PA, and receiving red advice for PA compared with orange advice were more likely to complete the first sessions of both modules. On the contrary, participants with a partner or those who preferred to start with the PA module were less likely to complete the first sessions of both modules. The results are presented in Table 3. Owing to the low number of participants that only chose the PA module, predictors of use for the PA module were not further investigated, as it would have been statistically invalid.
<table>
<thead>
<tr>
<th>Predictors</th>
<th>Completed opening session (1=yes and 0=no)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio (95% CI; SE)</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.31 (0.21-8.09; 0.93)</td>
<td>.77</td>
</tr>
<tr>
<td>Age</td>
<td>1.003 (0.99-1.02; 0.01)</td>
<td>.69</td>
</tr>
<tr>
<td>Gender$^b$</td>
<td>1.27 (0.88-1.84; 0.19)</td>
<td>.20</td>
</tr>
<tr>
<td>Education high$^c$</td>
<td>0.98 (0.66-1.47; 0.21)</td>
<td>.93</td>
</tr>
<tr>
<td>Education low$^c$</td>
<td>1.09 (0.40-2.94; 0.51)</td>
<td>.86</td>
</tr>
<tr>
<td>Marital status partner$^d$</td>
<td>0.60 (0.41-0.89; 0.20)</td>
<td>.01$^e$</td>
</tr>
<tr>
<td>Work employed$^f$</td>
<td>0.97 (0.67-1.41; 0.19)</td>
<td>.87</td>
</tr>
<tr>
<td>Impairment$^g$</td>
<td>1.74 (0.66-4.57; 0.49)</td>
<td>.26</td>
</tr>
<tr>
<td>BMI</td>
<td>1.04 (0.996-1.08; 0.02)</td>
<td>.08</td>
</tr>
<tr>
<td>Health status</td>
<td>1.0005 (0.99-1.01; 0.01)</td>
<td>.94</td>
</tr>
<tr>
<td>Amotivation diet</td>
<td>1.09 (0.88-1.33; 0.10)</td>
<td>.43</td>
</tr>
<tr>
<td>Amotivation PA$^b$</td>
<td>0.90 (0.74-1.10; 0.10)</td>
<td>.30</td>
</tr>
<tr>
<td>Controlled motivation diet</td>
<td>0.95 (0.75-1.20; 0.12)</td>
<td>.68</td>
</tr>
<tr>
<td>Controlled motivation PA</td>
<td>1.12 (0.89-1.42; 0.12)</td>
<td>.33</td>
</tr>
<tr>
<td>Autonomous motivation diet</td>
<td>1.35 (1.05-1.74; 0.13)</td>
<td>.02$^e$</td>
</tr>
<tr>
<td>Autonomous motivation PA</td>
<td>0.80 (0.61-1.04; 0.13)</td>
<td>.10</td>
</tr>
<tr>
<td>Intrinsic motivation diet</td>
<td>0.60 (0.48-0.76; 0.12)</td>
<td>&lt;.001$^f$</td>
</tr>
<tr>
<td>Intrinsic motivation PA</td>
<td>1.38 (1.13-1.68; 0.10)</td>
<td>.001$^e$</td>
</tr>
</tbody>
</table>

$^a$The results' interpretations are reported when all other predictors are held constant. Explained variance $R^2$ $\text{jtu}=0.054$; Akaike information criterion=869.59.

$^b$Female is the reference category.

$^c$Medium education is the reference category.

$^d$Single is the reference category.

$^e$Values represent statistical significance.

$^f$Being unemployed is the reference category.

$^g$No physical impairment is the reference category.

$^h$PA: physical activity.
Table 3. Results of the stepwise logistic regression analyses (full model) showing variables associated with completing the first session for the diet module and both modules.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Session 1 (1=yes and 0=no)</th>
<th>Both modules&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diet module&lt;sup&gt;a, b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OR (95% CI; SE)</td>
<td>OR (95% CI; SE)</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.88 (0.04-221.08; 2.22)</td>
<td>0.06 (0.002-2.39; 1.85)</td>
</tr>
<tr>
<td>Age</td>
<td>1.02 (0.99-1.06; 0.02)</td>
<td>1.02 (0.99-1.04; 0.01)</td>
</tr>
<tr>
<td>Gender&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.69 (0.31-1.56; 0.41)</td>
<td>0.70 (0.38-1.31; 0.32)</td>
</tr>
<tr>
<td>Education high&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.02 (0.38-2.73; 0.50)</td>
<td>1.39 (0.73-2.66; 0.33)</td>
</tr>
<tr>
<td>Education low&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.53 (0.19-12.44; 1.07)</td>
<td>1.21 (0.25-5.91; 0.81)</td>
</tr>
<tr>
<td>Marital status partner&lt;sup&gt;g&lt;/sup&gt;</td>
<td>1.03 (0.43-2.45; 0.44)</td>
<td>0.52 (0.28-0.95; 0.31)</td>
</tr>
<tr>
<td>Work employed&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1.26 (0.53-3.01; 0.44)</td>
<td>0.84 (0.46-1.54; 0.31)</td>
</tr>
<tr>
<td>Impairment&lt;sup&gt;j&lt;/sup&gt;</td>
<td>9.05 (1.06-77.10; 1.09)</td>
<td>3.04 (0.79-11.75; 0.69)</td>
</tr>
<tr>
<td>BMI</td>
<td>0.87 (0.79-0.97; 0.05)</td>
<td>0.98 (0.93-1.04; 0.03)</td>
</tr>
<tr>
<td>Health status</td>
<td>1.02 (0.99-1.05; 0.02)</td>
<td>1.04 (1.01-1.06; 0.01)</td>
</tr>
<tr>
<td>Amotivation diet</td>
<td>0.83 (0.49-1.39; 0.26)</td>
<td>1.19 (0.84-1.67; 0.17)</td>
</tr>
<tr>
<td>Amotivation PA&lt;sup&gt;k&lt;/sup&gt;</td>
<td>1.50 (0.95-2.37; 0.23)</td>
<td>0.72 (0.49-1.06; 0.20)</td>
</tr>
<tr>
<td>Controlled motivation diet</td>
<td>1.24 (0.68-2.25; 0.30)</td>
<td>0.70 (0.47-1.06; 0.21)</td>
</tr>
<tr>
<td>Controlled motivation PA</td>
<td>0.65 (0.37-1.15; 0.29)</td>
<td>1.70 (1.13-2.57; 0.21)</td>
</tr>
<tr>
<td>Autonomous motivation diet</td>
<td>2.27 (1.17-4.41; 0.34)</td>
<td>0.995 (0.64-1.55; 0.23)</td>
</tr>
<tr>
<td>Autonomous motivation PA</td>
<td>0.69 (0.36-1.33; 0.33)</td>
<td>0.97 (0.61-1.55; 0.24)</td>
</tr>
<tr>
<td>Intrinsic motivation diet</td>
<td>0.53 (0.31-0.91; 0.27)</td>
<td>0.94 (0.66-1.33; 0.18)</td>
</tr>
<tr>
<td>Intrinsic motivation PA</td>
<td>1.05 (0.65-1.33; 0.25)</td>
<td>0.80 (0.58-1.11; 0.17)</td>
</tr>
<tr>
<td>Diet advice green&lt;sup&gt;l, m&lt;/sup&gt;</td>
<td>—</td>
<td>0.00 (974.90)</td>
</tr>
<tr>
<td>Diet advice red&lt;sup&gt;i&lt;/sup&gt;</td>
<td>2.77 (0.98-7.86; 0.53)</td>
<td>0.59 (0.31-1.12; 0.33)</td>
</tr>
<tr>
<td>PA advice green&lt;sup&gt;i&lt;/sup&gt;</td>
<td>—</td>
<td>3.18 (0.40-24.92; 1.05)</td>
</tr>
<tr>
<td>PA advice red&lt;sup&gt;i&lt;/sup&gt;</td>
<td>—</td>
<td>16.82 (1.28-221.17; 1.31)</td>
</tr>
<tr>
<td>Module start (later&lt;sup&gt;o&lt;/sup&gt;)</td>
<td>0.55 (0.25-1.22; 0.40)</td>
<td>—</td>
</tr>
<tr>
<td>First module (PA&lt;sub&gt;P&lt;/sub&gt;)</td>
<td>—</td>
<td>0.21 (0.07-0.63; 0.56)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Physical activity advice was not included, as 3 participants did not receive green advice. Odds ratios were unreliable when this variable was included in the analyses. The results’ interpretations are reported when all other predictors are held constant.

<sup>b</sup>Observations=146; $R^2$ tjur=0.158; Akaike information criterion=215.19.

<sup>c</sup>Observations=273; $R^2$ tjur=0.167; Akaike information criterion=366.99.

<sup>d</sup>OR: odds ratio.

<sup>e</sup>Female is the reference category.

<sup>f</sup>Medium education is the reference category.

<sup>g</sup>Single is the reference category.

<sup>h</sup>Values represent statistical significance.

<sup>i</sup>Being unemployed is the reference category.

<sup>j</sup>No physical impairment is the reference category.

<sup>k</sup>PA: physical activity.

<sup>l</sup>Orange advice is the reference category.

<sup>m</sup>Only 2 participants received green advice. Consequently, the odds ratio and SE are less reliable, and CI is not reported.
These variables were not included in the model.

Directly starting with the first session was the reference category.

Choosing the diet module to start with when both modules were chosen was the reference category.
Table 4. Results of the stepwise logistic regression analyses (full model) showing variables associated with completing all sessions when the diet or both modules were chosen.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>All sessions (1=yes and 0=no)</th>
<th>Diet module&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>Both modules&lt;sup&gt;c&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OR&lt;sup&gt;d&lt;/sup&gt; (95% CI; SE)</td>
<td></td>
<td>OR (95% CI; SE)</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td>0.05 (0.001-3.91; 2.25)</td>
<td>.18</td>
<td>0.22 (0.003-14.94; 2.16)</td>
<td>.48</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>1.04 (0.998-1.08; 0.02)</td>
<td>.07</td>
<td>1.03 (1.002-1.07; 0.02)</td>
<td>.04&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>0.99 (0.44-2.22; 0.41)</td>
<td>.98</td>
<td>1.08 (0.52-2.25; 0.37)</td>
<td>.83</td>
</tr>
<tr>
<td>Education high&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>1.55 (0.60-4.04; 0.49)</td>
<td>.37</td>
<td>1.34 (0.61-2.96; 0.40)</td>
<td>.47</td>
</tr>
<tr>
<td>Education low&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>1.32 (0.17-10.57; 1.06)</td>
<td>.79</td>
<td>1.12 (0.15-8.10; 1.01)</td>
<td>.91</td>
</tr>
<tr>
<td>Marital status partner&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td>0.91 (0.38-2.18; 0.44)</td>
<td>.84</td>
<td>0.51 (0.25-1.04; 0.37)</td>
<td>.06</td>
</tr>
<tr>
<td>Work employed&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td>0.85 (0.35-2.07; 0.45)</td>
<td>.72</td>
<td>0.73 (0.36-1.49; 0.36)</td>
<td>.39</td>
</tr>
<tr>
<td>Impairment&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td>0.88 (0.14-5.32; 0.92)</td>
<td>.89</td>
<td>1.82 (0.36-9.13; 0.82)</td>
<td>.47</td>
</tr>
<tr>
<td>BMI</td>
<td></td>
<td>0.95 (0.86-1.05; 0.05)</td>
<td>.32</td>
<td>0.95 (0.89-1.02; 0.03)</td>
<td>.14</td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td>1.01 (0.98-1.04; 0.02)</td>
<td>.63</td>
<td>1.02 (0.99-1.04; 0.01)</td>
<td>.17</td>
</tr>
<tr>
<td>Amotivation diet</td>
<td></td>
<td>1.19 (0.71-1.99; 0.26)</td>
<td>.51</td>
<td>1.27 (0.85-1.89; 0.20)</td>
<td>.25</td>
</tr>
<tr>
<td>Amotivation PA&lt;sup&gt;k&lt;/sup&gt;</td>
<td></td>
<td>1.19 (0.76-1.85; 0.23)</td>
<td>.45</td>
<td>0.95 (0.60-1.49; 0.23)</td>
<td>.82</td>
</tr>
<tr>
<td>Controlled motivation diet</td>
<td></td>
<td>1.09 (0.60-1.97; 0.30)</td>
<td>.79</td>
<td>0.43 (0.25-0.75; 0.28)</td>
<td>.003&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Controlled motivation PA</td>
<td></td>
<td>0.63 (0.35-1.13; 0.30)</td>
<td>.12</td>
<td>2.60 (1.48-4.59; 0.29)</td>
<td>.001&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Autonomous motivation diet</td>
<td></td>
<td>1.55 (0.82-2.95; 0.33)</td>
<td>.18</td>
<td>0.92 (0.52-1.53; 0.25)</td>
<td>.74</td>
</tr>
<tr>
<td>Autonomous motivation PA</td>
<td></td>
<td>0.82 (0.44-1.53; 0.32)</td>
<td>.52</td>
<td>0.89 (0.52-1.53; 0.28)</td>
<td>.67</td>
</tr>
<tr>
<td>Intrinsic motivation Diet</td>
<td></td>
<td>0.96 (0.56-1.64; 0.28)</td>
<td>.88</td>
<td>0.83 (0.53-1.30; 0.23)</td>
<td>.42</td>
</tr>
<tr>
<td>Intrinsic motivation PA</td>
<td></td>
<td>1.07 (0.65-1.75; 0.25)</td>
<td>.79</td>
<td>0.92 (0.62-1.39; 0.21)</td>
<td>.70</td>
</tr>
<tr>
<td>Diet advice green&lt;sup&gt;lm&lt;/sup&gt;</td>
<td></td>
<td>—&lt;sup&gt;n&lt;/sup&gt;</td>
<td>—</td>
<td>0.00 (951.69)</td>
<td>.99</td>
</tr>
<tr>
<td>Diet advice red&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td>3.17 (1.11-9.04; 0.53)</td>
<td>.03&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.39 (0.16-0.90; 0.43)</td>
<td>.03&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>PA advice green&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td>—</td>
<td>—</td>
<td>1.69 (0.15-19.40; 1.24)</td>
<td>.67</td>
</tr>
<tr>
<td>PA advice red&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td>—</td>
<td>—</td>
<td>9.89 (0.50-194.10; 1.52)</td>
<td>.13</td>
</tr>
<tr>
<td>Start (later&lt;sup&gt;p&lt;/sup&gt;)</td>
<td></td>
<td>0.56 (0.26-1.23; 0.40)</td>
<td>.15</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>First module (PAP&lt;sup&gt;p&lt;/sup&gt;)</td>
<td></td>
<td>—</td>
<td>—</td>
<td>0.05 (0.01-0.50; 1.16)</td>
<td>.01&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>The results' interpretations are reported when all other predictors are held constant.
<sup>b</sup>Observations=146; $R^2 _{tjur}=0.099$; Akaike information criterion=211.14.
<sup>c</sup>Observations=273; $R^2 _{tjur}=0.188$; Akaike information criterion=276.69.
<sup>d</sup>OR: odds ratio.
<sup>e</sup>Values represent statistical significance.
<sup>f</sup>Female is the reference category.
<sup>g</sup>Medium education is the reference category.
<sup>h</sup>Single is the reference category.
<sup>i</sup>Being unemployed is the reference category.
<sup>j</sup>No physical impairment is the reference category.
<sup>k</sup>PA: physical activity.
<sup>l</sup>Orange advice is the reference category.
<sup>m</sup>Only 2 participants received green advice. Consequently, the odds ratio and SE are less reliable, and CI is not reported.
<sup>n</sup>These variables were not included in the model.
Appreciation and Its Predictors

After 6 months from baseline, participants were asked to complete the follow-up questionnaire, including the process evaluation measures. These process evaluation measurements focused on the extent to which the program met the participants’ basic psychological needs, which were operationalized as the ratings they gave for autonomy, competence, and relatedness. The mean appreciation score for the intervention as a whole was 6.9 (SD 1.7). Approximately 83.3% (245/294) of participants provided a rating of 6 out of 10 or higher (sufficient). Overall, the mean scores of the process evaluation variables represented neutral (relatedness and competence) to positive scores (autonomy) of the intervention. For autonomy, the average rating was 3.9 (SD 0.8; 291/294, 99%) out of 5. For relatedness, the average rating was 3.1 (SD 0.9; 291/294, 99%) out of 5. For competence, the average rating was 3.0 (SD 1.0; 291/294, 99%) out of 5. The appreciation of the diet module was, on average, 7.1 (SD 1.7; 159/294, 54.1%), whereas the appreciation of the PA module was, on average, 7.4 (SD 1.7; 101/294, 34.4%).

The results of the regression analyses with appreciation scores can be found in Table 5. The results showed that there were no demographic characteristics associated with appreciation scores. The only variable that was significantly associated with all appreciation scores was competence: feeling more confident because of the program in eating (more) healthily or engaging in sufficient PA was associated with higher appreciation scores. For the overall appreciation score, it was found that choosing both modules compared with no module was linked to a lower appreciation score. However, completing more sessions in the PA module was related to a higher appreciation score. For both the diet and PA appreciation scores, the results showed that feeling more related to the program was linked to higher appreciation scores. For the appreciation of the diet module, it was found that a higher amotivation to PA and being more intrinsically motivated to eat (more) healthily was linked to higher appreciation scores. For the appreciation of the PA module, it was found that a higher amotivation to eat (more) healthily was related to a lower appreciation score, whereas being more autonomously motivated to engage in sufficient PA was linked to a higher appreciation score. The full basic models can be found in Multimedia Appendix 2.
### Table 5. Results of the stepwise regression analyses (full model) showing variables associated with appreciation scores\(^a\).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Appreciation(^b)</th>
<th>Appreciation of diet module(^c)</th>
<th>Appreciation of PA(^d) module(^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b (SE)</td>
<td>P value</td>
<td>b (SE)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.43 (1.17)</td>
<td>0.71</td>
<td>1.17 (1.35)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.01 (0.01)</td>
<td>0.35</td>
<td>-0.00 (0.01)</td>
</tr>
<tr>
<td>Gender(^b)</td>
<td>-0.11 (0.18)</td>
<td>0.56</td>
<td>-0.15 (0.20)</td>
</tr>
<tr>
<td>Education high(^c)</td>
<td>0.14 (0.21)</td>
<td>0.50</td>
<td>0.05 (0.22)</td>
</tr>
<tr>
<td>Education low(^c)</td>
<td>0.28 (0.46)</td>
<td>0.54</td>
<td>-0.25 (0.43)</td>
</tr>
<tr>
<td>Marital partner(^d)</td>
<td>0.21 (0.19)</td>
<td>0.29</td>
<td>0.03 (0.21)</td>
</tr>
<tr>
<td>Work(^e)</td>
<td>0.0003 (0.19)</td>
<td>0.99</td>
<td>0.07 (0.20)</td>
</tr>
<tr>
<td>Impairment(^f)</td>
<td>-0.73 (0.41)</td>
<td>0.08</td>
<td>-0.09 (0.39)</td>
</tr>
<tr>
<td>BMI</td>
<td>0.01 (0.02)</td>
<td>0.55</td>
<td>-0.01 (0.02)</td>
</tr>
<tr>
<td>Health status</td>
<td>0.006 (0.01)</td>
<td>0.52</td>
<td>-0.002 (0.01)</td>
</tr>
<tr>
<td>Amotivation diet</td>
<td>0.14 (0.11)</td>
<td>0.20</td>
<td>-0.10 (0.11)</td>
</tr>
<tr>
<td>Amotivation PA</td>
<td>0.0003 (0.11)</td>
<td>0.99</td>
<td>0.24 (0.12)</td>
</tr>
<tr>
<td>Controlled motivation Diet</td>
<td>0.07 (0.12)</td>
<td>0.56</td>
<td>-0.09 (0.15)</td>
</tr>
<tr>
<td>Controlled motivation PA</td>
<td>-0.14 (0.12)</td>
<td>0.27</td>
<td>-0.09 (0.14)</td>
</tr>
<tr>
<td>Autonomous motivation diet</td>
<td>-0.05 (0.14)</td>
<td>0.74</td>
<td>0.25 (0.19)</td>
</tr>
<tr>
<td>Autonomous motivation PA</td>
<td>0.23 (0.14)</td>
<td>0.09</td>
<td>0.09 (0.19)</td>
</tr>
<tr>
<td>Intrinsic motivation diet</td>
<td>0.19 (0.12)</td>
<td>0.11</td>
<td>0.31 (0.13)</td>
</tr>
<tr>
<td>Intrinsic motivation PA</td>
<td>-0.12 (0.10)</td>
<td>-0.08</td>
<td>-0.09 (0.11)</td>
</tr>
<tr>
<td>Autonomy</td>
<td>0.22 (0.13)</td>
<td>0.10</td>
<td>0.17 (0.15)</td>
</tr>
<tr>
<td>Relatedness</td>
<td>0.31 (0.18)</td>
<td>0.10</td>
<td>0.38 (0.17)</td>
</tr>
<tr>
<td>Competence</td>
<td>0.59 (0.14)</td>
<td>0.34</td>
<td>&lt;0.001(^m)</td>
</tr>
<tr>
<td>Diet advice green(^n)</td>
<td>1.25 (1.43)</td>
<td>0.04</td>
<td>0.38 (^o)</td>
</tr>
<tr>
<td>Diet advice red(^o)</td>
<td>0.14 (0.21)</td>
<td>0.03</td>
<td>-0.07 (0.22)</td>
</tr>
<tr>
<td>PA advice green(^p)</td>
<td>0.43 (0.61)</td>
<td>0.06</td>
<td>0.48</td>
</tr>
<tr>
<td>PA advice red(^q)</td>
<td>-0.32 (0.73)</td>
<td>-0.04</td>
<td>0.26 (0.81)</td>
</tr>
<tr>
<td>Module choice diet(^r)</td>
<td>-0.45 (0.31)</td>
<td>-0.11</td>
<td>0.26 (0.19)</td>
</tr>
<tr>
<td>Module choice PA(^s)</td>
<td>0.32 (0.54)</td>
<td>0.03</td>
<td>0.55</td>
</tr>
<tr>
<td>Module choice both(^t)</td>
<td>-0.58 (0.27)</td>
<td>-0.17</td>
<td>0.26 (0.53)</td>
</tr>
<tr>
<td>Sessions diet</td>
<td>0.03 (0.07)</td>
<td>0.04</td>
<td>0.61</td>
</tr>
<tr>
<td>Sessions PA</td>
<td>0.15 (0.07)</td>
<td>0.15</td>
<td>0.04(^m)</td>
</tr>
</tbody>
</table>

\(^a\) The results’ interpretations are reported when all other predictors are held constant.

\(^b\) Observations=291; \(R^2/R^2\) adjusted=0.431/0.368; Akaike information criterion=1047.00.

\(^c\) Observations=159; \(R^2/R^2\) adjusted=0.669/0.607; Akaike information criterion=494.01.

\(^d\) PA: physical activity.

\(^e\) Observations=101; \(R^2/R^2\) adjusted=0.726/0.630; Akaike information criterion=318.10.

\(^f\) b: unstandardized regression coefficient.

\(^g\) B: standardized regression coefficient.
our intervention and by offering participants a choice in which module or modules to participate, we expected to reduce this decline. Unfortunately, this was not the case, as only 20%-30% (diet module: 49/146, 33.6%; PA module: 2/12, 17%; both modules: 58/273, 21.2%) of participants completed their chosen module or modules. These numbers were (slightly) lower than those of other multisession PA interventions [34,35]. However, these interventions are not entirely comparable. Our intervention was more elaborate and did not only concern PA behavior but also concerned diet behavior. In addition, 2 findings regarding offering choices to the participants are worth mentioning: refer to the Implications section. When participants received a reminder email to revise their initial choice of following no module, it was remarkable that only 2 participants changed their initial module choice and decided to start a module. Another important finding was that more participants who indicated not to follow a module in the opening session were more likely to complete the follow-up questionnaire than participants who did not enter the opening session or did not make a module choice.

Our second aim was to examine which characteristics are linked to the use of initial and follow-up sessions. This study has demonstrated that age, marital status, health status, BMI, and physical impairment were related to key moments of stopping to use our intervention. In general, these findings are in line with previous literature [7,10,12,13,36]. Interestingly, a previous study by our research group discovered a trend that people with physical disabilities were less likely to choose the PA module over the diet module [22]. In this study, we found that they were more likely to complete the first session of the diet module when only the diet module was chosen. A reason for this could be that people with physical disabilities are more likely to focus and work on their dietary behavior, as they have fewer options to improve their PA because of their impairment. This finding shows the potential for specific groups in eHealth interventions in which people can choose the behavior or behaviors they prefer to work on. Furthermore, there seems to be a pattern that different motivation types are related to use at different points when people are likely to stop using the intervention. More autonomous motivation was associated with the completion of the opening session and the first session of the diet module. In contrast, participants who were more intrinsically motivated toward a healthy diet were less likely to complete these initial sessions. This finding is consistent with a study that found that users with higher levels of autonomous motivation toward dietary behaviors at baseline were less likely to stop using the intervention at an early moment [17]. Thus, perceiving eating healthily as a personally valued (and integrated) goal may be a relevant driver of initial use than the inherent joy of a healthy diet. On the other hand, more intrinsic motivation toward PA was associated with completing the opening session. This indicates that engaging in PA for inherent joy is relevant in initial use. Controlled motivation toward PA was linked to the starting and completion of both modules. These participants could have felt more pressure to start and complete the whole intervention by external regulations, for example, for a reward or introjected regulations for PA, for instance, to avoid negative feelings [37]. Thus, it is important to take the precise motivation type into account to stimulate use of the intervention.

Some program-related features are also linked to use, such as the advice a person received at the start of the intervention based on an assessment of the dietary and PA behavior on his or her initial behavioral performance. For instance, people with red advice for diet, indicating much room for improvement in their dietary behavior, were less likely to complete the whole intervention and thus both modules but were more likely to complete the diet module when only the diet module was chosen. The red diet advice seemed to increase participants’ focus to complete the diet module when only the diet module was chosen. A reason for this could be that people with physical disabilities are more likely to focus and work on their dietary behavior, as they have fewer options to improve their PA because of their impairment. This finding shows the potential for specific groups in eHealth interventions in which people can choose the behavior or behaviors they prefer to work on. Furthermore, there seems to be a pattern that different motivation types are related to use at different points when people are likely to stop using the intervention. More autonomous motivation was associated with the completion of the opening session and the first session of the diet module. In contrast, participants who were more intrinsically motivated toward a healthy diet were less likely to complete these initial sessions. This finding is consistent with a study that found that users with higher levels of autonomous motivation toward dietary behaviors at baseline were less likely to stop using the intervention at an early moment [17]. Thus, perceiving eating healthily as a personally valued (and integrated) goal may be a relevant driver of initial use than the inherent joy of a healthy diet. On the other hand, more intrinsic motivation toward PA was associated with completing the opening session. This indicates that engaging in PA for inherent joy is relevant in initial use. Controlled motivation toward PA was linked to the starting and completion of both modules. These participants could have felt more pressure to start and complete the whole intervention by external regulations, for example, for a reward or introjected regulations for PA, for instance, to avoid negative feelings [37]. Thus, it is important to take the precise motivation type into account to stimulate use of the intervention.

Some program-related features are also linked to use, such as the advice a person received at the start of the intervention based on an assessment of the dietary and PA behavior on his or her initial behavioral performance. For instance, people with red advice for diet, indicating much room for improvement in their dietary behavior, were less likely to complete the whole intervention and thus both modules but were more likely to complete the diet module when only the diet module was chosen. The red diet advice seemed to increase participants’ focus to follow the diet sessions while decreasing their broader participation, possibly because of a high load or ego depletion and a lack of mental resources [38]. Therefore, it is important to keep in mind whether it is beneficial to provide advice in an intervention, as this may either have negative or positive effects on use. Another finding was that giving participants a choice when to start with the module was not predictive of completion. Thus, postponing the start of a module does not necessarily lead to nonusage attrition.

The third aim of this study was to describe the appreciation scores for the MyLifestyleCoach intervention and examine its predictors. First, the participants rated the intervention as...
reasonably positive. Second, no demographic factors were related to the appreciation scores. Regarding the motivational constructs, being less motivated toward being physically active, thus having higher amotivation, was associated with a higher appreciation of the diet module. These participants might be solely interested in the diet module and give a higher rating as a result. Having lower amotivation toward eating healthily was associated with a higher appreciation of the PA module. Those participants might value a healthy diet or even a healthy lifestyle, and as a result, provide a higher rating. Furthermore, more autonomous motivation toward being physically active was associated with a higher appreciation of the PA module. In addition, higher scores on basic psychological needs, particularly competence and relatedness, were linked to more favorable ratings of the program. Finally, some program features were also related to higher appreciation scores, such as the choice option. We found that choosing no module compared with both modules in the opening session and finishing more sessions in the PA module were related to a higher appreciation score. These evaluation scores, including an evaluation of the basic psychological needs of autonomy, competence, and relatedness, were assessed at the 6-month follow-up questionnaire. Here, a large proportion of participants (426/775, 55%) dropped out (see the Limitations section).

Implications

Although our intervention structure may not necessarily be generalizable to other interventions, we provide some important implications that could be useful for the development of future interventions. First, we found that sending a generic reminder email to the participants whose initial choice was not to participate in the intervention minimally increased further intervention use, as only 2 participants revised their choice. Therefore, generic reminder emails are not recommended for this purpose. Instead, emails that contain new or different content or are tailored to specific characteristics, such as the extent of self-determination, might motivate people more to initiate a module [39,40]. Second, our results show that when people are given the option of beginning directly after the opening session or at a later moment, attrition rates are not negatively affected; however, this option does not improve use either. People possibly experience more autonomy by choosing the time point of using intervention parts, which might prevent them from stopping using the intervention and dropping out early. Thus, it can be assumed that providing participants with an option of when to start with the intervention is not detrimental for use.

Third, after people completed the first session of a module, about half of them finished the intervention comprising 4 or even 8 sessions spread over 3 months. It is recommended to make the first session of an intervention short and challenging and allow the person to choose small goals and achieve some success. However, more in-depth research is needed to examine why some individuals are more likely to adhere at particular moments within the intervention or give more favorable ratings. Further research should be undertaken to explore what could be improved to make participants more likely to adhere to the intervention. Examples of possible improvements could be more relevant content, better tailoring to specific groups, or using motivational interviewing to improve importance as early as possible.

Finally, the relative number of completed follow-up questionnaires was similar for the participants who chose to follow 1 or both modules and for those whose choice was to not follow any module. This latter group might have been more likely to stop using the intervention modules when this had been made obligatory and at risk of dropping out for the follow-up questionnaires. Thus, giving them a choice to start with the intervention, which is with a particular module, has prevented losing them to the follow-up questionnaires. This approach might have resulted in a slightly higher percentage of people who completed the follow-up questionnaire (349/775, 45% vs 409/987, 41.4%) compared with the previously tested single behavior I Move intervention [34].

Limitations

There are several limitations worth mentioning. First, only self-reports were used to gather data. People could have responded in a more socially desirable way. For instance, they could have reported consuming more fruit and vegetables than they actually consume. This could have an effect on the received advice in the opening session [41]. Second, selection bias may have been present at some points of using attrition and dropout in this study. We cannot further investigate this as no information, such as demographics or motivation, is available for those who did not fill in the baseline questionnaire after randomization. It is likely that those who were not motivated to change their behavior more often dropped out. Third, this study focused on the theoretical framework of SDT, particularly focusing on motivation as a predictor of use and appreciation. Other psychosocial constructs, such as intention, could also be relevant to use. In a previous study, we found that these variables are highly correlated [22]. Therefore, we did not include these variables in our analyses to avoid multicollinearity. Finally, generalizability may be questioned, as a large part of our sample was highly educated. This is generally found in eHealth research (eg, the study by Rhodes et al [42]). Although our results demonstrate that education is not related to use at any point in this intervention, our predominantly highly educated sample could also have biased our findings. Nevertheless, future studies could aim to develop promotion strategies to attract more specific subgroups, such as less educated people with a less healthy lifestyle [43].

Conclusions

This process evaluation study adds meaningful information on the use and appreciation of a web-based, computer-tailored dietary and PA intervention—MyLifestyleCoach. The results indicate that different types of motivation that were examined in this study at play at other moments where people are likely to stop using the intervention, such as the initial session or sessions or completing the whole intervention. Appreciation was associated with several motivational constructs, such as amotivation and intrinsic motivation, and related to basic psychological needs, such as competence. We derived some practical implications for developing eHealth interventions that contain multiple health behaviors. For instance, we found that
about half of the participants ended the entire intervention once they finished the first session. Therefore, we recommend making the first session in a multiple-session intervention short, challenging, and rewarding and allow the person to choose small goals and achieve success.
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Abstract

Background: Health and well-being promotions are key points of educational programs for adolescents within schools. There are several health education programs mainly based on lifestyle habit changes; however, social and emotional dimensions should be considered within these educational strategies.

Objective: This study aimed to (1) develop a new web-based school support system to assess and analyze individual, classroom, and scholastic institute data on lifestyle habits, social context, emotional status, and scholastic performance; (2) create a web tool for managing the well-being of adolescents through a dynamic and personalized interface that provides immediate feedback that allows the school to monitor progress; and (3) evaluate, in a pilot study, the feasibility of this web-based school support system in order to build health programs that are specific to the needs of the studied population.

Methods: The AVATAR (a new purpose for the promotion and evaluation of health and well-being among healthy teenagers) method consists of integrating the information coming from different questionnaires. In particular, to allow planning didactic and educational actions based on the results obtained, the AVATAR approach allows subdivision of the results of the different observed variables and the 4 components into the following 3 percentile categories: modify, improve, and maintain. The AVATAR web platform was designed to collect data on lifestyle, emotional status, and social context from junior high schools in terms of the fundamental aspects of adolescent daily life, with free use by the scholastic community (scholars, teachers, and parents). In this pilot/feasibility study, data from 331 students were acquired between 2018 and 2019 at the beginning of the scholastic year (pre) and at the end following the school-based program (post).

Results: Preliminary results showed that after school planning and specific program implementation, defined after AVATAR feedback, students reported better well-being perception characterized by higher perception in psychological well-being (P=.001), mood (P=.001), self-perception (P=.006), and autonomy (P=.001), and an increase in the perception of financial resources (P=.001), which helped in developing healthy lifestyle habits (P=.007). In the social context assessment, students reported stronger relationships with family (P=.02) and peers (P=.001), and a lower perception of bullying (P=.001).

Conclusions: The AVATAR web-based platform is a feasible and flexible tool for the health and well-being management of adolescents from epidemiological, preventive, and educational points of view. In particular, it can be used to (1) promote information campaigns aimed at modifying risk behaviors in the student population, (2) sensitize students and put them at the center of their growth path, (3) inform institutions about the health and well-being of the school population, (4) ensure health programs are acceptable and feasible to users before launching on a large scale, and (5) improve the relationship of users (school) and educational agencies with research groups.
Introduction

Health and well-being promotions are key points of educational programs for adolescents within schools. Schools allow obtaining a large number of adolescents from different family social backgrounds and represent a more naturalistic and interactive environment to induce positive effects on health from social (eg, family, peers, and teachers) and cultural perspectives [1,2]. There are several health education programs, which are mainly based on lifestyle changes (in particular, diet and exercise), that significantly reduce the incidences of obesity and metabolic syndrome [3]. However, considering that different factors have impacts on health and well-being in adolescents, including those in the social, emotional, and mental context, these health components should be implemented within health education programs [4]. In this regard, the KIDSCREEN questionnaire is a standardized tool to assess the quality of life and well-being of adolescents, which has been validated in several European countries and includes items of different areas impacting health in adolescents, that can help to identify critical areas for health education program interventions [5]. In this way, health education programs can be more focused on the needs of adolescents through the identification of the items to improve and those to potentiate. In the perspective of an integrated and multidisciplinary framework of health intervention, our group developed an integrated and personalized index of well-being built on the integration of the weights of items belonging to the dimensions of lifestyle, social context, emotional status, and mental skills [6]. This index has been built for a single adolescent, where health interventions can be oriented in a personalized approach. However, in a school context, health programs need to be oriented to the class and institute community, taking into account the health profile of each student. This pushed us to develop a tool in which the data of students on the abovementioned dimensions were provided as classroom data and institution data.

This study aimed to examine the potential impact of the development of a web-based school support system to acquire, archive, and analyze online data about lifestyle habits, social context, emotional status, and scholastic performance in order to provide immediate feedback of the results to the school. The goal of this pilot study was to evaluate the feasibility of this web-based tool to monitor longitudinally the effects of health programs adopted in relation to questionnaire results.

Methods

Overview

In this pilot/feasibility study, first, we developed a web-based school support system to acquire, archive, and analyze in real time data about lifestyle habits, social context, emotional status, and scholastic performance among students. Second, we reported the methods and results of the feasibility study. All procedures performed in this study were in accordance with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. The protocol was approved by the regional ethics committee (166/2018). In addition, the pilot/feasibility study was approved by the internal ethics committee of each participating school, in accordance with Italian law. All parents or legal guardians gave informed consent and authorized researchers to use the data in accordance with Italian law.

General Aspects of the AVATAR Web-Based Tool

The web-based platform was designed to collect data from junior high schools participating in the AVATAR (a new purpose for the promotion and evaluation of health and well-being among healthy teenagers) project on the fundamental aspects of adolescent daily life, with free use without a commercial license by the scholastic community (scholars, teachers, and parents). In particular, variables on health and well-being that encompassed different dimensions of health, including lifestyle, emotional status, and social context, were monitored. The platform contained questionnaires; training documents; and reports accessible to schools, teachers, parents, and people active in the field of education and prevention. This allowed us to (1) define and understand the needs of the population (adolescence) for interventions or public health programs, (2) evaluate if the proposed programs are acceptable and feasible for users before launch through a pilot study, and (3) improve the relationship between users (at school) and research groups.

Data Collection

Data from students at different times during the scholastic year (usually at the beginning and at the end of the scholastic year) were collected using the AVATAR web tool [7]. A sociodemographic data record was used to acquire information about gender, age, schooling, family structure, and BMI, according to World Health Organization age groups [8]. The Italian version of KIDSCREEN-52 was used to assess health-related quality of life [9,10]. The KIDSCREEN is a self-report questionnaire designed to assess health-related quality of life, with the aim to monitor and measure personal experiences in children and adolescents about their perceptions of health status and well-being. The questionnaire, which describes physical, psychological, mental, social, and functional aspects of well-being, consists of 52 items grouped into 10 dimensions [9,10]. The KIDSCREEN questionnaire has been psychometrically tested using data obtained in a multicenter European study that included a sample of 22,827 children recruited in 13 countries [11]. Dietary habits were evaluated using the Mediterranean Diet Quality Index for children and adolescents (KIDMED) [12]. The KIDMED index is based on principles sustaining Mediterranean dietary patterns, as well as those that undermine it. The index ranges from 0 to 12, and consists of a self-administered 16-question test. Physical activity
levels were assessed using the Physical Activity Questionnaire for Older Children (PAQ-C). The questionnaire provides a general measure of physical activity for those aged 8 to 20 years. The PAQ-C is a self-administered questionnaire consisting of 9 items rated on a 5-point scale. A higher score indicates more active children/adolescents [13].

The perception of school engagement was estimated through questions concerning scholastic achievements in language and literature, language acquisition, and science.

**Health-Related Quality of Life Components**

In the AVATAR platform, the following 4 components of health-related well-being have been considered: lifestyle habits, emotional status, social context, and mental skills.

<table>
<thead>
<tr>
<th>Component</th>
<th>Well-being dimensions (observed variables)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifestyle habits</td>
<td>Physical well-being, Autonomy, Financial resources, Diet, Physical activity</td>
</tr>
<tr>
<td>Social context</td>
<td>Parent relations, Peers, School environment, Bullying</td>
</tr>
<tr>
<td>Emotional status</td>
<td>Psychological well-being, Mood, Self-perception, Emotion</td>
</tr>
</tbody>
</table>

**Data Management**

The AVATAR method involves integrating the information coming from the different questionnaires. In particular, to allow planning didactic and educational actions based on the results obtained, the AVATAR approach allows subdivision of the results of the different observed variables and the 4 components into the following 3 percentile categories: modify, improve, and maintain.

To obtain this representation of the data, for each investigated area of the questionnaire, the cutoffs for adolescent-reported dimension and total scores were defined using the 10th and 90th percentiles, based on the sample distribution into 3 categories. Scoring in the ≤10th percentile was used to classify the proportion of adolescents having poor quality in each investigated area (orange; modify), scoring in the ≥90th percentile was used to classify the proportion of adolescents having high quality (blue; improve), and scoring between the 10th and 90th percentiles was used for intermediate values (green; maintain) [19,20].

The teacher can view the data expressed as a single variable or merged and integrated into the 4 components of the entire class and the institution (Figure 1), up to the individual pupil, identified with an ID (Figure 2).
Methods of the Pilot/Feasibility Study
In order to evaluate the feasibility of the AVATAR web-based school support system, a pilot study, as a part of the AVATAR project, was performed. Data collection was conducted between 2018 and 2019 from 1 of 10 junior high schools at the beginning (pre) and at the end (post) of the school year. In total, 331 students (172 female students, 52%; 159 male students, 48%;...
mean age 12.5 years, SD 1 year) were included. Adolescent students were enrolled according to the following inclusion criteria: age 10 to 14 years, absence of neuropsychiatric or other diseases, informed consent signed, and completion of the questionnaires proposed. In every school class, all adolescents filled out the questionnaires, and those who were not eligible were excluded from the study retrospectively. The questionnaires, which have been previously described, were filled at the beginning and end of the school year.

Participants were previously instructed on how to fill out the questionnaires and how to conduct the tests. All tests were conducted during participants’ computer lessons in school. No incentive was provided to adolescents or parents. A research assistant was available to provide information and technical support to complete the questionnaires.

School-Based Program Built on the AVATAR Platform

With the results obtained by the AVATAR platform in the first AVATAR administration (at the beginning of the school year), school planning and specific program implementation were aimed to support the development of students’ emotional-relational skills and competences. In particular, the project and didactic actions were oriented on the basis of the identified needs and aimed to (1) strengthen the self-efficacy of students, as well as their social skills, to increase personal responsibility in relationships for developing autonomy (empathy, self-regulation, and self-efficacy) and (2) enhance citizenship skills (theatre, environment, art, counselling, nutrition, sports, breathing, relaxation, etc) with a view of prevention, which was integrated with curricular planning. For these reasons and for didactic/educational aims, the pilot study addressed the following 3 AVATAR areas: lifestyle habits, social context, and emotional status.

Statistical Analysis

Statistical data analyses were performed using SPSS (version 22.0; IBM Corp). Data are presented as mean (SD) or as mean with 95% CI. Alpha was set at .05, and 2-sided P values have been reported. Changes in health-related quality of life (baseline vs post) were analyzed using the Student paired t test. The McNemar-Bowker test was used to evaluate changes in the proportion of subjects belonging to each tertile of health-related quality of life variables after the intervention.

Results

Effects of the School-Based Program on Health-Related Quality of Life and Lifestyle Habits

Descriptive data on health-related quality of life and lifestyle habits (diet and physical activity; from preprogram and postprogram) are presented in Table 2. Data on the KIDSCREEN-52 dimensions are calculated as mean T-scores according to the KIDSCREEN Group [9,10]. During the school year, following the program built on the results of the first administration, students showed a higher perception in psychological well-being (P=.001), mood (P=.001), self-perception (P=.006), and autonomy (P=.001), which was understood as the opportunity to create his/her social and leisure time. There was an increase in the well-being perception owing to the school-based program, as well as the perception of financial resources compared with the initial situation (P=.001).

In the social context, students reported higher values in the relationship with their family (P=.02) and peers (P=.001), and exhibited a lower perception of bullying (P=.001). For lifestyle habits, after the personalized program, students developed higher adherence to the Mediterranean diet (P=.007) and higher physical activity levels (P=.001) compared with the previous condition.
Table 2. Questionnaire findings in the pilot study sample at the beginning (pre) and end (post) of the school year.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pre score (n=331), mean (SD)</th>
<th>Post score (n=331), mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIDSCREEN-52&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical well-being</td>
<td>47.35 (SD 18.52)</td>
<td>47.61 (SD 22.05)</td>
<td>.85</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>44.50 (SD 15.86)</td>
<td>52.59 (SD 9.67)</td>
<td>.001</td>
</tr>
<tr>
<td>Mood/emotion</td>
<td>46.95 (SD 13.52)</td>
<td>50.71 (SD 10.76)</td>
<td>.001</td>
</tr>
<tr>
<td>Self-perception</td>
<td>51.45 (SD 15.8)</td>
<td>53.79 (SD 11.32)</td>
<td>.006</td>
</tr>
<tr>
<td>Autonomy</td>
<td>45.21 (SD 14.21)</td>
<td>50.96 (SD 10.85)</td>
<td>.001</td>
</tr>
<tr>
<td>Parent relationship</td>
<td>51.55 (SD 11.52)</td>
<td>53.08 (SD 10.27)</td>
<td>.02</td>
</tr>
<tr>
<td>Financial resources</td>
<td>47.66 (SD 13.44)</td>
<td>52.20 (SD 8.95)</td>
<td>.001</td>
</tr>
<tr>
<td>Peers</td>
<td>50.15 (SD 12.04)</td>
<td>53.06 (SD 11.01)</td>
<td>.001</td>
</tr>
<tr>
<td>School environment</td>
<td>50.34 (SD 10.43)</td>
<td>51.24 (SD 9.38)</td>
<td>.07</td>
</tr>
<tr>
<td>Social acceptance</td>
<td>46.02 (SD 15.22)</td>
<td>49.57 (SD 10.67)</td>
<td>.001</td>
</tr>
<tr>
<td>KIDMED&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAQ-C&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.57 (SD 0.67)</td>
<td>2.76 (SD 0.66)</td>
<td>.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated using the Student paired t test.

<sup>b</sup>Data on the KIDSCREEN-52 dimensions were calculated as mean T-scores according to the KIDSCREEN Group.

<sup>c</sup>KIDMED: Mediterranean Diet Quality Index for children and adolescents.

<sup>d</sup>PAQ-C: Physical Activity Questionnaire for Older Children.

Effect of the School-Based Program on AVATAR Modify, Improve, and Maintain Percentile Categories

Descriptive data of health-related quality of life and lifestyle habits in the pre and post conditions expressed in percentage with respect to the modify, improve, and maintain percentile categories are presented in Table 3. After school planning and specific program implementation, the physical well-being dimension in the post condition changed, with an increase in the maintain percentile category and a reduction in the modify and improve percentile categories (Δ: P=.001). Psychological well-being perception was augmented in the maintain percentile category, and showed a decrease in the modify percentile category and an enhancement in the improve percentile category (Δ: P=.001). The emotion/mood dimension also changed after the school-based program, and this was characterized by a drop in the modify and improve percentile categories in the face of an increase in the maintain percentile category (Δ: P=.03). Autonomy, understood as the opportunity to create his/her social and leisure time, improved owing to the specific program, with an increase in the maintain percentile category and a significant decrease in the other percentile categories (Δ: P=.001). Moreover, perception of financial resources showed a decrease in the modify percentile category and an increase in the improve percentile category, and demonstrated stability in the maintain percentile category (Δ: P=.001). In the social context component, peer relationships showed an increase in the maintain percentile category and a decrease in the modify and improve percentile categories (Δ: P=.003). Lastly, the school-based program created according to the precondition results resulted in an improvement in the perception of social acceptance. In fact, for the bullying dimension, there was a significant reduction in the modify percentile category and an increase in the improve percentile category (Δ: P=.01).
select interventions and educational programs for individual pilot study, this model helps teachers to more appropriately perspective of adolescents’ well-being [6]. As shown by the well-being index that provides an integrated and personalized simplicity and usability of the data acquired [7]. Teachers, in innovation, linked to the innovative approach, involves the and adaptable in its potential applications. This methodological AVATAR platform, which returns the data to the school In addition, according to the technological perspective, the selecting best practices and organizing targeted training sessions. focused on the actual needs detected, which could help in development of prevention and health promotion interventions network of collaborations with multidisciplinary experts for the possibility for schools to have updated and comparable data on and returns the findings legibly and in real time, offers the The AVATAR platform, which processes data automatically relationship between schools and research groups. 

The AVATAR platform, which communicates with students automatically and returns the findings legibly and in real time, offers the possibility for schools to have updated and comparable data on adolescents’ behaviors and well-being perceptions to create a network of collaborations with multidisciplinary experts for the development of prevention and health promotion interventions focused on the actual needs detected, which could help in selecting best practices and organizing targeted training sessions. 

In addition, according to the technological perspective, the AVATAR platform, which returns the data to the school classified as “modify, improve, and maintain,” is highly flexible and adaptable in its potential applications. This methodological innovation, linked to the innovative approach, involves the simplicity and usability of the data acquired [7]. Teachers, in fact, can directly visualize the classroom and the cluster of students with similar profiles, and analyze a personalized well-being index that provides an integrated and personalized perspective of adolescents’ well-being [6]. As shown by the pilot study, this model helps teachers to more appropriately select interventions and educational programs for individual students and for the classroom, and thus, can monitor compliance and effectiveness. In particular, the data available to the school, in addition to enhancing the school’s success, have preventive purposes and can help improve resilience, happiness, social involvement, self-esteem, and sociability [14,15]. Furthermore, the results obtained by the AVATAR platform allow teachers to measure objectively the perception of students’ health and well-being, and follow their evolution longitudinally in order to reduce risk behaviors or potential risk factors, in line with the primordial prevention statement, which represents one of the aims of the AVATAR platform. The same notion is suitable for promoting social and emotional health in the school context. In fact, the school engaged in the pilot study, in agreement with school health educators who have increased skill development in the dimension of decision-making, had planned specific programs designed to support these areas of learning as closely related to school success and to strengthen relationships with family and peers [21]. This choice, according to the needs that emerged from the first monitoring, is linked to the notion that if adolescents are not conscious of their feelings and emotions, they will find it difficult to make reasoned choices, to choose healthy behaviors, and to achieve a good degree of learning [22]. 

Health-related quality of life and lifestyle habit data obtained after the school-based program showed better perceptions in the psychological and physical well-being, mood/emotion, self-perception, autonomy, and financial resources dimensions. In the social context, relationships with family and peers, as well as the perception of bullying, improved after didactic actions oriented toward these dimensions. Moreover, in the lifestyle assessment, owing to the school project, adolescents

### Table 3. Changes in questionnaire findings (pre vs post) according to the modify, improve, and maintain percentile categories.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Modify percentile category, %</th>
<th>Improve percentile category, %</th>
<th>Maintain percentile category, %</th>
<th>Change (Δ), %</th>
<th>P value a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td>KIDSCREEN-52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical well-being</td>
<td>18.4</td>
<td>18.1</td>
<td>67.4</td>
<td>50.0</td>
<td>14.2</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>27.5</td>
<td>7.6</td>
<td>66.8</td>
<td>78.5</td>
<td>5.7</td>
</tr>
<tr>
<td>Mood/emotion</td>
<td>8.8</td>
<td>5.4</td>
<td>78.5</td>
<td>76.1</td>
<td>12.7</td>
</tr>
<tr>
<td>Self-perception</td>
<td>12.1</td>
<td>10.3</td>
<td>87.9</td>
<td>89.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Autonomy</td>
<td>10.6</td>
<td>4.5</td>
<td>77.3</td>
<td>72.5</td>
<td>12.1</td>
</tr>
<tr>
<td>Parent relationship</td>
<td>8.8</td>
<td>8.2</td>
<td>91.2</td>
<td>91.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Financial resources</td>
<td>13.3</td>
<td>4.5</td>
<td>86.7</td>
<td>95.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Peers</td>
<td>10.0</td>
<td>6.3</td>
<td>82.2</td>
<td>78.2</td>
<td>7.9</td>
</tr>
<tr>
<td>School environment</td>
<td>10.3</td>
<td>6.9</td>
<td>77.9</td>
<td>78.2</td>
<td>11.8</td>
</tr>
<tr>
<td>Social acceptance</td>
<td>13.3</td>
<td>7.9</td>
<td>86.7</td>
<td>92.1</td>
<td>0.0</td>
</tr>
<tr>
<td>KIDMED b</td>
<td>9.4</td>
<td>7.3</td>
<td>76.7</td>
<td>78.2</td>
<td>13.9</td>
</tr>
<tr>
<td>PAQ-C c</td>
<td>17.8</td>
<td>12.4</td>
<td>80.4</td>
<td>86.4</td>
<td>1.8</td>
</tr>
</tbody>
</table>

a P value is for the change (Δ).
b KIDMED: Mediterranean Diet Quality Index for children and adolescents.
c PAQ-C: Physical Activity Questionnaire for Older Children.

### Discussion

#### Principal Findings

We explored the development of a web-based school support system for the promotion of health and well-being in adolescents, through a pilot/feasibility study conducted in a small sample of subjects before launching a larger study, thus allowing the definition of public health programs based on the specific needs of the studied population and improving the relationship between schools and research groups.

The AVATAR platform, which processes data automatically and returns the findings legibly and in real time, offers the possibility for schools to have updated and comparable data on adolescents’ behaviors and well-being perceptions to create a network of collaborations with multidisciplinary experts for the development of prevention and health promotion interventions focused on the actual needs detected, which could help in selecting best practices and organizing targeted training sessions.

In addition, according to the technological perspective, the AVATAR platform, which returns the data to the school classified as “modify, improve, and maintain,” is highly flexible and adaptable in its potential applications. This methodological innovation, linked to the innovative approach, involves the simplicity and usability of the data acquired [7]. Teachers, in fact, can directly visualize the classroom and the cluster of students with similar profiles, and analyze a personalized well-being index that provides an integrated and personalized perspective of adolescents’ well-being [6]. As shown by the pilot study, this model helps teachers to more appropriately select interventions and educational programs for individual students and for the classroom, and thus, can monitor compliance and effectiveness. In particular, the data available to the school, in addition to enhancing the school’s success, have preventive purposes and can help improve resilience, happiness, social involvement, self-esteem, and sociability [14,15]. Furthermore, the results obtained by the AVATAR platform allow teachers to measure objectively the perception of students’ health and well-being, and follow their evolution longitudinally in order to reduce risk behaviors or potential risk factors, in line with the primordial prevention statement, which represents one of the aims of the AVATAR platform. The same notion is suitable for promoting social and emotional health in the school context. In fact, the school engaged in the pilot study, in agreement with school health educators who have increased skill development in the dimension of decision-making, had planned specific programs designed to support these areas of learning as closely related to school success and to strengthen relationships with family and peers [21]. This choice, according to the needs that emerged from the first monitoring, is linked to the notion that if adolescents are not conscious of their feelings and emotions, they will find it difficult to make reasoned choices, to choose healthy behaviors, and to achieve a good degree of learning [22].

Health-related quality of life and lifestyle habit data obtained after the school-based program showed better perceptions in the psychological and physical well-being, mood/emotion, self-perception, autonomy, and financial resources dimensions. In the social context, relationships with family and peers, as well as the perception of bullying, improved after didactic actions oriented toward these dimensions. Moreover, in the lifestyle assessment, owing to the school project, adolescents
developed higher adherence to a Mediterranean diet and a better physical activity level.

When the data are analyzed according to the AVATAR approach, which involves partitioning into percentiles, what emerges is an improvement in physical and psychological well-being perceptions, emotional responses, and social acceptance with peers, with an increased percentage in the maintain percentile category and a reduction in the modify and improve percentile categories. These results obtained in the pilot study are in line with evidence that considers these variables responsible for healthy behavior and better health-related quality of life [23].

However, despite the objective well-being brought by a specific program aimed to support and potentiate the development of students’ emotional-relational skills and competences, when schools adopt cross-curricular programs, they face different implementation difficulties, such as lack of systematicity and objectivity.

Moreover, the AVATAR platform is the first school-based program oriented to increase health awareness and well-being perceptions [24,25]. According to an ecological model, school-based programs, oriented to increase health status, should consider that school performance not only is the result of learning, but also, above all, depends on the environment in which the student lives and relates, and therefore, on the family microsystem and family-school macrosystem. In this new scenario, the adolescent must become aware of his/her own well-being and have at the same time (by the school) the tools to be proactive and participatory.

To modify individual unhealthy behaviors, it is necessary, therefore, to create environmental conditions suitable for encouraging a healthy lifestyle through an “intersectoral” and transversal approach to risk factors, considering all levels of intervention, both social and psychological. For this, there is a need for more evidence-based school intervention programs and an accurate assessment of their overall efficiency and efficacy.

Strengths and Limitations

A key strength of the AVATAR platform is that it is the first platform, to our knowledge, designed to introduce a web-based health promotion tool for the school community [26]. Importantly, monitoring the results allows the identification of the strength and fragile characteristics of each adolescent in order to define personalized educational programs. In particular, with the data, the school can (1) carry out longitudinal monitoring of students, (2) orient didactic actions, and (3) promote the personalization of educational and training courses.

In this context, the AVATAR platform intervenes at multiple points in the educational process in young people by combining management and empowerment of health and well-being, applying prevention strategies to reduce disease burden and health expenditure in adulthood, and enhancing learning. The AVATAR platform combines the rigor and objectivity of scientific and technological research with the needs that emerge from the school system regarding health, well-being, and educational success, integrating primordial prevention with the definition of a model of support for the autonomous design of schools. The development of a school-based program from the AVATAR web-based platform represents a powerful pattern for the promotion of health and psychosocial well-being, in which a network of different stakeholders dedicated to education may cooperate together to increase awareness, reduce risk behaviors, and potentiate educational success. Moreover, the AVATAR web-based tool offers a personalized well-being index that may allow the adoption of more individually focused strategies and interventions to improve well-being. Finally, as the AVATAR platform is delivered to students via web-based technology with interactive components through the involvement of teachers, student engagement and program fidelity can be increased, and this is supported by new national and European policies on the welfare of adolescents.

Several limitations should be acknowledged. First, since the questionnaires were completed during a school class, the environment may have biased the students’ responses. Finally, a control group was not included to demonstrate the effectiveness of the targeted intervention based on the needs identified because all schools, due to institutional obligations, carry out projects that could, in any case, impact the sampling results at the end of the school year.

Conclusion

The AVATAR monitoring platform, as shown by our pilot results, is configured as a tool for enhancing school autonomy, and offers schools and the community the possibility of having updated and comparable data on adolescents’ behaviors and perceptions to create a network of collaborations with multidisciplinary experts for the development of prevention and health promotion interventions focused on the actual needs identified, which could help in selecting best practices and organizing targeted training sessions. Owing to its flexibility and adaptability, the AVATAR platform can be used to (1) promote information campaigns aimed at modifying risk behaviors in the student population, (2) sensitize students and put them at the center of their growth path, (3) inform institutions on the health and well-being of the school population, (4) evaluate the effectiveness of the actions implemented by schools, and (5) promote the exchange of good practices aimed at strengthening systems intended for the education, training, and well-being of students.

Acknowledgments

We thank the Italian schools that joined the Italian school network “RETE ULISSE. Scuole insieme per la ricerca scientifica e l’innovazione didattica.” We particularly thank Istituto Comprensivo P Aldi (Grosseto) for pilot study monitoring.
Conflicts of Interest
None declared.

References


Abbreviations

AVATAR: a new purpose for the promotion and evaluation of health and well-being among healthy teenagers

KIDMED: Mediterranean Diet Quality Index for children and adolescents

PAQ-C: Physical Activity Questionnaire for Older Children

©Francesca Mastorci, Paolo Piaggi, Gabriele Trivellini, Cristina Doveri, Anselmo Casu, Luca Bastiani, Irene Marinaro, Cristina Vassalle, Alessandro Pingitore. Originally published in JMIR Formative Research (https://formative.jmir.org), 02.12.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Development of the Shift Smartphone App to Support the Emotional Well-Being of Junior Physicians: Design of a Prototype and Results of Usability and Acceptability Testing

Isabelle Counson, MPH, GradDipPsychAdv; Alexandra Bartholomew, BCom (BSc), MPH; Joanna Crawford, PhD; Katherine Petrie, BSc (Hons); Geetanjali Basarkod, PhD, BSc (Hons); Victoria Moynihan, BVA; Josie Pires, BSc; Rachel Cohen, PhD, BSc (Hons), MPsych; Nicholas Glozier, MBBS, FRANZCP, PhD; Samuel Harvey, MBBS, MRCGP, MRCPsych, FRANZCP, PhD; Samineh Sanatkar, PhD

1Black Dog Institute, Randwick, Australia
2School of Psychiatry, Faculty of Medicine, UNSW Sydney, Kensington, Australia
3Institute for Positive Psychology and Education, Australian Catholic University, North Sydney, Australia
4Brain and Mind Centre, Faculty of Medicine and Health, University of Sydney, Australia

Corresponding Author:
Samineh Sanatkar, PhD
Black Dog Institute
Hospital Road
Randwick, 2031
Australia
Phone: 1 02 9382 4368
Email: s-sanatkar@unsw.edu.au

Abstract

Background: Junior physicians report higher levels of psychological distress than senior doctors and report several barriers to seeking professional mental health support, including concerns about confidentiality and career progression. Mobile health (mHealth) apps may be utilized to help overcome these barriers to assist the emotional well-being of this population and encourage help-seeking.

Objective: This study describes the development and pilot trial of the Shift mHealth app to provide an unobtrusive avenue for junior physicians to seek information about, and help for, well-being and mental health concerns, which is sensitive to workplace settings.

Methods: A 4-phase iterative development process was undertaken to create the content and features of Shift involving junior physicians using the principles of user-centered design. These 4 phases were—needs assessment, on the basis of interviews with 12 junior physicians; prototype development with user experience feedback from 2 junior physicians; evaluation, consisting of a pilot trial with 22 junior physicians to assess the usability and acceptability of the initial prototype; and redesign, including user experience workshops with 51 junior physicians.

Results: Qualitative results informed the content and design of Shift to ensure that the app was tailored to junior physicians’ needs. The Shift app prototype contained cognitive behavioral, mindfulness, value-based actions, and psychoeducational modules, as well as a tracking function that visualized patterns of daily variations in mood and health behaviors. Pilot-testing revealed possible issues with the organization of the app content, which were addressed through a thorough restructuring and redesign of Shift with the help of junior physicians across 3 user experience workshops.

Conclusions: This study demonstrates the importance of ongoing end user involvement in the creation of a specialized mHealth app for a unique working population experiencing profession-specific stressors and barriers to help-seeking. The development and pilot trial of this novel Shift mHealth app are the first steps in addressing the mental health and support-seeking needs of junior physicians, although further research is required to validate its effectiveness and appropriateness on a larger scale.

(JMIR Form Res 2021;5(12):e26370) doi:10.2196/26370
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Introduction
Junior physicians exhibit levels of psychological distress and emotional exhaustion to a greater degree than their senior counterparts [1,2]. Junior physicians reported feeling impacted by a range of workplace-related stressors, including long working hours, a lack of breaks, and, at times, bullying and harassment [3,4]. A review of several prospective studies showed that individual factors, such as self-criticism, emotional instability, and a family history of psychopathology, are predictive of mental illness in junior physicians [5]. Furthermore, structural and personal barriers to help-seeking for mental health concerns have been noted, such as concerns about being reported to medical regulators and anxiety about reversing roles from being a physician to becoming a patient [6-8]. Australian data indicate that the most commonly reported barriers to professional help-seeking for depression among depressed physicians are privacy and confidentiality concerns [9].

Delays in receiving targeted treatment have the potential to compound and prolong symptoms of poor mental health as well as to increase the likelihood of developing comorbidities such as alcohol dependence [7,10]. Research suggesting a negative association between physicians’ psychopathology and best patient care practices highlights the implications of physicians’ mental health in the broader community [11-13]. Therefore, in addition to the adverse effects on the individual, it is in the wider public interest to support junior physicians in their transition into a demanding work environment and to help them seek and receive effective mental health care.

Although psychological interventions designed specifically to support physicians’ mental health are scarce, a recent meta-analysis found that interventions targeting physicians yielded small but significant reductions in symptoms of common mental disorder and suicidal ideation, particularly when therapeutic components were based on principles of cognitive behavioral therapy and mindfulness [14,15]. Of note, one study found that medical interns randomly assigned to a web-based cognitive behavioral therapy intervention group were 60% less likely to report suicidal ideation during their internship year than the comparator attention-control group [16]. Further research suggests that valued living and present-moment awareness components practiced in acceptance and commitment therapy and psychoeducational programs may be useful in reducing psychological distress in health care professionals and students [17-19].

Although the potential benefits of teaching these skills to junior physicians are clear, the practicality of such interventions can be challenging. Junior physicians are busy and regularly move between roles. New digital tools may be able to assist with these logistical challenges. Although mobile health (mHealth) apps have been shown to improve working populations’ mental well-being and willingness to seek help for mental health concerns [20-23], they have yet to be tested in well-controlled studies among physicians. Many physicians have already used mobile apps in the workplace to guide their management or prescription. A novel mHealth app using the same avenue as these professional development tools may be an acceptable way of delivering mental health support to junior physicians.

Previous research highlights the importance of a user-centered approach to developing mHealth app interventions [24-26] and, if designed for employees, additional factors, such as the workplace environment, should be taken into account [27,28]. As such, mHealth apps involving workplace considerations pose additional constraints on the app development process to ensure that content is effective, adequately delivered, and suits the target working population. User-centered design approaches involve iterative phases of prototyping, ideally employing co-design and end user feedback, and involve consideration of the user at every stage of the design process to ensure that the intervention meets their needs [29,30]. This, in turn, has been reported to maximize users’ engagement with, and adherence to, mHealth intervention and, hence its impact [31].

This paper describes the process of developing Shift, a self-guided mental health and help-seeking smartphone app for junior physicians located in New South Wales, Australia. To our knowledge, this is the first mHealth app designed specifically to support the mental health of junior physicians. We used a user-driven and iterative development process, employing the principles of user-centered design and a multiphase process. This paper presents the 4-phase Shift app development process and how this process incorporates knowledge and feedback derived from qualitative assessments, pilot-testing, stakeholder and expert consultations, and user experience workshops with the target population.

Methods
Overview
There were 4 project phases as follows: phase 1, needs assessment through qualitative end user interviews; phase 2, Shift app prototype development; phase 3, pilot-testing of the Shift app prototype; and phase 4, generation of an updated version of the Shift app. In preparation for phase 1, consultations with a range of stakeholders were conducted (including junior physician managers, providers of support services for junior physicians, and professional organizations related to junior physicians in New South Wales) to examine the existing mental health support services for junior physicians, and facilitators of and barriers to engagement with these services. This was to ensure that the app development complemented existing support and provided up-to-date information on available services. Furthermore, our broader research team had previously developed HeadGear, an mHealth app that has been found to be effective in male-dominated working populations [21,32,33]. The intervention component in HeadGear was delivered in a 30-day challenge format, which successively unlocked psychoeducational material, as well as behavioral activation, goal-setting, and mindfulness techniques. Hence, one option...
available to our team was to utilize the 30-day challenge format of the evidence-based HeadGear app and to modify the clinical content to meet the needs of junior physicians. To this end, the interviews with junior physicians in phase 1 included a question about their attitudes toward a 30-day challenge in an app to support the well-being of junior physicians.

Phase 1: Needs Assessment Through Qualitative Interviews

The objective of the qualitative component of this project was to inform the design and development of clinical content and to ensure that the app is tailored to the specific needs, characteristics, and challenges faced by this unique user group. Specifically, the interviews aimed to (1) identify the main stressors and challenges for junior physicians, both at and outside of work; (2) explore their attitudes toward a mental health app; (3) identify facilitators of and barriers to their use of, interest, and engagement in a mental health app; (4) assess current use of general apps; and, finally, (5) to identify their suggestions, preferences, and dislikes or unwanted features that they felt would support junior physicians' mental health and well-being. The qualitative component was granted full ethical approval by the South Eastern Sydney Local Health District Human Research Ethics Committee (protocol #: 18/140, HREC/18/POWH/321). A qualitative analysis of the interviews focusing on the experiences of junior physicians is reported in detail elsewhere [34]. This paper presents specific app-related items and findings from interviews.

Participants were recruited from 2 metropolitan hospital sites in the Sydney area between July and September 2018. Advertising took place via email invitations distributed by medical supervisors, through email and social media announcements to professional organizations related to junior physicians, and through on-site hospital visits by members of the research team (JC, KP, and GB); 41 junior physicians expressed interest in the study, of whom 12 provided written informed consent and were recruited for one-on-one face-to-face interviews (conducted by JC). Participants included 9 women and 3 men aged between 24 and 35 years. The sample was evenly spread across the early stages of training and comprised interns (n=3), residents (n=5), and registrars (n=4). The majority had studied medicine in Australia and were generally 3-5 years into their clinical training.

Data on app-related items were analyzed using a thematic analysis approach [35] informed by grounded theory and Massey emergent approach [36]. In an iterative process undertaken by one researcher (KP), all transcripts were reviewed closely to generate an initial first-level coding framework. Through subsequent refinements through discussion with co-authors, broader second-level themes related to the app issues were identified, and subthemes and common suggestions were listed under each of the 4 main issues of interest, summarized below in the Results section.

Phase 2: Prototype Development

On the basis of the recommendations made by junior physicians in the qualitative interviews and consultations with stakeholders in line with evidence from recent literature [14,17,18], new clinical content for the Shift app was written by 1 psychologist, 2 clinical psychologists (JC and RC), 2 psychiatrists (SH and NG), and 1 researcher (GB).

Phase 3: Pilot-Testing

Pilot-testing was conducted in October and November 2019 to examine the usability and acceptability of the prototype version of the Shift app. Trends in depression and anxiety symptom severity, as well as changes in help-seeking intentions before and after using the Shift app prototype over a 4-week period were also examined. This study was approved by the South Eastern Sydney Local Health District Human Research Ethics Committee (protocol # 2019/ETH00318).

Two New South Wales hospital sites, one regional and one metropolitan, issued recruitment calls via email messages on behalf of the research team to junior physicians at the intern, resident, or registrar levels. The eligibility criteria were current employment as junior medical officers in New South Wales and ownership of an internet-enabled smartphone with an Apple or Android operating system. A total of 52 candidates accessed the study website, of which 50% (26/52) consented to participate. A final sample of 22 participants (13/22, 59% women; mean age 29, SD 4.1 years) entered the pilot study and completed a baseline assessment. A diagram of the participant flow is shown in Figure 1.
A baseline questionnaire assessed basic demographic information (age, gender, level of training, and regional or metropolitan placement) and symptoms of depression (Patient Health Questionnaire 9-item) and anxiety (General Anxiety Disorder scale 7-item) over the past 2 weeks. Participants indicated their depression and anxiety symptoms on a 4-point Likert-type response scale ranging from 0 (not at all) to 3 (nearly every day). In addition, participants indicated their previous and recent help-seeking intentions for mental health problems (eg, “If you were to develop a mental health issue, how likely would you be to seek help from a GP or mental health professional [eg, psychologist/psychiatrist]?”) on an 11-point Likert-type response scale ranging from 0 (not at all likely) to 10 (very likely). After completion of the baseline questionnaire, participants were given instructions on how to download the Shift app onto their mobile phones. The app automatically recorded usage metrics, such as the number of log-ins and challenges or sessions completed.

After 1 month, participants were invited via email to complete a poststudy questionnaire reassessing their current depression and anxiety symptom levels and help-seeking intentions. At the poststudy assessment point, participants were further asked to respond to a battery of purpose-built questions relating to the usability and acceptability of the Shift app prototype (eg, “Was the app interesting/engaging?”) on a 5-point Likert-type scale ranging from 1 (low) to 5 (high). A modified version of the System Usability Scale was also administered to obtain an objective indication of the overall ease of use of the app.

**Phase 4: Shift App Redevelopment**

It was anticipated that a final phase of design would be required after the initial pilot-testing of the Shift app. A series of 3 user-consultation workshops (N=51) at 2 metropolitan hospitals, driven by a lead user experience designer (VC), helped develop any final changes and responses to insights gained from the pilot-testing. The feedback of junior physicians participating in the workshops was collected using an interactive prototype containing screen mock-ups and questions aimed at testing potential changes and solutions.

![Flow chart describing how participants progressed through the pilot study phases.](image)

**Results**

**Phase 1: Needs Assessment Through Qualitative Interviews**

**Attitudes Toward a Mental Health App for Junior Physicians**

All participants reported that they owned a smartphone and used apps multiple times each day. Half of the sample had already tried at least one mindfulness app, and 2 had previously used a web-based mental health app. Although the use of work-related apps was common, the use of such apps was centered on communication and medical information–seeking and reference.
material. A total of 83% (10/12) participants reported to be very or somewhat interested in the idea of an app to support the mental health of junior physicians and provided positive endorsement for the idea in principle and for its potential to benefit the population. Most of the participants endorsed use of the app for both prevention of and early intervention in mental illness and suggested the inclusion of directions to support and treatment services for those with more severe mental illness. Although no participants were directly opposed to the idea of an mHealth app to support junior physicians’ mental health, 2 participants questioned whether fellow junior physicians would use an mHealth app or to what extent they would benefit from it, particularly if physicians were not currently experiencing symptoms of mental illness (“no one takes their medicine when they are feeling good”).

**App Naming, Content, and Feature Suggestions**

*Shift* was named based on participants’ views that the name of the app should be unobtrusive and not obviously related to mental health. This term refers to both shift work, which is one of the most common stressors in this population, and to shifting cognitions and behaviors to promote better mental health and well-being, in line with cognitive behavioral and mindfulness principles.

Participants made numerous suggestions for clinical app contents, including mindfulness, sleep strategies, mood monitoring, behavioral activation, and cognitive therapy targeting specific situations commonly faced by junior physicians. The provision of strategies to deal with problematic work situations was often seen as having a stress-buffering and destigmatizing effect. A list of recommendations for the broad content areas provided by participants is presented in **Table 1**.

**Table 1.** Qualitative interview participants’ overview of main content recommendations for *Shift* and whether recommendations were adopted in successive versions of the app (N=12).

<table>
<thead>
<tr>
<th>Recommended content components</th>
<th>Version 1</th>
<th>Version 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive behavioral therapy</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sleep hygiene</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mindfulness and stress management</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Goal-setting</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Pleasant activity scheduling</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Practical lifestyle strategies</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Problematic work situations</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hand over tips for changing terms or hospitals</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Stories from junior physicians</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

*Indicates an addition or improvement compared with the previous version.

All participants provided positive feedback about the idea of a 30-day challenge, with some reporting that they were more likely to use this feature as it was time-limited and seemed achievable with a set end point and small regular goal-oriented challenges. Several participants suggested graphical feedback on symptom trackers that compared multiple outcomes over time to appeal to the scientifically minded. A list of desired mHealth app features, as expressed by the participant sample, is presented in **Table 2**.
Table 2. Qualitative interview participants’ desired features for Shift and whether recommendations were adopted (N=12).

<table>
<thead>
<tr>
<th>Desired features</th>
<th>Version 1</th>
<th>Version 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical, clear app structure with clear user flow</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Simple layout, easy to navigate quickly</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Default private option—no linkage to social media</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Quick start option, easy access log in</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Skip function; ability to return to modules later</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Provision of both text and audio formats</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Symptom tracker function with graphics showing charts</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>At log in, quick tick box of symptom self-assessment</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Centralized access to many things from one place</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Notifications and reminders should be optional</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

*a*Indicates improvement compared with the previous version.

Facilitators of and Barriers to App Use

The main app use barrier reported by the participants was that the app would feel like another chore when participants were already time-poor and working long hours. Although most participants expressed concerns about confidentiality, deidentification, and minimal information-sharing, 92% (11/12) of participants reported that they would still provide their name and email address to register to a mental health app.

The main facilitators of app engagement that the participants reported were the app being quick and easy to use and having added-value features that would distinguish the app over others (that’s targeted to medics, that other apps aren’t going to address). Most participants reported that they would be happy to use the app quite frequently, such as every morning or every few days, but only if the sessions were very brief.

Phase 2: Prototype Development

The Shift app was developed for use in Android and Apple operating systems. The main features of the app are the following: (1) therapeutic and psychoeducational modules, (2) provision of contact details to mental health organizations and workplace resources, (3) mood and habit tracking, and (4) brief symptom assessments. Shift delivers content through a variety of text, audio, video, and graphical displays.

On the basis of previous research on the therapeutic benefits of cognitive behavioral, mindfulness, and value-based action components for medical professionals [14,15] and guided by preferences expressed in phase 1 qualitative interviews, the Shift app was developed employing cognitive behavioral principles of thought evaluation (ie, identification, evaluation, and modification of unhelpful thoughts) and engagement in valued action (ie, values-consistent patterns of action) adopted from acceptance and commitment therapy. Relaxation techniques (eg, progressive muscle relaxation) based on mindfulness and stress management practices were also incorporated to lessen the impact of stressful life events or daily stressors. Cognitive behavioral, value-based, and mindfulness modules were generated and presented in a 30-day challenge format. Each challenge was designed to take approximately 3-4 minutes to complete.

In addition, a suite of psychoeducational modules (sessions) was developed, including informational content on common mental health disorders, avenues through which to seek help for mental health concerns, and suggestions on how to incorporate relevant strategies, such as how to adjust to shift work. Psychoeducational content included mental health, help-seeking, and workplace information, such as depression, anxiety, mandatory reporting, at home and workplace avenues for seeking help, workplace bullying, adjusting to rural and regional placements, exams and interviews, and sleep health.

A tracking tool and symptom screening options were designed to allow users to capture daily snapshots of how they were faring and, in the case of the tracking function, build a visual tool to observe variations in mood and behavioral patterns over time.

The clinical content and design drafts of the app prototype were modified based on user experience feedback. User experience experts and psychologists worked with 2 junior physicians to refine the user pathways, functionality, color palette, and design and to modify the clinical content (eg, examples of scenarios used in cognitive therapy). Tables 3 and 4 outline the contents of the resulting Shift app prototype, which were organized into challenges and sessions.
**Table 3.** Organization of challenge topics in the *Shift* app prototype version.

<table>
<thead>
<tr>
<th>Therapeutic type and challenge day or days</th>
<th>Topic name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness</td>
<td>Introduction to mindfulness</td>
<td>Video</td>
</tr>
<tr>
<td></td>
<td>Seeing the horizon</td>
<td>Audios</td>
</tr>
<tr>
<td></td>
<td>Grounding anchor</td>
<td>Audios</td>
</tr>
<tr>
<td></td>
<td>Calming breath</td>
<td>Audios</td>
</tr>
<tr>
<td></td>
<td>Loving-kindness</td>
<td>Audios</td>
</tr>
<tr>
<td></td>
<td>Cargo thoughts</td>
<td>Audios</td>
</tr>
<tr>
<td></td>
<td>Breathing wind</td>
<td>Audios</td>
</tr>
<tr>
<td></td>
<td>Lapping ocean</td>
<td>Audios</td>
</tr>
<tr>
<td>Value-based</td>
<td>Introduction to values and values as a physician</td>
<td>Video</td>
</tr>
<tr>
<td></td>
<td>Strive for five</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Scheduling meaningful actions</td>
<td>Text</td>
</tr>
<tr>
<td>Cognitive behavioral</td>
<td>Introduction to unhelpful thoughts</td>
<td>Video</td>
</tr>
<tr>
<td></td>
<td>Unhelpful thoughts</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Cognitive biases</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Introduction to thought challenging</td>
<td>Video</td>
</tr>
<tr>
<td></td>
<td>Thought challenging</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Worry decision tree</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Cognitive therapy review</td>
<td>Video</td>
</tr>
<tr>
<td>Positive psychology</td>
<td>Gratitude</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Getting active</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Social support</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Help a friend</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>100 enjoyable activities</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Planning for the future</td>
<td>Text</td>
</tr>
<tr>
<td>General</td>
<td>Checkup</td>
<td>Text</td>
</tr>
<tr>
<td></td>
<td>Putting it all together</td>
<td>Video</td>
</tr>
</tbody>
</table>
Table 4. Organization of session topics in the *Shift* app prototype version.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep and fatigue</td>
<td></td>
</tr>
<tr>
<td>Sleep health</td>
<td>Text</td>
</tr>
<tr>
<td>Adjusting to shift work</td>
<td>Text</td>
</tr>
<tr>
<td>Common mental health problems</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>Text</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Text</td>
</tr>
<tr>
<td>Burnout</td>
<td>Text</td>
</tr>
<tr>
<td>Posttraumatic stress</td>
<td>Text</td>
</tr>
<tr>
<td>Alcohol and other drugs</td>
<td>Text</td>
</tr>
<tr>
<td>Getting help</td>
<td></td>
</tr>
<tr>
<td>Get help now</td>
<td>Text</td>
</tr>
<tr>
<td>Dealing with intense emotions</td>
<td>Text</td>
</tr>
<tr>
<td>How to seek help: workplace avenues</td>
<td>Text</td>
</tr>
<tr>
<td>How to seek help: nonworkplace avenues</td>
<td>Text</td>
</tr>
<tr>
<td>Mandatory reporting</td>
<td>Text</td>
</tr>
<tr>
<td>Common issues for JMOs(^a)</td>
<td></td>
</tr>
<tr>
<td>Exams and interviews</td>
<td>Text</td>
</tr>
<tr>
<td>Work-life balance</td>
<td>Text</td>
</tr>
<tr>
<td>Adjusting to rural and regional placements</td>
<td>Text</td>
</tr>
<tr>
<td>Bullying in the workplace</td>
<td>Text</td>
</tr>
<tr>
<td>Dealing with the death of a patient</td>
<td>Text</td>
</tr>
<tr>
<td>Calling for a consult</td>
<td>Text</td>
</tr>
<tr>
<td>Feeling inadequate</td>
<td>Text</td>
</tr>
</tbody>
</table>

\(^a\)JMO: junior medical officer.

Phase 3: Pilot-Testing

App Acceptability and Usability

As shown in Table 5, the median responses to questions relating to overall app rating, content understandability, appropriateness, and usefulness were all on or above the midrange of the response scales. The overall system usability rating was 84.72 (SD 8.33), which was above the average score of 70 across technological tools more generally [37] and comparable with an average score of 77 reported for common smartphone apps and tablets [38]. Tables 6 and 7 present a breakdown of participants’ usefulness ratings of *Shift* challenge and session components. Participants rated the mindfulness challenges favorably and rated the general and value-based components least favorably. Among the session topics, the sleep and fatigue information components received the highest usefulness ratings, while the other sessions were rated lower or were not attempted.

Table 5. Pilot trial participants’ responses to the usability and acceptability of the *Shift* app prototype (N=9)\(^a\).

<table>
<thead>
<tr>
<th>Item</th>
<th>Values, median (range)</th>
<th>Values, minimum-maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>How well did you understand the content of the app?</td>
<td>5 (2)</td>
<td>3-5</td>
</tr>
<tr>
<td>Was the app content appropriate for you?</td>
<td>5 (3)</td>
<td>2-5</td>
</tr>
<tr>
<td>Was the app interesting/engaging?</td>
<td>4 (2)</td>
<td>3-5</td>
</tr>
<tr>
<td>Do you feel that the app has helped you improve your mental health?</td>
<td>3 (2)</td>
<td>1-3</td>
</tr>
<tr>
<td>Would you recommend this app to other junior physicians?</td>
<td>4 (2)</td>
<td>3-5</td>
</tr>
<tr>
<td>What is your overall rating of the app?</td>
<td>3 (3)</td>
<td>2-5</td>
</tr>
</tbody>
</table>

\(^a\)Response scales ranged from 1 to 5.
Table 6. Pilot trial participants’ usefulness ratings of the Shift app prototype 30-day challenge contents (N=8)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Challenge type and topic name\textsuperscript{b}</th>
<th>Values, median (range)</th>
<th>Values, minimum-maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness</td>
<td>4 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Value-based</td>
<td>0 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Cognitive behavioral</td>
<td>3 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td><strong>Positive psychology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gratitude</td>
<td>3 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Getting active</td>
<td>1.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Social support</td>
<td>2.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Help a friend</td>
<td>0 (4)</td>
<td>0-4</td>
</tr>
<tr>
<td>Enjoyable activities</td>
<td>3 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Planning for the future</td>
<td>1.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td><strong>General</strong></td>
<td>0 (4)</td>
<td>0-4</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Response scales ranged from 0 to 5, where 0 indicates unattempted components, 1 indicates low perceived usefulness, and 5 indicates high perceived usefulness.

\textsuperscript{b}Only positive psychology challenge topics were assessed individually because of the distinctiveness of each topic in this category.

Table 7. Pilot trial participants’ usefulness ratings of the Shift app prototype session contents (N=8)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Session type and topic name</th>
<th>Values, median (range)</th>
<th>Values, minimum-maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep and fatigue</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep health</td>
<td>3 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Adjusting to shift work</td>
<td>3 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td><strong>Common mental health problems</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>1.5 (4)</td>
<td>0-4</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Burnout</td>
<td>1.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Posttraumatic stress</td>
<td>0 (4)</td>
<td>0-4</td>
</tr>
<tr>
<td>Alcohol and other drugs</td>
<td>0 (4)</td>
<td>0-4</td>
</tr>
<tr>
<td><strong>Getting help</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intense emotions</td>
<td>0 (4)</td>
<td>0-4</td>
</tr>
<tr>
<td>Workplace avenues</td>
<td>1 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Nonworkplace avenues</td>
<td>1.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Mandatory reporting</td>
<td>0 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td><strong>Common issues for JMOs</strong>\textsuperscript{b}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exams and interviews</td>
<td>0 (3)</td>
<td>0-3</td>
</tr>
<tr>
<td>Work-life balance</td>
<td>1.5 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Remote placements</td>
<td>0 (4)</td>
<td>0-4</td>
</tr>
<tr>
<td>Workplace bullying</td>
<td>0 (5)</td>
<td>0-5</td>
</tr>
<tr>
<td>Death of a patient</td>
<td>0 (5)</td>
<td>0-5</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Response scales ranged from 0 to 5, where 0 indicates unattempted components, 1 indicates low perceived usefulness, and 5 indicates high perceived usefulness.

\textsuperscript{b}JMO: junior medical officer.
App Use

Of the 22 participants, 95% (21) downloaded Shift and used the app at least once. The mean number of log-ins was 5.24 (SD 5.93) and participants spent an average of 28 minutes (SD 52.7) on the app, although the large SD indicated that there was considerable variability in use times. The mean use time was 11 minutes (range 199.35). Participants completed an average of 5 challenges (SD 7.75) and spent 3.24 minutes working through these challenges (SD 4.53). Sessions were used less frequently (mean 1.81, SD 2.56), and less time was spent on sessions (mean 1.38, SD 1.46 minutes).

Symptoms Change

Wilcoxon signed-rank tests indicated that depression (Z = −1.38; P = .168) and anxiety (Z = −1.05; P = .293) scores slightly decreased, albeit not significantly, and that help-seeking intentions were largely unchanged (Z = −.38; P = .705) over the 1-month period of app use.

Phase 4: Shift App Redevelopment

On the basis of the results of the pilot, a major redesign of the prototype was conducted to create a more user-friendly and user-driven learning experience. The pilot study results indicated that the first version of the app did not engage junior physicians sufficiently well, which may have been an important factor contributing to small effect sizes in symptom change and help-seeking scores. A series of 3 user-consultation workshops (N=51) at 2 metropolitan hospitals helped finalize the proposed changes to the prototype. These were (1) layout and design improvements, (2) increased personalization and ease of access, (3) updates of clinical contents, (4) the inclusion of self-reflection activities, and (5) the adoption of more meaningful and relatable wording [6].

A streamlined login process with the inclusion of a biometric security system (ie, fingerprint or face ID authentication) was incorporated to facilitate use after app download. Personalization enhancements were achieved through significant changes in the presentation of the app. Importantly, the 30-day challenge structure was removed, and challenges and sessions were organized under a general overview of the topics. In this view, users were directed to contents through headings named Mental Health, Getting Help, Lifestyle, and Work. The challenge concept was maintained by incorporating an option for users to set their own weekly targets (ie, number of activities to complete each week) during the app on boarding process. With this new functionality, users could choose achievable goals relating to their app use while still encouraging regular use of the app.

The previously limited line-graph tracking function was completely redesigned to become more interactive and visual, as well as allowing a new option of work/life balance. To accommodate these changes, thorough layout and presentation updates were made, as well as enhancing the interactivity with a complimentary day-by-day view to show which activities were completed on which dates. Consistent with the user experience workshop feedback, new modules on exercise and diet were incorporated into the app. Two additional modules were developed in response to the COVID-19 pandemic. Informational sessions were extended with the inclusion of example stories from junior physicians and adjunct brief empirical evaluations (symptom screeners, for example, the Patient Health Questionnaire–2-item, General Anxiety Disorder scale–2-item). Example stories, based on recommendations put forward by junior physicians in qualitative interviews (Table 1), illustrated mental health challenges and invited users to elaborate on symptoms. The mHealth app contents were finally proofread by 2 clinical psychologists, 3 researchers (IC, AB, and SS), and 1 digital learning designer (JP) to ensure the provision of up-to-date clinical and psychoeducational contents in a way that facilitates learning [39,40]. The structure and design graphical guides of the novel Shift version are provided in Figure 2.
Discussion

Principal Findings

This paper describes the development of an mHealth app, *Shift*, designed to support the mental health and help-seeking of junior physicians. In line with gold standard recommendations on the importance of user-centered design principles [26], the 4-phased app development process (ie, semistructured interviews, prototype development, pilot-testing, and app redevelopment) focused on a participatory approach to promote effective engagement and facilitate cognitive, affective, and behavior changes of junior physicians. Junior physicians were involved at every stage of this process through qualitative interviews, user experience workshops, and participation in pilot-testing. The aim of this approach was to create, deliver, and refine content in a way that was acceptable, effective, and engaging to end users.

Pilot-testing revealed several issues with the delivery of in-app content components to junior physicians. Although a successive, day-by-day delivery of therapeutic content has been successfully employed in a previous working population sample [21] and was generally viewed favorably by junior physicians in qualitative assessments, preliminary use data indicated that this format failed to engage junior physicians in practice. Inspection of app use data revealed that discontinuation of the 30-day challenge tended to appear around day 5, which was a generally lower rated, value-based activity. With the 30-day challenge format, users were unable to skip challenge topics or change the order of challenges, possibly facilitating the discontinuation of app use. As a time-poor, well-educated group, junior physicians may be more insistent on being able to choose their own modules from other working populations. In addition, informational sessions were underutilized in comparison to challenge content. Feedback on challenge and session components indicated considerable variability in the favorability ratings of the contents. This observation highlights 2 key aspects. First, even when app components are generated based on qualitative data from focus groups, their use in the real world needs to be tested. Second, simply modifying the modes of content delivery (ie, 30-day challenge structure) from one evidence-based app to suit another working population is not always successful. To meet the needs of a population of junior physicians, a new app structure needs to be developed. Therefore, in phase 4, the app was adjusted with the help of junior physicians across successive user experience workshops to enhance the overall experience and encourage engagement. The main changes included streamlining login and onboarding procedures and categorizing contents by topics, which allowed for the personal selection of modules and for an updated design and learning experience.

Strengths and Limitations

The 4-phase process emphasizes the need for customization for end users. In line with previous research, this project illustrates the role of usability testing in the development of a digital intervention tool [24,41]. Using participatory mixed methods, such as qualitative and quantitative assessments, to involve end users at all stages of the product development process was fundamental in our attempt to create a digital solution that allowed for the pursuit of multiple outcomes, such as cognitive behavioral, psychoeducational, or providing contact details to relevant specialized services [26]. Furthermore, our development process suggests that user experience and learning designers are critical in translating methods proven useful in face-to-face settings in the digital arena. The establishment of a multidisciplinary team including academics, clinicians, and digital experts helped incorporate the suggestions and feedback...

Figure 2. Visual examples of the most recent *Shift* version Home, Topics, Tracking, and Settings screens.
put forward by junior physicians into an mHealth app intervention environment.

This study had several important limitations. First, the Shift mHealth app has not been evaluated for its effectiveness to date. Future studies are required to establish whether it is indeed a useful tool to reduce or prevent the onset of common mental health symptoms in junior physicians. Similarly, it needs to be established whether help-seeking intentions or actions improve after using Shift. Second, although the increased personalization of the novel Shift version is expected to increase engagement, the freedom to choose modules may unintentionally facilitate avoidance behaviors or choice overload and thus potentially minimize exposure to beneficial content. Thus, use behaviors and outcomes should be thoroughly inspected to predict which use patterns constitute effective engagement if such a pathway indeed exists. Finally, Shift focuses on individual-level change factors. However, to address distress among junior physicians in a comprehensive manner, structural change programs including organization-level solutions are likely to be required alongside the delivery of interventions directed at an individual, such as the app [14].

Conclusions
The integration of new technology in the creation of workplace and personal well-being programs constitutes an easily accessible and cost-effective approach to addressing mental health concerns. Digital mental health programs provide a potential solution to engaging hard-to-reach, time-poor, and potentially help-seeking averse junior physicians in a way that does not exasperate confidentiality concerns around discussing mental health problems face-to-face. To our knowledge, Shift is the first initiative of its kind in that it aims to deliver mental health and support resources to junior physicians through unobtrusive mHealth app technology. This study describes an innovative, multiphase, and multidisciplinary user-driven design process that was undertaken to ensure a match between the app and the needs and barriers faced by junior physicians. Further research is planned to examine whether Shift proves useful for a substantial number of junior physicians.
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Abstract

Background: As poor diet quality is a significant risk factor for multiple noncommunicable diseases prevalent in the United States, it is important that methods be developed to accurately capture eating behavior data. There is growing interest in the use of ecological momentary assessments to collect data on health behaviors and their predictors on a micro timescale (at different points within or across days); however, documenting eating behaviors remains a challenge.

Objective: This pilot study (N=48) aims to examine the feasibility—usability and acceptability—of using smartphone-captured and crowdsource-labeled images to document eating behaviors in real time.

Methods: Participants completed the Block Fat/Sugar/Fruit/Vegetable Screener to provide a measure of their typical eating behavior, then took pictures of their meals and snacks and answered brief survey questions for 7 consecutive days using a commercially available smartphone app. Participant acceptability was determined through a questionnaire regarding their experiences administered at the end of the study. The images of meals and snacks were uploaded to Amazon Mechanical Turk (MTurk), a crowdsourcing distributed human intelligence platform, where 2 Workers assigned a count of food categories to the images (fruits, vegetables, salty snacks, and sweet snacks). The agreement among MTurk Workers was assessed, and weekly food counts were calculated and compared with the Screener responses.

Results: Participants reported little difficulty in uploading photographs and remembered to take photographs most of the time. Crowdsource-labeled images (n=1014) showed moderate agreement between the MTurk Worker responses for vegetables (688/1014, 67.85%) and high agreement for all other food categories (871/1014, 85.89% for fruits; 847/1014, 83.53% for salty snacks, and 833/1014, 81.15% for sweet snacks). There were no significant differences in weekly food consumption between the food images and the Block Screener, suggesting that this approach may measure typical eating behaviors as accurately as traditional methods, with lesser burden on participants.

Conclusions: Our approach offers a potentially time-efficient and cost-effective strategy for capturing eating events in real time.

(JMIR Form Res 2021;5(12):e27512) doi:10.2196/27512
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Introduction

Background
Poor diet quality is a significant risk factor for multiple noncommunicable diseases, including diabetes, certain cancers, and cardiovascular disease [1-3]; however, effective strategies for promoting healthful dietary behavior changes remain elusive. Data reported by the American Heart Association show that <2% of US adults consume an ideal diet [4], a finding further supported by similar data indicating suboptimal intake in most countries [5]. Changing eating behaviors is challenging, partly because of the multifactorial influences on eating decisions. These range from individual and family-level beliefs, preferences, and constraints to larger social, physical, environmental, and temporal and situational cues [6-9]. Such complexity surrounding eating decisions suggests the importance of documenting not only what people eat but also the social and contextual factors potentially influencing their choices.

A growing number of studies have used ecological momentary assessments (EMAs) to simultaneously capture information on what people eat and the role that various social and contextual factors play in influencing those decisions on a micro timescale (across eating events over 1 or several days) [10]. EMAs involve repeatedly sampling participants’ behaviors and experiences in real time within their natural environments [11]. This typically involves administering surveys several times throughout the day using SMS text messaging or a smartphone app. EMA has been used in several studies to evaluate the predictors of intraindividual changes in eating behaviors throughout the day or across days [12-14]. This timescale and the widespread use of smartphones simplify the evaluation across a wide range of predictors, including stress, social and physical environments, and time of day.

To confidently determine the predictors of eating behaviors, we need to accurately capture eating events. Measuring eating behaviors on a micro timescale makes some of the more traditional self-reported dietary measures less practical or useful [15,16]. For example, a 24-hour dietary recall is difficult and burdensome for participants to document through SMS text messaging or a smartphone app. In addition, this format of data collection would require participants to recall their emotions at the time of the meals or provide further details regarding their environment during each meal, which could lead to measurement error and recall bias. Image-based food data collection methods have been developed and evaluated for measuring energy intake; however, they often require participants to use a fiducial marker when taking the images, followed by time-intensive analyses [17,18]. This approach is useful when quantifying total energy intake or when nutrients are of central importance but less so for measuring the predictors of fluctuations in eating behaviors throughout the day or from day to day (eg, snacking or unhealthy eating events).

Most EMA studies seeking to measure the predictors of eating behavior on a micro timescale require that participants record their eating events through diaries or journal entries [19,20] or through the completion of checklists having a variety of different food types [21-24]. This is problematic, as such lists are finite and may fail to fully capture the relevant food options, especially on a smartphone screen. In addition, the act of checking a box to confirm certain eating decisions may influence and alter behaviors [25]. Thus, an alternative approach that is more comprehensive but less overt is warranted.

Objective
This study assesses the feasibility—the ease of use and participant acceptability—of coupling participant-captured images with crowdsourcing to document eating events in real time. Collecting images facilitates and enhances the self-reported measures of food consumption. Photographing food is now commonplace and socially acceptable, thereby offering a practical strategy for obtaining comprehensive assessments of eating behaviors while lessening the burden on participants. Furthermore, the use of crowdsourcing to classify and quantify food items is a time- and cost-effective, scalable approach with proven accuracy in other biomedical applications [26]. Crowdsourcing minimizes participant burden by eliminating the need to label food images themselves or fill out dietary recall journals and surveys. Through this elimination, crowdsourcing also limits participant reflection on their eating decisions, which could alter their behaviors during the study time frame. Implemented together, participant-captured images and crowdsourcing of image labels can provide a feasible alternative to current food intake EMA methods.

Methods

Study Population
We recruited a convenience sample of 48 former participants of the Chicago Healthy Eating Environments and Resources Study (CHEERS) to participate in this pilot study. CHEERS was a cross-sectional study of 228 nonpregnant women aged 18-44 years and living in 4 racially, ethnically, and socioeconomically diverse neighborhoods in Chicago, Illinois, who could understand English or Spanish [27]. The women were recruited via flyers posted in neighborhood stores, presentations to parent organizations at schools, and mails sent using commercially available address lists. This study focused on recruiting women because of the persistent racial and ethnic obesity disparities that exist among women and as women are typically responsible for food preparation and purchase in their families. Women in this age group were selected, as these years are a critical period for an increase in weight because of a range of factors, including postpregnancy weight retention and declining muscle mass and muscle strength [28]. Data for the original study were collected between 2016 and 2017, whereas data for this pilot study were collected between 2018 and 2019. This study was approved by the Northwestern University institutional review board (STU00203035), and all participants gave informed consent.

Study Procedure
The CHEERS EMA pilot study comprised a 1-day initial visit, a 7-day EMA study period, and a 1-day final visit. Participants were incentivized to participate with cash rewards: US $20 for the first visit, US $9 per day of valid data collection (up to US $63), and US $30 for the final visit. During the initial visit,
participants were asked to complete several questionnaires adopted from other studies or created specifically for CHEERS. Participants also completed the validated Block Fat/Sugar/Fruit/Vegetable Screener, which provides estimates of saturated fat, trans fat, total sugars, added sugars (in sweetened cereals, soft drinks, and sweets), fruit and fruit juice, vegetable intake, glycemic load, and glycemic index [29]. In this study, the Block Fat/Sugar/Fruit/Vegetable Screener was used to estimate the usual weekly intake of fruits, vegetables, sweet snacks, and salty snacks.

During the 7-day EMA study period, participants documented all their meals and snacks by capturing images via smartphones using 1 of 2 apps: LifeData (LifeData, LLC) or Mobile EMA (ilumivu, Inc). During the initial visit, study team members installed the apps either on participants' personal smartphones or on a study-provided smartphone, and participants were trained to use the apps. Study data were stored within the app and then uploaded to the server when connected to Wi-Fi during the study period or when the phone was returned at the end of data collection; therefore, Wi-Fi was not required for data collection.

A combination of event- and signal-contingent EMA surveys were used. For the event-contingent surveys, participants answered 3 short questions at the time each food item image was uploaded. Participants were asked to upload a picture of their meal or snack at the time of each eating episode, and they received an SMS text message every morning reminding them to complete the meal or snack event-contingent surveys. Participants indicated whether the food item was a meal or snack. Trained staff contacted the participants on day 2 of the 7-day data collection period to answer questions and encourage adherence. Signal-contingent surveys were randomly sent throughout the day to assess the role of stress and affect on eating behaviors. Participants were asked to complete 4 surveys per day. They received prompts between 8 AM and 8 PM, with at least 2 hours between prompts. Participants’ phones were set to allow push notifications to alert them as the prompts came through. Each survey was available for 10 minutes to more accurately capture stress and affect in real time. If the meal or snack was not photographed, participants were requested to write down what they ate and upload an image of that description. During the study, participants also wore heart rate monitors and accelerometers to assess their physical activity and stress levels. Participants were rewarded US $4 for each day with valid heart rate and accelerometer data and US $5 for each day with at least 3 signal-contingent and 2 event-contingent EMA surveys.

**Usual Food Intake**

Participants completed the Block Fat/Sugar/Fruit/Vegetable Screener [29] to assess their usual intake of foods relevant to the study. The Block Fat/Sugar/Fruit/Vegetable Screener (Screener) is a food frequency questionnaire that has been validated for providing estimates of saturated fat, trans fat, total sugar, fruits, and vegetables. Food frequencies were determined through participant responses to “How many days per week?” for the relevant survey questions (Textbox 1). Participants were asked to select either none or less than 1, 1 day, 2 days, 3-4 days, 5-6 days, or every day. Responses were coded as 0, 1, 2, 3.5, 5.5, and 7 and summed by food category. This measure was used to reflect the number of times per week an individual usually consumed that particular food group, and it was compared with the number of times calculated from the images they submitted. As with Amazon Mechanical Turk (MTurk)–processed images, the Screener aimed to capture the number of times each type of food was eaten, not the serving size.
Textbox 1. Questions taken from the Block Fat/Sugar/Fruit/Vegetable Screener at previsit to determine the self-reported intake of fruit, vegetables, salty snacks, and sweet snacks.

<table>
<thead>
<tr>
<th>Fruit</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Any kind of fruit, fresh or canned (not counting juice)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vegetables</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Green salad and vegetables you put in green salad</td>
</tr>
<tr>
<td>• Potatoes, not fried, such as baked or mashed</td>
</tr>
<tr>
<td>• Vegetable soup or stew with vegetables</td>
</tr>
<tr>
<td>• All other vegetables you eat as a side dish or in any kind of dish, not counting salad or potatoes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Salty snacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>• French fries, home fries, and hash browns</td>
</tr>
<tr>
<td>• Snack chips such as potato chips, tortilla, corn chips, Fritos, Doritos, or popcorn (not pretzels)</td>
</tr>
<tr>
<td>• Crackers such Ritz, soda crackers, Cheez-Its, or any other snack cracker</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sweet snacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ice cream and ice cream bars</td>
</tr>
<tr>
<td>• Donuts</td>
</tr>
<tr>
<td>• Cake, cookies, or snack cakes such as cupcakes, Twinkies, or any other pastry</td>
</tr>
<tr>
<td>• Pie, including fast food pies or snack pies</td>
</tr>
<tr>
<td>• Chocolate candy such as chocolate bars, M&amp;Ms, Mars Bars, and Reeses</td>
</tr>
<tr>
<td>• Any other candy (not chocolate) such as hard candy, Lifesavers, Skittles, and Starburst</td>
</tr>
</tbody>
</table>

Acceptability of Using EMA to Capture Meals and Snacks and Data Quality

After the EMA study period, participants were asked to rate their experiences with the process of taking pictures of their meals and snacks. Specifically, on 5-point Likert scales, participants were asked how often they remembered to take and upload pictures of their meals and snacks (response options included none of the time [value=1], some of the time, half of the time, most of the time, or all of the time [value=5]), how much taking the pictures changed their eating behaviors (not at all=1, slightly, somewhat, moderately, or substantially=5), whether they had difficulty uploading pictures of their food (strongly disagree=1, disagree, neither agree nor disagree, agree, or strongly agree=5), whether they had difficulty understanding the questions (strongly disagree=1, disagree, neither agree nor disagree, agree, or strongly agree=5), and whether they had difficulty entering their responses (strongly disagree=1, disagree, neither agree nor disagree, agree, or strongly agree=5). Participant acceptability questions ranged from strongly disagree (value of 1) to strongly agree (value of 5); therefore, in these questions, a higher score correlated with a higher degree of difficulty for that topic.

Crowdsourced Labeling of Food Images

MTurk was used to process the images of participants’ meals and snacks. MTurk is a crowdsourcing distributed human intelligence platform that has been used to process images for biomedical research [30-32]. Users upload discrete human intelligence tasks (HITs) that Workers can complete quickly for a small payment. In this study, 1 HIT required assigning the number of a particular food item in an image. Workers receive feedback on their performance through user approval or rejection of the HITs. Users can also specify the Worker qualifications to improve the quality of their responses.

For this study, Workers were required to have >1000 approved HITs, with an approval rate of ≥99%, and they had to be located in the United States. Eligible Workers are randomly assigned to HITs and can complete as many as they choose, resulting in many Workers completing an assignment. In this study, Workers were asked to assign counts of the following food categories in separate HITs: fruits, vegetables, salty calorie-dense foods (eg, potato chips and fries), and sweet calorie-dense foods (eg, cake, cookies, ice cream, candy, chocolate, and other pastries). Workers only counted the different food items within the current category, and they were not asked to quantify by serving size. For example, if the category was fruit and the image contained 2 grapes and half an apple, the count assigned would be 2, although it may not be equivalent to 2 servings of fruit. This is consistent with the type of eating behavior data collected in other EMA studies [10,14,33]. Screenshots of the instructions provided to Workers can be found in Figure 1.
Before uploading the images, a study team member checked each image to ensure that they did not accidentally include the participants’ personal information or anything that could potentially identify participants. Each batch contained approximately 100 images (HITs), and although participants were given 1 hour to complete each HIT (ie, assign the number of food items in 1 image), on average, whole batches were completed in 1 hour and 45 minutes (SD 69 minutes). Batches can be run simultaneously; therefore, all images could be processed within the same 2-hour period. Each HIT was estimated to take the Workers 15 seconds to complete, and they were provided a US $0.05 reward upon completion of each HIT. This is equivalent to US $13 per hour, which was the minimum wage in the city of Chicago at the time of the study.

Figure 1 displays the interface that MTurk Workers were presented. Along with the prompt, “How many different types of [food category] appear in this image?”, the Workers were provided with examples of the food in question and detailed instructions. Workers could select 0, 1, 2, 3, 4, 5+, or uncertain to categorize the image (Figure 1). If uncertain was selected, the Worker was asked to elaborate in the space provided.

**Participant Image–Captured Food Frequency**

Responses from the MTurk Workers were downloaded as comma-separated value files in the same batches as the images were uploaded. Files were combined and cleaned to ensure the absence of duplicates. As 2 Workers were assigned to count the food items for each image, their responses were compared.
Images with discordant responses between Workers were evaluated by a study team member and given a final count. Weekly intake was calculated for each participant by summing the items across the images by participant ID for each food category (fruits, vegetables, salty snacks, and sweet snacks) using the final counts assigned to the images.

**Statistical Analysis**

Acceptability of photographing food and uploading the images was evaluated based on responses to survey questions and the total number of photographs taken by participants over the EMA study period. Survey responses were categorized on Likert scales, and mean values were calculated for each component across participants. The feasibility of using MTurk to count the number of fruits, vegetables, sweet snacks, and salty snacks for each participant was assessed by calculating the percentage agreement between the responses provided by the 2 MTurk Workers. Qualitative analyses were performed to better understand the reasons for any discordance between Workers; specifically, the image was assessed for the likely reason behind the discordance, the reasons were grouped into common themes, and the frequency of each theme was calculated separately for each food category. Weekly mean food intake by category was calculated for the food images and the Screener responses. Mean values were compared using 2-tailed t tests.

**Results**

**Demographics**

Table 1 lists the study participants’ sociodemographic characteristics. The average age was 37.5 years. Of the 48 participants, 23 (48%) identified as non-Hispanic White, 5 (10%) as non-Hispanic Black, and 19 (40%) as Hispanic or Latina. Approximately 68% (32/48) of participants had at least a bachelor’s degree or higher, and 44% (21/48) found it somewhat hard or harder to pay for the basics. All participants were female.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>30 (63)</td>
</tr>
<tr>
<td>≥40</td>
<td>18 (38)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>23 (48)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Hispanic or Latina</td>
<td>19 (40)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than a bachelor’s degree</td>
<td>15 (32)</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>32 (68)</td>
</tr>
<tr>
<td><strong>Financial burden</strong></td>
<td></td>
</tr>
<tr>
<td>Not very hard to pay for basics</td>
<td>27 (56)</td>
</tr>
<tr>
<td>Hard to pay for basics</td>
<td>21 (44)</td>
</tr>
</tbody>
</table>

*One participant was missing demographic information.

**Acceptability and Data Quality**

A total of 1022 images were collected by the participants. Approximately 3.03% (31/1022) of images contained a written description of what was eaten in English, and 0.78% (8/1022) of images contained a description written in Spanish. Images containing a description in English were included in the batches uploaded to MTurk, and the counts were assigned by the Workers. Images with Spanish descriptions were translated, and a trained study team member assigned the counts of fruits, vegetables, salty snacks, and sweet snacks. These images were not uploaded to MTurk but were included in the final analyses comparing image and Screener responses.

Table 2 provides the average survey responses. Participants reported no difficulty in entering responses (mean 1.40, SD 0.71), understanding the questions (mean 1.48, SD 0.90), or uploading photographs (mean 2.15, SD 1.24). An average of 21.3 photographs (SD 9.52) per participant were taken over the study period. Participants remembered to take photographs more than half of the time on average, and their behavior changed slightly to somewhat because of participation in the study.
Table 2. Responses to survey questions on participant acceptability and data quality.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant acceptability</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Difficulty entering responses</td>
<td>1.40 (0.71)</td>
</tr>
<tr>
<td>Difficulty understanding questions</td>
<td>1.48 (0.90)</td>
</tr>
<tr>
<td>Difficulty uploading photographs</td>
<td>2.15 (1.24)</td>
</tr>
<tr>
<td><strong>Data quality</strong></td>
<td></td>
</tr>
<tr>
<td>Number of photographs taken</td>
<td>21.29 (9.52)</td>
</tr>
<tr>
<td>Remembered to take photographs&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.85 (0.87)</td>
</tr>
<tr>
<td>How much did taking pictures change behavior&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.38 (1.18)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Possible options for each question in this section ranged from strongly disagree (1) to strongly agree (5).
<sup>b</sup>Possible options ranged from none of the time (1) to all of the time (5).
<sup>c</sup>Possible options ranged from not at all (1) to substantially (5).

**Feasibility of Using MTurk**

After the 7-day study period, 99.22% (1014/1022) of photographs of participants’ meals and snacks were assessed by MTurk Workers. Each image was uploaded and evaluated for the presence of fruits, vegetables, salty snacks, and sweet snacks; therefore, 4056 HITs were completed by Workers. On average, the batches took 1 hour and 45 minutes to process. Classification agreement among the MTurk Workers was moderate for vegetables (688/1014, 67.85%; images received the same response from both Workers), and agreement was high for all other food categories (871/1014, 85.89% for fruits; 847/1014, 83.53% for salty snacks; and 833/1014, 82.15% for sweet snacks; images received the same response). The study team performed a thematic analysis of the images that received discordant responses. A total of 4 categories were identified that presented possible explanations for the discordance: poor image quality, image subject uncertainty, user error, and miscellaneous. Images in the poor image quality category were blurry, had low visibility or a dark contrast, or the background was confusing or misleading. The image subject uncertainty category included foods that may have been difficult to discern or that portrayed a mixture of several items, such as salads, rice bowls, or vegetable mixes. In the user error category, image answers were in contrast to the provided MTurk instructions (ie, Workers were instructed to count tomatoes as its nutritional designation, as a vegetable, despite botanically being classified as a fruit), or the Worker inaccurately counted the types of food in question. The miscellaneous category applied to images that failed to fit into these 3 main classes.

**Figure 2** presents the prevalence of the 4 types of discordant response explanations by food category. User error was the most prevalent reason for discordant responses across all food categories: it was most prevalent in salty snacks (145/167, 86.8% of images with discordant responses), followed by sweet snacks (145/181, 80.1%), fruits (78/143, 54.5%), and finally vegetables (163/326, 50%). Figure 3 further breaks down user errors into its subgroups: incorrect responses despite instruction clarification and incorrect responses because of Worker inaccuracies not specifically addressed in the instructions. Within these groups, the latter was most prevalent across all food types, with the highest percentage in salty snacks (135/145, 93.1% of images) and the lowest percentage in fruits (41/78, 53% of images).

**Figure 2.** Prevalence of discordant Mechanical Turk Worker response explanations by food category.
**Figure 3.** Prevalence of discordant Mechanical Turk Worker responses by types of user error.

Image subject uncertainty was the next most common explanation for discordant responses. This explained 48.8% (159/326) of vegetable discordances, 39.2% (56/143) of fruit discordances, 17.7% (32/181) of sweet snacks discordances, and 13.2% (22/167) of salty snacks discordances (Figure 2). Image quality explained 1.2% (4/326) of vegetables, 4.9% (7/143) of fruit, 0% (0/167) of salty snacks, and 1.1% (2/181) of sweet snacks discordances. Finally, only 0.39% (4/1014) of responses were grouped into the miscellaneous category: 50% (2/4) in the fruit and 50% (2/4) in the sweet snacks responses.

**Comparison of Usual Consumption From Food Images and Dietary Screener**

The food images and the Screener were able to capture similar patterns of food intake. In both methods, vegetables were reportedly consumed most frequently and fruits least frequently (Table 3). Although the frequency of sweet snack consumption was lower using food images compared with that using the Screener, there were no statistically significant differences in the weekly frequency of food consumption between the image and the Screener results across all 4 food categories (fruit, \(P=.99\); vegetable, \(P=.54\); salty snacks, \(P=.56\); and sweet snacks, \(P=.37\)).

**Table 3.** Weekly food consumption (times per week) based on food images and the Block Screener.

<table>
<thead>
<tr>
<th>Food category</th>
<th>Frequency, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fruit</strong></td>
<td></td>
</tr>
<tr>
<td>Images</td>
<td>3.58 (4.20)</td>
</tr>
<tr>
<td>Block Screener</td>
<td>3.59 (2.32)</td>
</tr>
<tr>
<td><strong>Vegetables</strong></td>
<td></td>
</tr>
<tr>
<td>Images</td>
<td>9.96 (6.01)</td>
</tr>
<tr>
<td>Block Screener</td>
<td>10.28 (4.58)</td>
</tr>
<tr>
<td><strong>Salty snacks</strong></td>
<td></td>
</tr>
<tr>
<td>Images</td>
<td>4.17 (3.21)</td>
</tr>
<tr>
<td>Block Screener</td>
<td>3.85 (3.16)</td>
</tr>
<tr>
<td><strong>Sweet snacks</strong></td>
<td></td>
</tr>
<tr>
<td>Images</td>
<td>3.77 (4.13)</td>
</tr>
<tr>
<td>Block Screener</td>
<td>4.51 (4.13)</td>
</tr>
</tbody>
</table>

No statistically significant differences were found in food consumption levels between the MTurk-processed images and the Screener across all food categories.

**Discussion**

**Principal Findings**

This pilot study demonstrates the feasibility of collecting data on food intake through participant-captured and crowdsourced-labeled images. The method of photographing eating events in the context of an EMA study was generally...
well-accepted and executed by the study participants. Most remembered to take pictures of their meals and snacks, and few reported difficulties in uploading the images. Importantly, uploading the photographs was not more difficult for participants than entering the responses. Images could be processed in a timely manner, and there was high agreement in the MTurk Worker count responses, particularly for fruits, salty snacks, and sweet snacks images, thereby supporting the feasibility of using MTurk for image classification. In addition, the weekly consumption estimated by the food images and the Screener was comparable.

Overall, vegetables were reportedly consumed more frequently compared with the other 3 food groups, and this was consistent between the 2 methods. Neither method aimed to measure the serving size but rather the frequency that these food groups were eaten. Both the MTurk instruction and the Screener aimed to measure the types of food eaten; therefore, in 1 meal or snack, multiple vegetables might have been present and been the driving force behind higher numbers.

This study further supports the use of participant-captured images to assess eating events. Compared with traditional EMA methods such as completing surveys or dietary journals, this study had comparable compliance rates: participants remembered to take photographs 77% (3.85/5) of the time [21,34,35]. Previous studies have used participant-captured food images and found high acceptability and data quality, with participant compliance rates ranging from 30% to 60% [16-18,36]. These studies had used dietitians to assess the energy intake or macronutrient levels from the images; therefore, our study demonstrates a novel approach of coupling participant-captured food images with crowdsourced image labeling. This method can accurately assess eating events in an EMA study without a time-intensive dietitian review.

On average, batches of images took 1 hour and 45 minutes to process. Batches could be run simultaneously, allowing many images to be labeled in the same time frame. Theoretically, if a user could start all batches at the same time, all 4056 HITs could be accomplished within the same 1 hour and 45 minutes. The most limiting factor for time efficiency was the user’s ability to prepare and publish the batches of images. Even so, using MTurk to crowdsource image identification is more time-efficient compared with the participants or study team members labeling the images. This is especially significant for future studies that wish to scale up this model with more participants or expand food labeling outside of the 4 food options examined in this study.

Agreement in Worker responses using MTurk was high for most food categories; however, for vegetables, they only had a moderate agreement. Among the images that received discordant vegetable responses, approximately 50% were because of image subject uncertainty, the highest across all food categories. In this discordance explanation category, the subject of the image presented a meal or snack that made it difficult to discern the count for the type of food present. Typically, this involved a mixture of foods with some items hidden beneath others or a variety that was difficult to differentiate. Vegetable discordance may have been higher as these foods are more often eaten mixed within foods, such as salads, guacamole, rice bowls, and soups, compared with the other food groups. Future work is needed to optimize the accuracy of vegetable intake using MTurk.

Crowdsourcing with MTurk has been used successfully in several areas of biomedical research, including endoscopic video image annotation [32] and optic disc image classification [31]. Other studies have reported the feasibility of using MTurk for crowdsourcing nutritional analysis from images of meals [30]. This system, called PlateMate, estimated the macronutrient calories from fat, carbohydrates, and proteins shown, which is comparable with assessments among trained dietitians. Compared with end-of-day recall, crowdsourcing limits participant burden and self-reflection. Crowdsourcing allows many Workers to label images at the same time, cutting down the total time it would take participants or study team members to process the images. This action removes the obligation from study participants, lessening their burden. It also limits participant reactivity by reflecting on their eating choices, thus biasing the results when participants change their behaviors because of study procedures. Our pilot study supports the feasibility of using crowdsourcing to process images and offers the potential enhancement of EMA studies by using crowdsourcing to accurately capture eating events in real time.

**Limitations**

The small sample size and limited socioeconomic diversity in our sample require replication in study populations with lower levels of education and income. The widespread availability of smartphones across socioeconomic groups supports our findings, despite the recognized digital divide [37]. This study used only female participants; therefore, further studies may benefit from recruiting both men and women to determine the feasibility of using smartphones and crowdsourcing to assess eating behaviors. Another limitation involved the inability to capture the daily frequency that participants ate a certain food item from the Screener; thus, the measure may not be directly analogous to the information captured with the food images. However, with the exception of fruits, multiple questions within the food categories were used to capture consumption, so our measures may more closely reflect instances rather than days.

Along the same lines, we were only able to evaluate and compare the number of times a participant ate a particular food with the food images, as opposed to assessing the serving size or the amount of the meal that was actually consumed. Most EMA studies are designed to assess eating behaviors on a micro timescale; thus, future studies would benefit from incorporating portion size as well. Seto et al [38] demonstrated the feasibility of using voice-annotated videos of meals and snacks to accurately capture portion sizes; however, trained dietitians were involved rather than crowdsourcing. The benefits of documenting portion size versus the time and costs of collecting and processing these data require further consideration depending upon the study aims.

**Conclusions**

This pilot study demonstrates the feasibility of using participant-captured images categorized through a crowdsourcing platform to accurately depict eating events. This
approach offers a potentially time-efficient and cost-effective strategy for EMA studies of this type. It can provide a richer breadth of data that reduces recall and reactivity biases in EMA studies compared with previous methods, such as dietary surveys and journals. It also offers an alternative strategy that is less burdensome to participants than previous EMA methods, as it reduces the amount of recall required by the participant. Our findings support the use of food images as a way of facilitating the growing interest in measuring food group frequency and general eating behaviors in a consumer-friendly manner with minimal additional burden.
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Abstract

Background: Mobile health (mHealth) technologies, such as wearable sensors, smart health devices, and mobile apps, that are capable of supporting pregnancy care are emerging. Although mHealth could be used to facilitate the tracking of health changes during pregnancy, challenges remain in data collection compliance and technology engagement among pregnant women. Understanding the interests, preferences, and requirements of pregnant women and those of clinicians is needed when designing and introducing mHealth solutions for supporting pregnant women’s monitoring of health and risk factors throughout their pregnancy journey.

Objective: This study aims to understand clinicians’ and pregnant women’s perceptions on the potential use of mHealth, including factors that may influence their engagement with mHealth technologies and the implications for technology design and implementation.

Methods: A qualitative study using semistructured interviews was conducted with 4 pregnant women, 4 postnatal women, and 13 clinicians working in perinatal care.

Results: Clinicians perceived the potential benefit of mHealth in supporting different levels of health and well-being monitoring, risk assessment, and care provision in pregnancy care. Most pregnant and postnatal female participants were open to the use of wearables and health monitoring devices and were more likely to use these technologies if they knew that clinicians were monitoring their data. Although it was acknowledged that some pregnancy-related medical conditions are suitable for an mHealth model of remote monitoring, the clinical and technical challenges in the introduction of mHealth for pregnancy care were also identified. Incorporating appropriate health and well-being measures, intelligently detecting any abnormalities, and providing tailored information for pregnant women were the critical aspects, whereas usability and data privacy were among the main concerns of the participants. Moreover, this study highlighted the challenges of engaging pregnant women in longitudinal mHealth monitoring, the additional work required for clinicians to monitor the data, and the need for an evidence-based technical solution.

Conclusions: Clinical, technical, and practical factors associated with the use of mHealth to monitor health and well-being in pregnant women need to be considered during the design and feasibility evaluation stages. Technical solutions and appropriate strategies for motivating pregnant women are critical to supporting their long-term data collection compliance and engagement with mHealth technology during pregnancy.

(JMIR Form Res 2021;5(12):e28628) doi:10.2196/28628
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Introduction

Background
Pregnancy is a normal physiological process, with most pregnancies progressing without any problems. However, pregnancy may pose many risks and complications (eg, gestational diabetes mellitus [GDM], preeclampsia, and mental health problems), which might greatly affect the health of the mother, fetus, or both [1,2]. Together with women’s existing medical conditions (eg, diabetes and hypertension), pregnancy-related complications can lead to adverse outcomes such as the loss of pregnancy by miscarriage, stillbirth, or low birth weight [1,2]. A healthy lifestyle is essential for the health of the mother and fetus and can potentially reduce the risk of maternal complications [3,4].

The pregnancy journey involves regular checkups that allow clinicians to monitor progress, identify potential risks, and provide general advice to encourage a healthy lifestyle [5]. Different factors may contribute to the likelihood of developing pregnancy-related conditions. Individual risk factors (eg, age and BMI), lifestyle patterns (eg, diet and physical activity), and physiological measures (eg, blood glucose levels, blood pressure, and proteinuria) are all indicators of pregnancy-related risk conditions [6,7]. Regular health and well-being monitoring can support early detection of health risks, improve treatment, and promote lifestyle adaptions in pregnant women [8,9].

Mobile health (mHealth), which involves the use of mobile and wireless technologies to support the achievement of health objectives [10], has been widely used in health care [11-13]. Wearable sensors and health monitoring devices are becoming popular and being used to support the monitoring of health and well-being [12-15]. These technologies support the sensing, tracking, and reporting of individuals’ health measures continuously (eg, physical activities and physiological data). Smartphone apps, coupled with wearable and sensing devices, have been used as data interfaces for visualization of measurement data, as motivational tools via persuasive messages, and to support personalized digital interventions to improve care programs [16,17]. With the availability of these technologies in health care, passive monitoring and personalized assessment would become integral to continuous patient monitoring [18].

The role of mHealth during pregnancy is being increasingly investigated [19-23]. Using apps to support pregnant women enhances the traditional pregnancy care model by providing additional educational information and empowering women to look after their own health [21,23-26]. Sensors and monitoring technologies that automatically track specific health indicators have been integrated into mHealth solutions to support pregnant women’s self-care behaviors [22,27-29].

Challenges in Pregnancy mHealth Care
Despite the expansion of mHealth, the practicality, design, and user needs for digital health monitoring in pregnancy require more attention [23,30]. There is a range of consumer-based wearable sensors and prototypes that can measure the physical activity, sleep, and physiological parameters [18,31,32]. However, none of these have been specifically designed for pregnancy care. While research has explored women’s and clinicians’ views of mHealth in pregnancy, there is still a knowledge gap regarding the preferences of mHealth monitoring among pregnant women and their clinicians as well as the suitability of mHealth monitoring for different conditions [24,29,30,33]. Recent studies have highlighted the importance of patient-centered design and behavior decision research in the development of mHealth solutions for pregnancy [19,23,28]. Understanding the women’s and clinicians’ preferences and their existing and preferred monitoring practices is crucial to assist in the design of practical solutions to promote a healthy lifestyle during pregnancy [23,24,28].

Intelligent data analysis can be used to identify the early signs of illness [34] and potentially support the early detection and management of complications in pregnancy [35,36]. Previous studies have investigated the use of predictive analytics and apps to support pregnancy care, with a focus on specific conditions and the medical data collected by clinicians [8,37]. These solutions required access to data in medical record systems and did not consider lifestyle (eg, sleep, diet, and exercise) factors in their analysis. The ability to extend the capability of clinical monitoring with multidimensional health and well-being data, collected via wearable and health monitoring devices, has the potential to provide significant benefits to the pregnancy journey. However, challenges remain in the collection of large-scale and long-term quality data deemed suitable for pregnancy care [19,23].

Related to these challenges is the need to support pregnant women’s engagement with technology [24,25,27,28,30]. Even with emerging evidence on the potential benefits, barriers to the implementation of mHealth technologies in pregnancy care persist [19,24,27,28,38]. Various factors can impact an individual’s feeling toward sharing and tracking health data, including stress associated with mHealth monitoring, the availability of reliable educational information, and ineffective communication with clinicians [22,25,27,30]. Further research is needed to understand pregnant women’s motivation to use technologies to better support their engagement, data collection compliance, and daily use [27,33]. This understanding can inform the development of mHealth lifestyle interventions and the integration of mHealth into pregnant women’s daily routine and the clinicians’ care practices [24,25,30,38].

Objective
As an initial step to inform the design of appropriate technologies to support the monitoring of health and well-being during pregnancy, we aim to conduct a qualitative study with clinicians, pregnant women, and postpartum women to understand their existing risk assessment and monitoring practices as well as their needs, interests, and preferences in mHealth. We also aim to explore the potential factors that may...
influence their engagement with mHealth data collection and monitoring as part of pregnancy care. The study, conducted in the Australian context, contributes to the broader understanding of factors that motivate the use of mHealth in pregnancy care and how novel technologies can be designed and introduced to improve user engagement and long-term health monitoring during pregnancy.

Methods

Overview

A qualitative study was conducted using semistructured interviews with pregnant women, postpartum women, and clinicians currently working in pre- and postnatal care. The study was approved by the Commonwealth Scientific and Industrial Research Organization Health and Medical Human Research Ethics Committee (reference number: 2019_017_HREC) and the Gold Coast Hospital and Health Service Human Research and Ethics Committee (reference number: LNR/2019/QGC/54173) in Australia.

The interview questions were adapted from previous studies in conducting qualitative studies on digital health technology design [39,40]. The interviews with pregnant women and postpartum women included questions related to their experience in monitoring their health and well-being during their pregnancy, in particular their previous and current use of digital health technology (activity trackers and health monitoring devices and apps), and their interest and intention to use technology to support the management of their pregnancy needs. The motivations and factors that would contribute to their potential acceptance of mHealth monitoring were also explored. In addition, basic demographic and general information about their lifestyle during pregnancy was collected.

The clinician interviews included questions related to pregnancy risk assessment and management as well as supporting pregnancy health and well-being in standard clinical care. Clinicians’ thoughts were also collected on monitoring the components of mHealth solutions, on potential medical conditions for mHealth monitoring, and on how to introduce mHealth monitoring in pregnancy care. Basic demographic information about their roles and years of experience was also collected.

Participants

Female Participants

The criteria for pregnant and postpartum female participants (from here on, termed female participants) included the following: an age of ≥18 years, pregnancy (any stage of gestation) or postpartum pregnancy (no longer than 6 months postbirth) at the time of study, and the ability to give informed consent. The female participants were initially recruited via 2 internal email mailing lists within the authors’ organization. The email recipients were asked to share the invitation with friends and relatives who might be interested in participating. A snowballing technique was also used, asking women who had been interviewed to suggest other potential participants. Once an expression of interest was received, an information sheet and a consent form were sent to the potential participants via email, and interviews were scheduled after the participants consented. Purposive sampling was used during recruitment, with participants selected by considering their pregnancy stages. The focus was on a typical pregnancy, and high-risk pregnancies were not targeted. Initial data coding was performed during the data collection process. Recruitment continued until no new codes were identifiable in the subsequent interviews. The female participants were offered a gift voucher value of Aus $60 (US $42) as compensation for their time.

Clinician Participants

Clinicians recruited for the interviews were health care professionals involved in pre- and postnatal care at the obstetrics and gynecology department of a tertiary public hospital in Australia, which delivers standard clinical services in pre- and postnatal care. The management team of the department was interested in exploring the use of mHealth technology. Potential participants were identified by a key study representative (an obstetrician) at the hospital. They were chosen based on their role, level of experience, and interest in participation. The study representative emailed potential participants the information sheet and consent form to introduce the study and study investigators. Clinicians were required to express their interest in participating before being included in an interview. No compensation was offered to the clinician participants, except for a chocolate snack after the interview.

Study Procedure

All interviews were conducted on a one-on-one basis with each female participant during a 3-month study period. They were all offered the choices of face-to-face, videoconference, and telephone interviews. To ensure that the clinician participants were less inconvenienced, 2 researchers made themselves available at the hospital for 2 full days. Clinician participants could attend the interviews anytime during those 2 days, if their workflows allowed. Face-to-face interviews were conducted either at a clinician’s private office or at a small meeting room in the hospital. In addition, a telephone interview was offered to a clinician who visited a different hospital. The interviews were scheduled with the help of the study representatives. Each interview session was conducted with 1 clinician, except for 1 session involving 2 nurse managers. Each interview was conducted by 2 researchers and lasted approximately 30-45 minutes. The interviews were audio-recorded and transcribed professionally.

Data Analysis

A thematic coding technique was used to identify the insights from the interview data. One key researcher worked on the coding of the transcripts using NVivo (QSR International) data analysis software, and the other 2 researchers summarized their interview notes. Initial findings regarding the themes that emerged were discussed among the research team members. A second round of coding and analysis was conducted by a key researcher. The discussion continued over several meetings before a report of the findings was generated. Themes related to the current practices of regular monitoring and risk assessment, current experiences, and motivations for using...
mHealth technologies, and perceived benefits and challenges in incorporating mHealth technologies in daily life and practices were identified.

**Results**

**Participant Characteristics**

A total of 8 female participants were interviewed (Table 1); 2 (25%) of them were in the second trimester of pregnancy, 2 (25%) were in the third trimester, and 4 (50%) were in the postpartum stage. Pregnant women in their first trimester of pregnancy were not available during recruitment. Of the 8 female participants, 2 (25%) had GDM, 1 (13%) had preeclampsia, 1 (13%) had iron deficiency, and 4 (50%) had no medical conditions during their pregnancies. Moreover, 4 (50%) of the 8 female participants used private hospitals, 3 (38%) used public hospitals, and 1 (13%) had both public and private hospital experiences in their current and previous pregnancies. A total of 4 (50%) female participants were recruited from the researchers’ organization. All (8/8, 100%) of the female participants had experience using smartphones and mobile apps in general. A total of 13 clinicians from the public hospital were interviewed, including 2 (15%) obstetricians who also worked at private hospitals, 7 (54%) midwives in different roles, 1 (8%) health educator, 1 (8%) social worker, 1 (8%) physiotherapist, and 1 (8%) dietitian (Table 2).

Table 1. Characteristics of female participants (N=8).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pregnancy stage</strong></td>
<td></td>
</tr>
<tr>
<td>Second trimester</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Third trimester</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Postpartum (2-4 months)</td>
<td>4 (50)</td>
</tr>
<tr>
<td><strong>Medical condition during pregnancy</strong></td>
<td></td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Preeclampsia</td>
<td>1 (12)</td>
</tr>
<tr>
<td>Iron deficiency</td>
<td>1 (12)</td>
</tr>
<tr>
<td>No medical conditions</td>
<td>4 (50)</td>
</tr>
<tr>
<td><strong>Working time during pregnancy</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>7 (88)</td>
</tr>
<tr>
<td>Part-time</td>
<td>1 (12)</td>
</tr>
<tr>
<td><strong>First time mother</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (88)</td>
</tr>
<tr>
<td>No</td>
<td>1 (12)</td>
</tr>
<tr>
<td><strong>Public or private service used</strong></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>3 (38)</td>
</tr>
<tr>
<td>Private</td>
<td>4 (50)</td>
</tr>
<tr>
<td>Mixed</td>
<td>1 (12)</td>
</tr>
<tr>
<td><strong>Have used smartphones and apps</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (100)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table 2. Characteristics of clinician participants (N=13).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Roles</strong></td>
<td></td>
</tr>
<tr>
<td>Obstetricians</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Midwife</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Midwife, manager</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Midwife, clinical consultant</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Midwife, general practitioner liaison</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Health educator</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Social worker</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Physiotherapist</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Dietitian</td>
<td>1 (8)</td>
</tr>
<tr>
<td><strong>Experience in their fields (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>2 (15)</td>
</tr>
<tr>
<td>10-20</td>
<td>6 (46)</td>
</tr>
<tr>
<td>20-30</td>
<td>4 (31)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>1 (8)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (15)</td>
</tr>
</tbody>
</table>

In this section, we have presented the key themes extracted from the data, which are grouped into the following categories: risk assessment, health monitoring practices, and care needs; female participants’ experience of health monitoring and attitude toward mHealth; and the clinician participants’ perception of mHealth.

**Risk Assessment and Monitoring During Pregnancy**

Clinicians pointed out that every pregnant woman has unique care needs and potential risks. They articulated when and how risk assessment and support of lifestyle adaptions could be carried out in practice.

**Risk Assessment and Care Needs**

The need for longitudinal monitoring was highlighted by clinicians because many women who were initially believed to have low-risk pregnancies due to their medical history could become high-risk as their pregnancies progressed; one of the clinician participants (C9) commented “pregnancy is a journey with unpredictability.” As the clinicians explained, specific indications and risks for medical conditions were assessed during the early stages of pregnancy, throughout the pregnancy period, during labor, and during postpartum. In the early stages of pregnancy, the women’s health is typically monitored by their primary care provider, the general practitioner (GP), before their first visit to a hospital or an obstetrician. On the initial visit to a hospital (for women using the public system), medical data from the GP referral, medical history (eg, previous obstetric, family, and psychosocial histories), pre-existing disorders, and lifestyle (eg, smoking and alcohol intake) were consolidated. For women who used private hospitals, obstetricians managed their care and monitoring from the early stages of pregnancy until postpartum. In public hospitals, midwives used the guidelines of referral and consultation to decide how and when to refer women at different stages of pregnancy to obstetricians and other health care professionals. The care plan and monitoring arrangements depended on the women’s condition, their risk factors, their preferences, and the hospital’s capability. One obstetrician explained:

> If anything changes along that timescale, they get referred back to obstetric clinic and they come under obstetric care, but that is because they developed a complication along the lines, either would be gestational diabetes, or they have problems with blood pressure or baby is not growing as well as it should be. [C11]

Assessment and care coordination is required for high-risk pregnancies. At the public hospital where the study was conducted, a clinical midwifery consultant worked as a navigator to provide coordination and consultation in collaboration with the obstetricians and other specialists for high-risk pregnant women. Such cases were flagged in the electronic medical records and their management plans were recorded. The high-risk pregnant women need to visit the hospital multiple times to see different specialists, whereas others (intermediate risk) whose conditions are well-managed only need some level of coordination. The changing nature and different care needs for pregnant women with different risk profiles are described as follows:

> It really depends on the health and well-being of the women, and sometimes I can downgrade women and sometimes I have to upgrade them as their pregnancy goes along. So sometimes, women at the beginning...
Supporting Pregnant Women’s Healthy Lifestyle and Well-being

Clinicians pointed out that awareness and support of physical activity, diet, and mental and emotional aspects of well-being in pregnant women is an important component of pregnancy care. Nutrition, exercise needs, and expected weight gain were discussed with the pregnant women during their first visit. This information was included in the information pack, together with useful website information and web links. Although the low-risk women received general education, specialist consultations were provided for at-risk women (eg, those with diabetes) to guide their diet and physical exercise. Physiotherapy and dietitian support were provided for women who needed interventions. Mental health was assessed by an obstetrician review or a midwife review. The Edinburgh questionnaire [41] was used as a screening tool. Triage assessment for women with high scores was performed, followed by a referral to the mental health team for their ongoing management during the antenatal and postnatal periods.

The midwife manager participants pointed out that there has been some attention to monitor women’s lifestyle behavior, emotional health, and well-being from a longitudinal perspective. There is a trend of expanding the timeline of pregnancy and perinatal care to the first 1000 days from conception to when children turn 2 years old [42]. This is a critical period as the pregnant and postnatal mothers’ health, nutrition, and stress levels can have a long-term impact:

> The education around that for the mother...is modifiable behaviours...giving them the right support and the right education that can make a big difference, even the small changes...for the length of stay, and for the long-term health benefits of that child if they can change those behaviours when they go home as well. [C7]

Female Participants’ Perception on Health Monitoring and mHealth

Overview

All female participants believed that maintaining a healthy lifestyle was beneficial for their pregnancy. Most of them integrated a certain level of exercise into their daily routines. Walking was the most popular type of activity among them, followed by activities such as swimming and aerobics. They also maintained a balanced diet and monitored their body weight.

In this section, we have described the female participants’ views on health measurements (eg, blood pressure and blood glucose levels) and lifestyle behaviors (eg, physical activity, diet, sleep, stress and mental health, and weight management) that can be tracked using wearable sensor devices, health monitoring devices, and mobile apps.

Monitoring Physical Activity, Sleep, and Heart Rate

Commercial activity trackers (eg, Fitbit [Fitbit Inc] and Apple Watch [Apple Inc]) were used by 63% (5/8) of the female participants to track their steps, sleep, and heart rate. Of the 5 of them, 2 (40%) used activity trackers before pregnancy and continued using them during pregnancy, whereas the other 3 (60%) bought a device specifically to monitor their physical activity during pregnancy. Participants who did not own or use activity trackers during pregnancy thought that they had no medical problems, were physically active already and did not need additional motivation, or were concerned about the inconvenience of wearing a tracker and the need to charge the device battery.

Physical activity was the key measure tracked by the participants who used trackers. Furthermore, 25% (2/8) of participants used trackers to keep track of sleep quality. Interestingly, although 4 (50%) of our 8 participants mentioned sleep problems during pregnancy (eg, waking up a couple of times at night and difficulty going back to sleep), they did not feel the need to track their sleep every day as they knew they had this issue. Similarly, heart rate was not a concern for most of them, with only 25% (2/8) of participants who tracked their heart rates on the activity trackers noticing an increased heart rate when they were stressed:

> I tended to notice that it seemed to be when I was trying to rush around somewhere or I was a little bit anxious, it was often higher when I was at the hospital...so I was just conscious to kind of take some deep breaths and just try and sit down and calm down for a little bit. [F2]

Monitoring Weight

All female participants used weight scales at home before and during their pregnancy. Of the 8 participants, 2 (25%) paid particular attention to weight increase as suggested by doctors, whereas another 6 (75%) participants used the scales on a now and then basis:

> I didn’t properly track my weight, I just put myself on the scale every week or so...And the obstetrician always got my weight as well on his scales, so he tracked it that way. [F5]

Monitoring Diet

Participants with GDM diagnosis tracked their calories. Of the 8 participants, 1 (25%) tracked food intake using an app and found it useful, as she was told by her physician not to gain more than a certain weight. Half (4/8, 50%) of the participants expressed their willingness to try a diet-tracking app. The other half felt that they did not have any major health concerns that required them to track food intake, that their weight was in healthy range, or that they were concerned about the time and effort required to record and check the data:

> That’s never been a priority for me to monitor how many calories I’ve had during the day because I’ve never been someone that over eats and I’ve always stayed within a pretty healthy weight range. [F3]
Monitoring Blood Pressure
Most of the female participants did not measure their blood pressure at home, with it being measured only during their hospital visits. Only 38% (3/8) of them had a blood pressure device at home, with only 25% (1/4) of them (who used a private hospital) measuring it regularly at home owing to abnormal blood pressure being detected occasionally on her visits to the clinic. Participants were educated by their clinicians on how to monitor their symptoms and were informed that their local GPs or pharmacists could check their blood pressure if needed:

If I had other symptoms, I felt confident that I could just find that out quite easily and quickly, and I know a lot of pharmacies and things they can just do a quick blood pressure check. [F1]

Monitoring Blood Glucose Level
Female participants with GDM maintained regular self-measurement and reporting of blood glucose levels during pregnancy. The readings from a blood glucose testing device were recorded by women (in a public hospital) in a booklet and discussed with clinicians on their visits. At private hospitals, this was recorded by women on an Excel (Microsoft, Inc) spreadsheet and emailed to the clinics every 1 or 2 days to be reviewed by the hospital’s endocrine or obstetrics team.

Monitoring Mental Health
The difficulty in receiving mental health support during the first trimester was expressed by 63% (5/8) of participants, as they were reluctant to talk about their pregnancy at this stage. Some of them had morning sickness and did not enjoy food or exercise. Although a GP is the primary care provider before their first appointment at the hospital (or obstetric clinic), most women had not established regular GP visits in their first trimester.

In terms of tracking mood, it appeared that 25% (2/8) of female participants who had good support network (family and friends) were less interested in tracking their mood, whereas most participants expressed this need as they either felt stressed in maintaining their work commitments or became very emotional during pregnancy:

Problems that probably didn’t seem like a problem before all of a sudden seem so much worse, that sort of gets you down a bit –that sort of feeling like you emotional and you really want to talk about something and – but then you wake up in the morning and you’re like I don’t know what I was upset about, it’s probably that sort of feeling that I’ve had throughout the pregnancy. [F3]

Using Mobile Apps
All female participants had experience using various apps that provided pregnancy and postnatal information or assisted in the tracking of fetal movements. The key function they used was to obtain information, such as week-by-week information about their pregnancy progress and the baby’s growth, the symptoms to look out for, nutrition information, and mental health support. Apps for postnatal care were also used by 25% (2/8) of participants to track the feeding, sleep, and growth of their babies. Most participants used the apps to receive information than to enter information:

I actually don’t put much information into it, I use it more just for information like sourcing, but it does allow you to track all your appointments and put all your symptoms in and things like that as well...But just having to enter information every day without kind of getting any information back I don’t know that wouldn’t be so appealing. [F1]

Female Participants’ Attitude Toward mHealth
Female participants’ overall attitude and concerns toward mHealth included the following:

- They would be motivated to use mHealth if they knew that clinicians could access their mHealth data, and they were willing to share and discuss the data with clinicians at the hospital or clinic visits.
- They would prefer to use devices that featured automatic data capture without the need for manual data entry.
- If the use of monitoring devices (eg, blood pressure and blood glucose level) had the potential to be associated with positive outcomes, they would have had a stronger motivation to use them.
- They would be less motivated to use mHealth if they had no medical conditions or potential risks during pregnancy.
- They were concerned that it could be a source of anxiety if the measurements were slightly out of the normal range, adding to the stress they already had during their pregnancy.
- Half of them believed that most of the apps managed data privacy and security well, whereas the other half were concerned about potential security issues with their data. All of them indicated that if there is an assurance of data security and proper use of the data (such as studies aimed at improving pregnant women’s health), they would be more likely to track lifestyle behaviors and health measures.

Clinician Participants’ Perception on mHealth
Overview
Clinician participants saw the potential of using mHealth technologies for the monitoring of health and well-being in pregnant women, particularly for longitudinal monitoring during pregnancy, as complications could develop in women with or without a risk history. They also acknowledged that it could play an important role in supporting the current practices of risk assessment and care for pregnant women with different risk levels. According to them, for pregnant women classified as high-risk and for those who required additional education and monitoring of their health status, mHealth can be an invaluable tool to improve their compliance.

In this section, we have described the clinicians’ views on technology requirements and suitable conditions for mHealth monitoring and the factors that may help introduce technology in their practice.

Broad Requirements
Data collection from multiple sources, incorporating accurate information to pregnant women, clinician portal to access data,
providing features for alertness, and ease of use were among the desired features for the clinicians.

**Health Monitoring Data**

Clinicians agreed that some generic health parameters, such as blood glucose and weight, could be measured by pregnant women at home. The dietitian participant mentioned that a wearable continuous glucose monitoring device was provided to patients with type 1 diabetes and this was supported by the Australian government’s continuous glucose monitoring initiative [43].

The clinicians’ opinions on the measurement of blood pressure at home by pregnant women varied. Of the 13 female participants, 3 (23%) of them were supportive, whereas others expressed concerns. In total, 6 participants explained that misinterpretation and inaccurate readings can cause unnecessary anxiety as pregnant women are not trained to measure blood pressure correctly; individuals’ reference ranges might also be slightly different for each woman, and clinicians did not expect low-risk women to take their blood pressure at all times. One clinician participant commented the following:

> Because they use electronic blood pressure cuffs at home, they are not trained to use a manual one and the electronic ones may not accurate, they can be a bit off and then that could lead to the woman starting to worry and think-oh my blood pressure is so high...If needed we might get them to go to their GP and get it done more frequently...or monitoring blood pressure by visiting the pharmacy. [C8]

**Lifestyle Data**

Clinicians were most receptive to the use of physical activities, diet, and sleep monitoring when considering wearable sensors and apps for pregnant women. One clinician mentioned that some existing blood glucose monitoring apps can collect additional information such as self-reported insulin dose, dietary intake, carbohydrate amounts consumed, and the time of exercise. Another clinician pointed to the link between good sleep and clinical outcomes, such as blood glucose level control. Physical activity tracking was considered particularly useful for women with a high BMI or with diabetes:

> Physical activity is helpful for women, but in terms of us it is not something we ask normal women like we won’t say have you been walking three times this week, but it is relevant if she has diabetes where she needs to do the physical exercise of if she has a higher BMI. [C8]

**Questionnaire Data**

Incorporating validated questionnaires (such as the Edinburgh questionnaire to measure the risk of mental health issues) into an mHealth solution was suggested by some clinicians. However, they also pointed out that the questionnaire results would need to be analyzed in combination with other measures. The frequency of the questionnaire should be considered on a case-by-case basis, and guidelines were needed for clinicians to follow up on the results, as one clinician explained:

> We have to have some process of being able to pick that up and work with, say if someone reports that they’re not doing so well or they have suicidal ideation we have to make sure we have clear pathways of what to do with that information. [C6]

**Incorporating Accurate Information and Feedback**

Clinicians saw the importance of incorporating an app providing tailored information and feedback to pregnant women into the mHealth technical solution.

According to the clinicians, pregnancy is a process of education and information seeking for pregnant women. Not all pregnant women read the material provided by hospitals. Some might not know their risks, the consequences of the risks, and the symptoms to watch. They might seek materials from the internet or educational content from the available apps that provide general information. Hospitals did not provide suggestions for the selection of apps.

Clinicians highlighted that educational content needs to be accurate and tailored to particular conditions. Ideally, it should provide individualized information or advice to women with different risk factors and should integrate targeted information as a component to encourage the women’s use of mHealth during pregnancy. One clinician said, “It’s just got to be continually meeting the needs of the different cohorts and the health literacy of the individual” (C7).

**Access Data by Clinicians**

Clinicians discussed the need for a portal or central source of mHealth data for different clinicians to access. The ability to review the data can better support patient-clinician communication and improve the efficiency of face-to-face consultations.

**Alerts**

The clinicians were supportive of an alert feature. They pointed out that one key aim of monitoring should be to make women respond to their data, that is, women getting flagged by an alert that could trigger their access to health professionals. Predictive analysis based on the monitoring data could also potentially provide alerts to clinicians to allow early detection of problems and timely interventions.

**Ease of Use**

Clinicians highlighted that mHealth technology needed to be user-friendly and with minimum effort to use for pregnant women. They suggested that mHealth solutions incorporate monitoring devices with the feature of automatic data capture.

**Clinical Considerations for mHealth Monitoring**

The conditions in pregnant women groups that can potentially benefit from mHealth technology-assisted monitoring were discussed by the clinicians.

**Gestational Diabetes**

Pregnant women diagnosed with GDM receive ongoing support from diabetes educators, diabetes dietitians, and endocrine specialists from the pregnancy to postnatal stages. According to our clinician participants, women with GDM were advised...
to test their glucose levels at home 4 times a day using a glucose monitor, record the results, and have periodic follow-up visits at the hospital. Existing glucose monitoring practices require extensive effort from both female patients and clinicians. Clinicians could benefit from easy access to data through web-based or mobile solutions. Our clinician participants indicated that GDM is the most common and suitable medical condition to consider for mHealth interventions.

Hypertension

For women with hypertension, blood pressure needs to be monitored for potential risks of preeclampsia, or to assess the patient’s response when taking medication for high blood pressure. It is important to provide training to these women on how to use blood pressure monitoring devices. Blood pressure measures also need to be assessed in combination with symptoms such as headache, blurred vision, and swelling as well as pathology tests.

Obesity or High BMI

Women with a high BMI might have pre-existing diabetes or are at a high risk for gestational diabetes. It is important for them to maintain an appropriate lifestyle. They can benefit from regular weight tracking and diet monitoring.

Mental Health

This includes antenatal and postnatal depression, anxiety, and depression. mHealth has the potential to help track how pregnant women feel, their mood, and when to receive timely intervention and counseling.

Stillbirth Prevention

Obstetrician participants pointed out that despite previous efforts to improve care and monitoring, progress in reducing stillbirth rates remains low. Sleep apnea can be a risk factor for stillbirth, and obstetricians were interested in investigating the relationship between sleep abnormalities and stillbirth using smart sensor technologies.

Other

Women with previous history of pregnancy problems, such as fetal growth restriction and fetal loss, were discussed by the clinicians.

Challenges

Although the clinicians were positive about the potential uses of mHealth technologies, challenges around engaging pregnant women, technology issues, changes in practices, and evidence-based solutions were discussed in the interviews.

Women’s Engagement

According to clinician participants, pregnant women’s compliance with self-reporting (such as diet and questionnaires) could be a challenge, especially for women who were busy and if the recording process was not simple. Women might stop using the monitoring devices if monitoring created anxiety. Language and cultural barriers can be an issue for the engagement of non–English-speaking groups. Although pregnant women diagnosed as high-risk tend to be more compliant, providing education and showing benefits can potentially improve data collection compliance for other women:

I would worry about the compliance that was going to be my first feedback...their lives are so busy and their stress levels fluctuate a lot and they would find it hard to commit all the time...I think the compliance is as good as the education they’re given, if we explain it well and how it can benefit them and empower them... So the biggest blockage for technology is compliance and consistency. [C3]

Technology

Technology concerns were captured during the interviews. These included accuracy of wearable sensors and devices, as it was directly linked to the reliability of the data, and the cost of a device, as it was an issue for women with low income if the device was expensive. Therefore, providing individualized information was a challenge, as it would be difficult to meet the complex needs of different women and their different conditions.

Intelligent modeling for prediction and its accuracy can be challenging. From a medical perspective, predicting a medical condition is not easy, according to one obstetrician:

At this stage, in terms of finding predictors, in the first trimester, second, early second trimester, that would predict things like preeclampsia, things like gestational diabetes, things like growth restriction or foetal demise, even now they're still not there, they don’t exist. [C11]

An obstetrician pointed out that detection of clinical abnormalities can be enhanced by including other clinical and health data from electronic health record systems. However, the integration with other record systems can be a challenge.

Change of Practices

Few self-reported measures (except for blood glucose level for patients with diabetes and weight tracking at some hospitals) were collected in standard practice at the time of our study. The midwives did not collect objective physical activity data and diet information from low-risk women.

Reviewing the women’s monitoring data when introducing mHealth was raised as a concern by some clinician participants (eg, obstetricians) as it would require extra work in their already busy schedules. However, other clinicians (eg, midwives) responded that this would not be an issue for them, but it might need a dedicated staff member to take the responsibility and time to check the data and follow up when needed. Intelligent decision-making with alerts for abnormal measures was considered helpful for clinicians.

There is also a need to improve communication between clinicians from multiple disciplines, including GPs. Engaging busy clinicians by showing potential outcome improvements could motivate them to be involved:

All clinicians want to do the right thing but only have a limited amount of time, so I think you would engage clinicians by showing them the data on...literature...and (explain) that if we do this, women are less likely to end up having this outcome...I think people would be excited for that. [C2]
Demonstration of Impact

Clinician participants supported the approach of conducting an evidence-based trial before introducing mHealth into practice. Most clinicians were willing to participate in an mHealth trial. The initial steps they suggested included targeting particular groups (eg, women in rural and remote areas) and particular conditions and supporting women from low socioeconomic backgrounds where the prevalence of risk factors is common, and technology can make a difference:

So I think in the right conditions with the right people it would work. I could see that it would certainly work in some of the rural and remote areas...if they could just with an App send in their information and then someone can look at it and just ring them up and reassure them. [C9]

Discussion

Potential Interests

mHealth technologies for health and lifestyle monitoring have been used in the general population. There is a growing interest in introducing mHealth solutions to support the pregnancy journey, which is the period of a woman’s life that involves significant physiological changes and potential risks [29,44]. In this study, we examined the interests and perceptions of women and clinicians regarding the use of mHealth for health and well-being monitoring during pregnancy.

Our study showed that female participants were open to the use of wearables and health monitoring devices to track health and well-being in general, with most of them having previous experience of using physical activity trackers and mobile apps before and during their pregnancy. This result echoes previous research [25,30], including a study conducted in the Australian context [24]. Despite low interest in monitoring lifestyle behaviors among low-risk pregnant women with no medical problems, all female participants felt comfortable sharing information from wearable and monitoring devices with their clinicians and would have felt motivated if clinicians could review the data. In addition, women with a GDM diagnosis were normally engaged in continuous health monitoring of blood glucose, with data being recorded manually, and would be supportive of an mHealth solution to make the process more efficient.

Clinicians in our study did not use mHealth technology and wearables or prescribe mobile apps in the current practices. However, our findings revealed that there was an overall positive response among these clinicians on the potential benefit of mHealth for monitoring pregnant women’s health and well-being and promoting healthy lifestyle behaviors during pregnancy, similar to the findings of other studies [24]. Despite the concern about women’s anxiety caused by self-interpretation of the data, clinicians were interested in using mHealth monitoring to assist the current practices of risk assessment and regular checks with pregnant women. Our study also highlights that mHealth monitoring is aligned with the trend of extending the context of perinatal care to a longitudinal health and well-being care model [26,42]. It can further serve to empower pregnant women to take more of an active role in their lifestyle behaviors during the antenatal, pregnancy, and postnatal periods.

Improving Engagement With mHealth Technology

Overview

Building a rich and multidimensional data pool is required to identify changes in lifestyle, health indicators, and risk factors associated with pregnancy complications. However, the motivation and sustainability of long-term data collection in pregnant women might be difficult [19,27,30]. We found that different contexts (eg, health status and access to support network) can impact an individual’s decision to track and share data. Our findings have shown that higher compliance can be achieved in women who were already engaged with their care (eg, women with higher risk) and women who embraced technology. Women with busy work commitments were less likely to comply with the use of mHealth solutions.

Design Considerations

Our study has shown that monitoring requirements and care needs vary with the combination of particular conditions and risk levels among pregnant women. As such, technology solutions need to be tailored to the unique needs as per the conditions and risk levels of the individual women. Different modules with different monitoring parameters and monitoring frequencies can be made available for clinicians to select and assign to women based on the severity of their conditions and risks. For women considered to be at high risk or for those with an available diagnosis, the focus of the solution can be on using condition-specific devices and parameters to help prevent adverse events and provide alerts to both pregnant women and their clinicians. For low-risk women, to reduce their unnecessary burden and anxiety, the focus of the solution should be to help them establish healthy lifestyle behaviors and watch their symptoms without the daily collection of medical data.

Irrespective of the risk levels, our research suggests that women will benefit from a mobile app that not only interfaces with monitoring devices but also provides guidance on healthy lifestyle and behavior changes. Other studies have shown that mHealth interventions often require support from other modalities, such as educational content [45,46]. Our study has revealed further details about the women’s tendency to seek trustworthy tools that deliver answers to weekly pregnancy and baby growth information, concerns in early pregnancy stage, information support services, and personalized information, such as nutrition, fitness, and weight. Pregnant women require clinically accurate and actionable information and feedback. Simple, engaging, tailored, and risk-appropriate information and text messaging delivered according to their stage of pregnancy can be useful in maintaining pregnant women’s interests and satisfaction. Similarly, motivation tools such as medals and rewards in apps can provide them with encouragement for achievements, such as targeted physical exercises or healthier gestational weight gain.

Implementation Considerations

Our study suggests some strategies on how to work best with less motivated pregnant women. First, one possible solution to
help overcome this challenge would be to introduce the technology to women during the first trimester, which is a difficult stage when mental health support and self-guided information seeking are needed. This would allow them ample time to get comfortable with the technology and overcome some level of anxiety, thus motivating them for continued use in the later stage. Second, clinicians’ recommendations and indications of potential positive outcomes in women can help improve their acceptance. This may contribute to lesser anxiety and stress and higher motivation and reassurance for the women if they know that clinicians are involved. Finally, providing education and training to women in using technology is also important to reduce unnecessary stress and anxiety associated with mHealth during pregnancy.

Introducing mHealth Technology in Practices

Overview

Given the complexity of pregnancy care, there are challenges in introducing mHealth monitoring in care practices. Detecting clinical abnormalities and analysis based on high volume and heterogeneous data generated from mHealth devices can be challenging. This requires the skills necessary to accurately analyze the data for sound clinical decision-making. Participants of this study were also concerned about the extra workload for clinicians in data monitoring.

Design Considerations

Female participants and clinician participants of this study were supportive of having an mHealth system with an alerting function that could not only notify the clinicians of changes in a woman’s condition but also enable the women to be aware of problems and to be proactive in seeking professional service. Research in advancing data mining techniques and personalized algorithms has made intelligent detection and risk awareness possible.

However, according to our interviewed clinicians, accurately predicting the likelihood of a pregnancy risk and change in a condition is difficult in pregnancy care. It might require a multidisciplinary approach that considers pregnancy risk factors, symptoms, laboratory findings, and even data about the baby.

Health monitoring using physiological and activity measures from wearable sensors has been growing recently, but the integration of these technologies into practices, particularly pregnancy care, has been limited due to concerns about patient privacy, uncertainty about the reliability of the technologies, and usability, as reported in other studies [29,30,33,38]. In this study, the women’s views on privacy varied. Some women were not worried about it, whereas others were cautious about providing their data because of concerns regarding the maintenance of confidentiality for the captured data. Uncertainty in the reliability of these emerging wearables was also expressed by the clinician participants. Ease of use and automatic data capture were among the women’s and clinicians’ requirements for the devices. Technology development in truly wearable, miniaturized, and nonintrusive technologies can lower the barrier of usability and allow passive and longitudinal data collection.

Implementation Considerations

In this study, the clinician participants anticipated that some medical conditions such as GDM, hypertension, and mental health could benefit from the use of mHealth monitoring. However, evidence on the effectiveness of mHealth monitoring in pregnancy is limited and needs further investigation before supporting its future use. They suggested that some medical conditions (eg, GDM) and groups (women in rural and remote areas) would be suitable for the feasibility trials of mHealth and for further investigations before implementation. Longitudinal studies are needed to evaluate the efficacy of mHealth solutions for monitoring during pregnancy, especially in high-risk pregnancies as well as acceptability among pregnant women and clinicians to promote the uptake of mHealth technology.

Limitations

Due to the constraints in the hospital ethics application process for studies involving pregnant patients in hospitals, we were not able to recruit female participants from the hospital during the study period. All female participants were recruited through community advertisements and word of mouth. As such, the number of female participants was limited, particularly those in the first trimester of their pregnancy. Additionally, the clinician participants were recruited from a public hospital, although the obstetricians also worked at private hospitals. To enrich the current findings, further studies could gain insights from more clinicians working in private hospitals and the GPs. Finally, in this study, we only captured limited socioeconomic information from female participants. We found that the participants touched upon (only slightly) the challenges for women with low income or women with diverse cultural and linguistic backgrounds during the interviews. Future research on the impact of pregnant women’s socioeconomic status and cultural background might be needed to better understand the technology generalizability and digital equity in mHealth for pregnancy care.

Conclusions

We have explored the aspects of current risk assessment practices, users’ motivations, and concerns as well as clinical and technical factors that need to be considered when designing and introducing mHealth monitoring solutions for pregnant care. Adequate high-quality data collected through longitudinal monitoring is required for the intelligent detection of risks. We discussed technology solutions and implementation strategies to improve pregnant women’s engagement with technology and data collection, which are critical for mHealth solutions to facilitate the tracking of health and behavior changes during pregnancy. Future research will include feasibility studies to inform the development of mHealth technology and evidence-based evaluation studies to understand the efficacy of mHealth solutions in supporting pregnancy care.
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Abstract

Background: Fetal alcohol spectrum disorders (FASD) are prevalent neurodevelopmental conditions. Significant barriers prevent family access to FASD-informed care. To improve accessibility, a scalable mobile health intervention for caregivers of children with FASD is under development. The app, called Families Moving Forward (FMF) Connect, is derived from the FMF Program, a parenting intervention tailored for FASD. FMF Connect has 5 components: Learning Modules, Family Forum, Library, Notebook, and Dashboard.

Objective: This study assesses the feasibility of FMF Connect intervention prototypes. This includes examining app usage data and evaluating user experience to guide further refinements.

Methods: Two rounds of beta-testing were conducted as part of a systematic approach to the development and evaluation of FMF Connect: (1) an iOS prototype was tested with 20 caregivers of children (aged 3-17 years) with FASD and 17 providers for the first round (April-May 2019) and (2) iOS and Android prototypes were tested with 25 caregivers and 1 provider for the second round (November-December 2019). After each 6-week trial, focus groups or individual interviews were completed. Usage analytics and thematic analysis were used to address feasibility objectives.

Results: Across beta-test trials, 84% (38/45) of caregivers and 94% (17/18) of providers installed the FMF Connect app. Technological issues were tracked in real time with updates to address problems and expand app functionalities. On use days, caregivers averaged 20 minutes using the app; most of the time was spent watching videos in Learning Modules. Caregiver engagement with the Learning Modules varied across 5 usage pattern tiers. Overall, 67% (30/45) of caregivers posted at least once in the Family Forum. Interviews were completed by 26 caregivers and 16 providers. App evaluations generally did not differ according to usage pattern tier or demographic characteristics. Globally, app users were very positive, with 2.5 times more positive-than-negative-coded segments across participants. Positive evaluations emphasized the benefits of accessible information and practical utility of the app. Informational and video content were described as especially valuable to caregivers. A number of affective and social benefits of the app were identified, aligning well with the caregivers' stated motivators for app use. Negative evaluations of user experience generally emphasized technical and navigational aspects. Refinements were made on the basis of feedback during the first beta test, which were positively received during the second round. Participants offered many valuable recommendations for continuing app refinement, which is useful in improving user experience.
Conclusions: The results demonstrate that the FMF Connect intervention is acceptable and feasible for caregivers raising children with FASD. They will guide subsequent app refinement before large-scale randomized testing. This study used a systematic, user-centered design approach for app development and evaluation. The approach used here may illustrate a model that can broadly inform the development of mobile health and digital parenting interventions.

(JMIR Form Res 2021;5(12):e29687) doi:10.2196/29687
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Introduction

Background

Fetal alcohol spectrum disorders (FASD) are a range of conditions associated with prenatal alcohol exposure (PAE) [1]. PAE can affect the development of the brain and other organ systems, resulting in neurodevelopmental impairment and high rates of physical and mental health problems [2,3]. FASD are highly prevalent, occurring in an estimated 1%-5% of the US population [4]. Unfortunately, FASD are markedly underrecognized, and most individuals do not receive an accurate diagnosis [4,5]. Families often only know an individual was exposed to PAE and is showing learning or behavior concerns. Many barriers to care exist because of the pervasive lack of knowledge about FASD across service systems and in the broader community [6,7].

People with FASD have important strengths, including social motivation, resilience, and individual passions and talents [8,9]. They strive to be included and contribute meaningfully to their communities. Caregivers (ie, biological, foster, adoptive, and relatives) are dedicated to supporting their children with FASD or PAE and undertake numerous protective actions to reduce system barriers and help their own children and families adapt to challenges [10-12]. However, responding to FASD remains a very stressful experience, often fraught with difficulties accessing the resources and information needed. A growing number of evidence-based interventions have been studied in preschool and school-aged children with FASD [13,14]. It is unfortunate that none of these are, as yet, widely available in community settings. Thus, innovative and scalable solutions are required.

A Systematic, User-Centered Design Approach to App Development and Evaluation: The Example of Families Moving Forward Connect Programmatic Research

To address significant barriers to care affecting this population, we developed a mobile health (mHealth) intervention called Families Moving Forward (FMF) Connect. mHealth, or the application of smartphones or wireless technologies to improve health, has bourgeoned since the emergence of app stores in 2008 [15]. mHealth has many potential advantages, including increasing health care capacity, providing patient access to tailored and immediate support, reducing stigma in obtaining care, and improving cost-effectiveness [16]. FMF Connect is the first known mHealth app developed and tested for FASD.

The task of developing and evaluating the FMF Connect mHealth intervention is being carried out following a systematic, user-centered design approach to app development and evaluation (Figure 1). Unfortunately, deployment of this type of systematic approach has been relatively rare for mHealth interventions [17-19]. This methodology integrates user-centered design principles, which emphasize understanding users, tasks, and environments, with the process of obtaining iterative and collaborative input from users [20-22]. There are seven phases to this approach, as operationalized in Figure 1. Of course, the process is more complex than that illustrated in Figure 1. There are certainly feedback loops between phases that indicate iterative change. This study describes the model, which involves a multidisciplinary development team and engagement of key stakeholders through focus groups and beta-testing. We also include the presentation of data from the fifth phase of the model to reveal specifically how user data from beta-testing can strategically refine and enhance app design. We note that this generalized approach can be used in the broader field of mHealth development.

In the first phase of this approach, the self-directed FMF Connect app was carefully derived from the empirically supported, therapist-led FMF Program developed by Heather Carmichael Olson, PhD and colleagues at the Seattle Children’s Research Institute and the University of Washington [23-25]. The standard FMF Program integrates clinical techniques of positive behavior support, cognitive behavioral techniques, and motivational interviewing to improve primary outcomes of parenting efficacy, cognitive appraisal of the child and parent–child relationship, improving relevant knowledge, meeting family needs, and child behavior. On the basis of this theoretical framework, the FMF content, principles, and methods were successfully adapted to the mHealth format, with the addition of unique content and features [26].

Figure 1. Phases of a systematic, user-centered design approach to mobile health intervention development and evaluation.
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In the second phase, most standard FMF Program content was preserved, but the flow of content delivery was adapted to be more amenable to self-direction by caregivers. There were additional adaptations from a technological perspective. In the third phase, FMF Connect was implemented by leveraging functionalities offered by modern mobile devices and by now ubiquitous access to the internet and Cloud services, as well as considering evolving technological possibilities and the different ways in which users interact with them. In the fourth phase, the initial interface design and functionalities were further refined through stakeholder input with caregivers in focus groups across 5 US cities [26].

This study focuses on the fifth phase of our user-centered design approach for systematic development and evaluation. This phase involves beta-testing of initial app prototypes followed by qualitative analysis of key informant interviews and data drawn from usage analytics to assess the feasibility of the intervention and guide further app refinements.

In this systematic model, the sixth phase involves pilot testing the intervention and trial procedures to establish the best methods for understanding the app in terms of the intervention process and outcomes. This stage is critical for optimizing the intervention and study methods for a larger-scale randomized controlled trial (RCT). The seventh phase involves a rigorous evaluation of app outcomes (and intervention process) through an RCT. Future studies will discuss findings from these phases of programmatic FMF Connect research.

**FMF Connect: A Novel mHealth Intervention**

The FMF Connect app consists of 5 primary components (Figure 2), which have been previously described in depth [26]. Briefly, the Learning Modules make up the core intervention and comprise 12 modules across three levels of educational content and skill development important in parenting children with FASD and behavioral concerns. In addition to brief educational text, the Learning Modules include exercises for active learning, and videos of real families demonstrating ideas and sharing their experiences. The Library contains additional videos augmenting those in the Learning Modules and fact sheets providing psychoeducation on important additional topics, such as mental health diagnoses, medication, trauma, advocacy, and resources. The Family Forum is a peer-moderated discussion forum where users can connect with others, share joys and challenges, and seek support or advice. Finally, the Notebook allows users to save content and exercises they wish to revisit later, and the Dashboard shows the user’s progress.

**This Study**

In our systematic approach, the first four phases resulted in the development of FMF Connect app prototypes. In this study we report findings from the critical fifth phase, in which we conducted two rounds of beta-testing of the FMF Connect app prototypes to test feasibility; specifically, the feasibility and acceptability of the app intervention [27]. Each round of beta-testing involved 6-week trials, followed by key informant interviews and examination of app usage analytics. We engaged key stakeholders, including caregivers of children with FASD and medical, mental health, and other providers, to elicit their

---

**Figure 2.** The 5 primary components of the Families Moving Forward Connect mobile health intervention for caregivers of children with fetal alcohol spectrum disorders.
experiences and perspectives on the FMF Connect intervention. The feasibility trial was guided by the following objectives, informed by the Eldridge et al [27] conceptual framework:

1. Examine app usage data and crash reports to identify the required technological and functional refinements of the FMF Connect app.
2. Conduct focus group and individual interviews with participants to evaluate the user experience of the FMF Connect app to guide further app refinements.

The study results highlight important directions for the ongoing refinement of the FMF Connect app. By operationalizing a systematic model of app development and evaluation in this project, the findings also have broader implications for mHealth applications. Overall, this project offers generalizable ideas about methods for enhancing the acceptability and rigor of mHealth applications, a vital consideration as the field of digital health rapidly expands.

Methods

Study Design

This study was designed to assess the feasibility of initial prototypes of the FMF Connect intervention from both technological and user experience perspectives to guide further development of the app. This study involved two rounds of beta-testing, which allowed the examination of iterative feedback. The first round of beta-testing (BT1) was conducted from April to May 2019 and included the iOS prototype. The second round (BT2) was conducted from November to December 2019 and an updated iOS prototype and a new Android prototype with the same content and features were tested. Each beta test lasted approximately 6 weeks and included caregivers of children with FASD and providers working with this population.

To address the study objectives, this study used a concurrent quasi-mixed-methods design with equal priority given to both method types [28]. In other words, both quantitative and qualitative analytical methods were used. However, these methods were used to answer different aspects of the research question (ie, the feasibility of FMF Connect intervention prototypes). Therefore, deliberate integration of findings during the interpretation of results was not warranted [29]. After each 6-week trial, focus group and individual interviews were used to elicit participants’ perspectives about the app (qualitative data). Usage data and crash reports were also collected within the app and used to assess the functionality of the app (quantitative data). All study procedures were approved by the university’s institutional review board before initiation.

Participants

A total of 63 participants (45/63, 71% caregivers; 18/63, 29% providers) were enrolled as described below by participant type. Table 1 describes the demographic information. Participants resided in 18 US states.
Table 1. Participant characteristics (N=63).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Caregiver (n=45)</th>
<th>Provider (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>42 (93.3)</td>
<td>17 (94.4)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>50.41 (11.33)</td>
<td>45.28 (11.60)</td>
</tr>
<tr>
<td>Range</td>
<td>31-73</td>
<td>28-70</td>
</tr>
<tr>
<td><strong>Average age of children with FASD</strong> a (n=64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>9.70 (3.58)</td>
<td>N/A b</td>
</tr>
<tr>
<td>Range</td>
<td>4-17</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Caregiver ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>3 (6.7)</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td><strong>Caregiver race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American or Black</td>
<td>4 (8.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0.0)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>White</td>
<td>40 (88.9)</td>
<td>17 (94.4)</td>
</tr>
<tr>
<td>Native American or Alaska native</td>
<td>2 (4.4)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific islander</td>
<td>0 (0.0)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-school diploma or GED c</td>
<td>2 (4.4)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Some college, trade school, or Associate’s degree</td>
<td>13 (28.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>12 (26.7)</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>Master’s degree or higher</td>
<td>13 (28.9)</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td>Doctoral or professional degree</td>
<td>5 (11.1)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td><strong>Relation to child, d n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological parent</td>
<td>1 (2.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Adoptive parent</td>
<td>32 (71.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Foster parent</td>
<td>1 (2.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Grandparent</td>
<td>9 (20.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other relative</td>
<td>2 (4.4)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Family income (US $), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15,000-24,999</td>
<td>2 (4.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>25,000-34,999</td>
<td>3 (6.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>4 (8.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>7 (15.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>4 (8.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>100,000-149,999</td>
<td>12 (26.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>150,000 or more</td>
<td>9 (20.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>4 (8.9)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Community type, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>7 (15.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Suburban</td>
<td>33 (73.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Urban</td>
<td>5 (11.1)</td>
<td>N/A</td>
</tr>
</tbody>
</table>
### Caregivers

Caregivers, including biological, foster, adoptive, and relative caregivers (Table 1), were recruited through multiple mechanisms. Information about the study was shared with providers affiliated with the Collaborative Initiative on FASD and with moderators of national and regional FASD listservs and support groups, to be widely distributed to interested families. We also contacted eligible families in our university’s FASD research registry. Caregivers reported learning about the study from the following sources: provider referral (n=16), FASD research registry (n=3), national and regional FASD listservs (n=9), online support groups (n=5), and nonspecified (n=12). Caregivers were eligible for this study if they had a child with FASD or PAE between the age of 3 and 17 years and lived in the United States. Although FMF Connect is designed for caregivers of children aged 3-12 years, caregivers of adolescents (aged 13-17 years) were also included (n=9). These caregivers were able to reflect on their experiences in parenting their children across the full age range targeted by the app and evaluate the app in this context. A subsample of caregivers (n=7) who had previously completed the standard FMF Program was specifically recruited for this study. These caregivers could offer important insights on what it is like to learn this content in a self-directed manner through FMF Connect versus their prior lived experience of participating in the in-person, therapist-led standard FMF Program.

### Providers

Although providers serving children with FASD and their families (eg, medical and mental health providers, occupational therapists, and advocates or educators) are not intended to be direct consumers of the FMF Connect intervention, there were several important reasons to solicit their feedback. First, many serve a diverse range of families and could offer insights to augment those provided by caregivers enrolled in the study. In addition, providers are likely to be a primary future referral source for the FMF Connect app. Gaining their perspective early in development may facilitate app acceptability so that providers will more likely share it with families once it is widely available. In this study, providers working with children with FASD were purposefully sampled through known provider networks relevant to this population. Providers were eligible for this study if they served children with FASD and their families and worked in one of these professions: medical provider (5/18, 28%), mental health providers (8/18, 44%), occupational therapists (2/18, 11%), and FASD advocates or special educators (3/18, 17%). A subsample of providers with experience delivering the standard FMF Program (9/18, 50%) was specifically targeted for this study.

### Procedures

Interested participants were sent the study consent form and demographic questionnaire. Informed consent was then completed with the study coordinator over Zoom (Health Insurance Portability and Accountability Act–compliant) or via phone. Participants returned the signed consent and demographic form before receiving the app prototype and installation instructions.

During the 6-week beta tests, participants could use the app at their discretion. As part of the intervention, the participants received weekly emails. These highlighted specific app features and content and provided information on technical assistance access. The Family Forum was moderated by 2 experienced caregivers who had previously completed the standard FMF Program and were supervised weekly by the first author. The study team monitored use and metrics throughout each trial.
Bugs and crashes were tracked, and updates were sent to address problems or expand functionalities.

Following each 6-week trial, participants were asked to complete individual or focus group interviews with a member of the study team. In BT1, focus groups were organized by participant type and usage pattern (eg, number of modules completed, relative time spent in the app). Interviews were offered to participants when focus group participation was not possible because of schedule conflicts or comfort levels. For logistical reasons, planned individual interviews were conducted with all BT2 participants. Data collection was completed via Zoom for all but one BT2 caregiver participant, who preferred an in-person interview to better accommodate hearing loss. The questioning route (details provided in Multimedia Appendix 1, Table S1) was similar across both beta tests. However, two topics were added to BT2 to assess participants’ perspectives on new features. Topics included Global Impressions & Experiences; Usage/Engagement; Technology; Utility; and Experience with Individual Components (eg, Learning Modules and Family Forum). After introducing the Global Impressions & Experiences topic, interviewers were given flexibility regarding the order in which they covered subsequent topics. This was done to facilitate conversational flow and follow the participant’s lead during the discussion.

Data Analysis
Audio and video recordings of individual and focus group interviews were transcribed by the research staff. Observations of nonverbal (eg, tone, affect, referencing app on phone) were integrated within each transcript. All transcripts were checked for accuracy and completeness. The data were then imported into Atlas.ti for coding and analysis. Four research team members conducted primary analyses: one of the principal investigators, a graduate student, and 2 research staff. All members of the analysis team were involved in data collection.

A thematic analysis [30,31] was undertaken to understand participants’ experiences using the app from both technological and content standpoints. Coding methods were selected a priori to inform further app refinements for subsequent larger-scale trials. These include structural, evaluation, and value coding [31,32]. Structural coding was used to delineate when participants discussed different app components (eg, Learning Modules and Family Forum). Evaluation coding was selected to identify participants’ positive or negative judgments about the FMF Connect app and recommendations for further improvements. Value coding was used to identify caregiver values, attitudes, and beliefs related to the experiences of raising a child with FASD and using the FMF Connect app. For provider data, value coding was only used when providers spoke about their perceptions of the values, attitudes, and beliefs of caregivers.

Systematic thematic coding of transcripts was completed between May and December 2020. Four parent interviews from BT1 were randomly selected and independently coded by line by line by all 4 coders to establish the study codebook. Weekly meetings were held to establish consensus and operationalize first-level codes. The remaining BT1 caregiver interviews were then distributed across coders, taking care not to assign transcripts to the team members who had conducted the interviews. Weekly coding meetings were held to address any coder questions or suggestions for new codes.

Following completion of BT1 parent interviews, the team engaged in code mapping to organize and consolidate first-level codes into preliminary second-level pattern codes to facilitate subsequent coding [31,32]. BT1 provider coding and BT2 coding followed the same process. The preliminary second-level pattern codes represented the data well across BT1 providers and all participants in BT2. No new second-level pattern codes were added across these participants, suggesting adequate data saturation and consistency across trials.

Participant matrices [31] were used to examine variance in second-level pattern codes across participants and several key demographic features (eg, prior participation in FMF, BT1 vs BT2). Participant demographic variables were imported into Atlas.ti, and code co-occurrence tables were examined to assist with this process. Team members iteratively consolidated and interpreted the connections among the data through analytic memo writing to derive the final analytic model.

App usage metrics were examined for caregivers. Usage data were extracted from the cloud services used for the app. Descriptive statistics were calculated for several indices (eg, number of modules completed, number of posts in the Family Forum, and total time spent in the app). Learning Module completion patterns were examined using graphical methods.

Results
Objective 1: Examine App Usage Data Metrics to Identify Any Needed Functional Refinements to FMF Connect
Overview
Table 1 provides the breakdown of participants and the type of operating system across the beta tests. A total of 84% (38/45) of parents (BT1=16/20; BT2=22/25) and 94% (17/18) of providers (94%; BT1=16/17; BT2 1/1) installed the FMF Connect app. In BT1, 4 updates of the iOS app were distributed; in addition to bug fixes and performance improvements, updates included the ability to see if there were new posts in the Family Forum since the last user’s login, the addition of the Profile Graph Tool, and improvements in the screen unlocking experience and avatar customization. In BT2, 3 updates of the iOS app and 2 updates of the Android app were distributed for bug fixes and performance improvements.

On use days, caregivers averaged approximately 20 minutes (mean 19.63, SD 19.59 minutes) using the app. The largest amount of time was spent watching videos in the Learning Modules (45% on average). In the Family Forum, there were 54 original posts in BT1 and 45 posts in BT2. A total of 67% (30/45) of users posted at least once in the forum.

Not unexpectedly, patterns of use varied considerably among caregivers. The standard FMF Program is similar in total time spent on other parent training programs. The FMF Program typically involves 6 to 9 months of therapist-delivered content in a collaborative therapeutic relationship with caregivers.
(sessions every other week). Therefore, we did not necessarily expect users to complete all 12 modules in the initial 6-week test. Usage data differed according to the operating system and will be discussed separately.

**iOS Usage**

Figure 3 shows the number of Learning Modules completed by iOS users by beta test. A total of 31% (10/32) of iOS users who installed the app completed at least through module 6 (an average of 1 module per week). We also examined the time spent on each activity within the modules. Bar graphs for each module were created with minutes spent in sections by the user (not shown). Through visual inspection, 5 usage tiers were characterized based on time devoted to activity completion and conceptual organization of modules, ranging from tier 1=higher robust use to tier 5=installed but no module use (Table 2 provides descriptions and number of users per tier). Figure 4 shows this classification graphically. Graphs were also created for Learning Module total time per day to illustrate usage patterns by tier (Figure 5).

**Figure 3.** The number of Learning Modules completed by caregivers using Families Moving Forward Connect on iOS phones by beta test. The first round of beta-testing (BT1) had 4 caregivers who did not install the app and 1 who installed but had no module completion. The second round of beta-testing (BT2) had 2 caregivers who did not install the app and 2 who installed but had no module completion.
### Table 2. Learning module usage tiers for iOS users who installed the Families Moving Forward Connect app.

<table>
<thead>
<tr>
<th>Tier</th>
<th>Description</th>
<th>iOS users (n=32), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Higher robust use:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Completed at least up through module 9 (level 3) or finished all modules</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Generally adequate time to complete activities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 (19)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Moderate use:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Completed at least up through module 6 (level 2) with adequate time to complete core activities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• May have had some variable usage (eg, skipping through activities) in some sections or modules after 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (13)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Good level 1 use, but drop off:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Demonstrated adequate time to complete activities in modules 1-3 or 1-4 (level 1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 (25)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Minimal or low use:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Only completed up through modules 1 or 2, or</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Inadequate time to review information or complete activities (skipped through screens)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 (34)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Installed but no module use</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (9)</td>
<td></td>
</tr>
</tbody>
</table>

*a6 iOS users did not install the app; 4 were in first round of beta-testing, and 2 were in the second round of beta-testing.*

### Figure 4. Tier classifications of usage for iOS users of the Families Moving Forward Connect mobile health intervention.
Figure 5. Total time spent in Learning Modules by day of use for iOS users grouped by usage tier.

Tier 1 users tended to distribute their use of the app across regular sessions of 15-30 minutes or several very lengthy sessions of 60-120 minutes toward the beginning of the trial; total app use time was between 4 and 8 hours for these users. Tiers 2 and 3 users tended to use the app more sporadically and for a shorter period than those in tier 1. A few users also had a spike of high use toward the end of the trial, which likely coincided with scheduling a study interview. Many tier 4 users logged in just once or twice. The 2 tier 4 users with a higher percentage module completion quickly skipped through most screens.

iOS usage tier membership was also examined by participant characteristics through visual inspection and statistics (chi-square and analysis of variance). Usage tier did not differ by caregiver age ($F_{3,1.41} = 1.26; P = .26$), level of education ($\chi^2_{6.15} = 6.73; P = .09$), previous receipt of standard FMF ($\chi^2_{3.77} = 2.77; P = .43$), target child age ($F_{3,2.46} = 2.46; P = .09$), or income level ($\chi^2_{18.23} = 23.17; P = .18$). Tiers varied according to comfort with technology ($F_{3,9.07} = 9.07; P < .001$). Participants who rated themselves lower on comfort with technology were surprisingly more likely to be in tier 1.

Android Usage

Given the small size of the development team, the Android prototype was implemented on a schedule deliberately set behind the iOS prototype, and not all functionalities were available at the time of beta-testing. Nevertheless, the app was distributed to Android users for the initial testing of the technology. Usage patterns for Android users in BT2 differed from those of iOS users across tests, likely because of technical problems with the Android prototype. Incomplete data appear to have been recorded in cloud services for Android users. This may have occurred because of synchronization issues after users completed modules offline. The data recorded show that 3 of the 6 users completed at least some (but likely all) of each of the first 4 modules. The other 3 users only have data recorded for some of module 3. Toward the end of BT2, a few users reported that they could not unlock modules in level 2 of the app. It is possible that these users would have proceeded further in using the app if they had not encountered this technical barrier.
Objective 2: Using Qualitative Methods, Evaluate the User Experience of FMF Connect to Guide Further App Refinements

Overview

We attempted to interview all study participants regardless of whether they installed the app or its usage pattern. Focus group and interview data were available for 26 parents (BT1: 3 in focus groups, 7 interviews; BT2: 16 interviews) and 16 providers (BT1: 6 in focus groups; 9 interviews; BT2: 1 interview). Of the 19 caregivers not interviewed, nearly all had little to no app use (1 in tier 2; 8 in tier 4; 3 installed but no use; 7 did not install). Themes did not generally differ between iOS and Android users, with the exception of ease of use and technological problems noted below.

General comments on the app were the most frequent (166 coded segments). Following this, the Learning Modules (151 coded segments) and Videos (106 coded segments) garnered the most discussion across participants, with often lengthy, detail-rich segments. The Family Forum (94 coded segments) and Library (59 coded segments) received a modest amount of discussion, with the Notebook (32 coded segments), Dashboard (32 coded segments), and Logo/Icon (11 coded segments) eliciting limited discussion of short duration.

Findings From Values Coding

Although not explicitly queried in the questioning route, caregivers often spoke of their attitudes, beliefs, and values. These provide an important context for understanding their evaluation of the FMF Connect intervention. Themes did not vary by round of beta-testing, Learning Module usage tier, smartphone operating system, caregiver type (adoptive vs relative vs biological), child age (child vs teen), or previous standard FMF Program experience.

FASD are often described as complex and confusing. For example, one caregiver (FG028) shared the following:

I remember the early days and thinking, “What on God’s green Earth, you know, is wrong with this child? What is going on?”... “you could do this yesterday, what do you mean you don’t know where your shoes are? (Voice raises) How do you put your shoes on the wrong feet 90 percent of the time? How does that happen (laughs)?”...the behavior is just baffling in the beginning.

The complexity of FASD is further complicated by the fact that many children with FASD have experienced trauma and have other comorbid conditions, as illustrated by a caregiver of teenagers (FG079):

That was our struggle with our kids when they were little. Is it because of their alcohol exposure? Is it because of the trauma? Is it because of who they are? Is it a mental health thing? And, you know, everyone has their own opinion when you take them to therapists and doctors.

Participants emphasized that FASD information and resources are often lacking, which is associated with feelings of frustration, grief, and being overwhelmed. For example, one provider (FG059) stated as follows:

So many parents are desperate for answers, they’re desperate for information. ... There’s a lack of resources and lack of evidence-based intervention in most communities.

A caregiver (FG043) also emphasized difficult emotions arising from inadequate supports:

There is great remorse and guilt... I had a child with FASD because no physician took the time to get me into treatment when it was very obvious that I needed treatment.

Parents further described FASD as isolating. For example, a caregiver (FG049) described the following:

I don’t have the opportunity to talk to other parents...umm...ever (laughs) who have children with FASDs, umm, so that is very isolating. ... Because we (raises volume) can’t even find a doctor who knows what they’re talking about, let (normal volume) alone, umm, another grown-up going through it.

Caregivers spoke to their desire to do anything to help their children be as successful and independent as possible. Given the limited number of knowledgeable and skilled professionals, this often results in the need to educate others about FASD. For example, a caregiver (FG065) explained as follows:

We, as parents, you’re always educating other people. And so teachers and parents...some doctors...anybody working with your kid, you know; occupational therapist, speech therapist, therapist...(emphasis) A lot of people do not understand.

As a result, caregivers raising children with FASD highly value access to information about FASD, people who understand their experiences, and the ability to connect and share resources with others. Participants expressed the belief that mHealth interventions, such as FMF Connect, are needed to help address barriers. For example, a caregiver (FG071) stated as follows:

We don’t have anything to really go to, so I think it’s really great to have the educational piece but also to have the forum, to kind of link people together because you do feel really isolated.

Many related these barriers to strong emotions, such as frustration. One caregiver (FG084) described the following:

A lot of people go on here to learn things. But, to be honest, (strong emphasis) I think most people go on the apps and go on the groups just to be with other people who are going through it...nobody in my life understands (frustrated tone)... And if I post in there, it would be mostly just to exhale to other people who get it, you know? And for somebody else to come on there and say, “I get it.” You know? (slow, normal volume) It’s just sometimes, that’s all you need for the day, Is for somebody to say, “I get it.”

Because caregivers raising children with FASD are often overwhelmed, participants articulated the need to use their
limited time wisely and valued choice and autonomy in self-directed learning. A provider (FG040) stated as follows:

You know, people are busy and they just—they want to know how much time these are going to take...knowing how much time you generally might need to spend with something... just might keep people engaged.

A caregiver (FG051) emphasized the value of choice:

I think the more people can make choices in what they’re doing, the more the buy in and (laughs) you know, the more likely they’re gonna do it and, and be happy about doing it.

Evaluative Coding: Positives

Across participants, there were 2.5 times as many positively evaluated coded segments as negatively evaluated segments. The vast majority of themes were consistent across demographic and usage tier variables. The few differences are discussed in the relevant sections.

Global Impressions

Global impressions of the app (eg, “I love it!” “It’s wonderful,” and “I enjoyed it.”) were nearly all positive (93 global positive vs 1 global negative segment). Participants appreciated the accessibility of the app and how they could fit it within their everyday lives. For example, a caregiver (FG015) said:

This makes it easy for me, it’s right there at my fingertips.

A provider (FG032) also highlighted the benefits of FMF Connect as a smartphone app:

The majority of my families do not have a home computer this year. The majority of them do everything off of their cell phone so that’s their only access to the internet.

Most of the iOS users across both beta tests also commented that they found the app easy to use. In contrast, most Android users did not mention this theme, likely because of technological problems in the Android prototype. The participants also made positive comments about the app’s appearance.

Learning Modules and Libraries

Positive evaluations of the informational content provided by the app had the most coded segments across all codes (139 segments). In fact, every parent made at least one positive comment regarding the informational content of the app. Participants appreciated how the FMF Connect app made this information more accessible to them. For example, a caregiver (FG056) explained:

It’s hard to find good information on FASD, and I thought that it was kind of cool that it was on my phone, all together, in one spot.

Several participants spoke about the quality of information. For example, a caregiver (FG065) stated:

I thought it was all very relevant and research based which I appreciate (laughs) very much.

Informational content also overlapped with parents’ values of understanding their children. Several parents provided specific examples of how app content helped them better understand their children’s behavior and respond differently. Participants were especially enthusiastic about the ability to share information from the app, particularly with teachers (relating to the themes of need to educate others and value of sharing resources). For example, a caregiver (FG079) described as follows:

I printed out something to take to her meeting that I have next week for the teachers. ... I think that was that was the big thing that I was excited to find this stuff to give to them.

Participants also spoke positively about aspects of the videos, including diverse representation of families, range of child ages and degree of problems, and specific ideas and strategies to try. Caregivers especially appreciated that the videos featured real families, as illustrated by a caregiver (FG056):

I was like, really excited when I first started and I was watching the videos and I was like “Oh my gosh!” You don’t get to see how other FASD kids live and how they are, so it was really cool to see like real families and real kids. Like, that was my personal favorite part of the whole thing.

Positive comments about the videos also often co-occurred with themes of parents feeling less isolated and validated in their experiences as parents. For example, a caregiver (FG052) shared the following:

[The videos] kept me grounded and mindful, umm, that, first I’m not in this alone. And other people are experiencing the same thing, and here are some things that they found that worked.

The exercises within the Learning Modules received positive evaluations by some users. Some participants commented on how the various exercises and games also helped them reflect on learning content and apply information to their children.

Similar to feedback revealed in prior studies of FMF Connect [26], the step-by-step progression of access to content in the Learning Modules and Library received mixed evaluation. Discussion of this theme was often intertwined with participants’ previous knowledge and experience with FASD and thoughts about whom the app is best suited. Every provider, especially those trained in the standard FMF Program, spoke to the need for and positive aspects of the step-by-step progression of these components. Most caregivers also spoke of the advantages of step-by-step progression. A caregiver (FG050) stated:

I liked how the progression went. I thought it was easier to be able to focus and break it down and think about that particular section at a time.

Several parents emphasized how this progression made learning less overwhelming. Although less enthusiastic about the step-by-step progression for themselves, more experienced parents felt this would be very beneficial for parents of newly diagnosed children and thought the app was most well suited for this group. For example, a caregiver (FG028) stated as follows:
I’ve been in the trenches for many years (laughs). It’s nothing new to me. And I know-like, I guess I kept thinking as I was using it, this would be super helpful for someone who was in my shoes 8 years ago.

Participants also spoke to the benefits of the FMF Connect app as a refresher. They described how parents could go back at any time and review content and apply it to new challenges. For example, one caregiver (FG061) stated as follows:

I have thoroughly enjoyed all of the little activities we had to do that reinforced everything... Being able to go back to see it over and over again. To get it going in your little brain “Ok, I can, I can do this.”

Family Forum

Participants were positive about the inclusion of the Family Forum and articulated its potential to reduce isolation and help parents connect with others who have shared experience. Evaluations of the Family Forum often overlapped with parents’ values of connection and people who understand. For example, a caregiver (FG025) explained as follows:

I thought it was useful that people could ask questions, like the real issues that we deal with. And get some kind of advice and some kind of help because I find that we deal with things that most people aren’t dealing with all the time.

Participants particularly liked that the Family Forum was moderated and that there was a special section where their posts were saved for later reference.

Dashboard and Notebook

The Dashboard and Notebook received fairly limited discussions and were primarily associated with nonspecific positive impressions. However, during beta-testing, these components had relatively limited functionality. In BT2, a Tip of the Day feature was added through a push notification that subsequently appeared on the Dashboard for that day. Enthusiasm was high for this feature, and nearly every participant in BT2 provided a positive evaluation. For example, a caregiver (FG042) explained as follows:

The constant tips - I mean it’s like having a social worker right in your home with you all the time ... It doesn’t matter if you’re having a good day or a tough day, having that positive reframing and, it’s like a breath of fresh air, it’s like, ok, slow down, you know this, and here’s a reminder, yes, ok, (laughs) you have to let go of that and you have to do what the tip says.

Participants also described how the Tip of the Day was useful in reminding them to use the app.

Motivators and Facilitators of App Use

Participants identified app content and the ability to connect with others as primary motivators of wanting to use the app. One caregiver (FG072) described this as follows:

That’s a big motivator, too, is just wanting to have one more tool. I have the books, I’m watching the YouTube videos. I’m doing everything that I can do, But I have my phone with me all the time.

Another caregiver (FG068) shared as follows:

I think for a lot of parents the motivation [to use the app] would be just, you know getting help...And connect with others...Cause it’s hard when other people don’t understand.

Parents described using the app most often at night once their children were in bed or during moments of downtime. For example, one caregiver (FG050) used the app:

Whenever I had free time. Usually, before the kids woke up, or after they went to bed. So it was just, whenever I had time, I would do it for a couple minutes here, a couple minutes there.

The parents who progressed the furthest in the Learning Modules (ie, tier 1) described strategically planning ahead for manageable segments of time to work through the app. One caregiver (FG061) described this as follows:

I’d spend at least thirty minutes every day, if not an hour, if I had the time, I’d make sure I had the time, but not everybody has my schedule.

Evalitative Coding: Negatives

Overview

Negative evaluations comprised 28.36% (312/1100) of the total number of evaluation segments coded, so the study methods were successful in eliciting these. These negative evaluations largely emphasized technological issues, constructive feedback relative to navigating the app, and barriers to use. The only negative global impression segment across all participants was from an Android user (FG066) who experienced difficulties loading the videos and was disappointed by the level of activity in the forum:

Um, (laughter) to be honest I wasn’t very fond of [the app]... Um, granted there were very few people on as testers, but... I didn’t see a whole lot of conversations going on. Um, its, the videos themselves, half the time they didn’t work for me.

Technological Problems

Some users experienced technological problems using the app. These were the most significant for iOS tier 4 and Android users. BT1 included all iOS users. In BT1, some participants experienced confusion or difficulty with TestFlight (an iOS app that allows beta-testing before release in the App Store). For these users, difficulty with TestFlight impacted the initial installation or updating the app. Several updates were released early in BT1 because of some crashing and videos not loading consistently. In addition, several participants reported some difficulties in saving their progress in the Learning Modules; after refinements, this was not an issue reported in BT2.

Android users (who were only part of BT2) described more significant technological problems that resulted in barriers to using the app. These issues included app freezing, some inaccessible links, and problems loading videos or unlocking later content. For example, one caregiver (FG066) described this as follows:
In this app, it was just stuck, I couldn’t get out of it, and I couldn’t do anything unless I completely closed it down.

A provider (FG036) reported problems with video loading:

I could not get the first video to play. Umm, and that was something that had happened throughout, like me trying to watch the videos is they just keep buffering and buffering.

Navigation: Family Forum

On the basis of previous feedback regarding the design of the FMF Connect app [26], the Family Forum was initially laid out to allow gradual access to subforums tied to Learning Module completion to support privacy and shared knowledge. However, participants in BT1 did not find the Family Forum interface to be very intuitive (Figure 6A). A caregiver (FG050) explained as follows:

I found that there’s too many boxes. There’s too many sections and to go check on each one and to see what people wrote and see what their comments are as opposed to Facebook’s way, like everything is there.

Figure 6. Families Moving Forward Connect interface design changes for the Family Forum during (A) round 1 of beta-testing (BT1) to (B) round 2 of beta-testing (BT2).

On the basis of this feedback, the Family Forum interface was redesigned for BT2. Subsequently, there were fewer negative evaluations related to navigating the Family Forum (Figure 6B). In BT2, negative evaluations mainly centered on parents not noticing or understanding the tags or categories at the top of the screen.

Participants also noted that the overall use of the Family Forum was lower than expected, and conversations tended to stagnate because of insufficient notifications. For example, a caregiver in BT1 (FG051) commented as follows:

I went in and I introduced myself, and I was excited about the forums and connecting with other people but then, I think having so many different forums and not really getting notifications of when people were posting, umm, that made me just keep forgetting about them.

Navigation: Learning Modules and Library

As mentioned previously, the step-by-step progression of the Learning Modules received a mixed evaluation. Reactions to move through the content in order varied by usage tier and previous experience with FASD. Some experienced users, with robust tier 1 use, identified that content was redundant for them. However, none of these experienced users described their experience as tedious or found that step-by-step progression was a barrier. These themes were only present for lower-use tiers 2 to 4. Negative evaluations related to step-by-step progression occurred more often for participants with a greater degree of previous knowledge and experience with FASD. One caregiver (FG066) expressed this sentiment as follows:

I’m just simply not going to sit through you know, 5, 10 hours whatever it is of information and watch it and everything when I already know it just to get to something I don’t know. There are better ways for me to do it.

Similarly, about the Library, a caregiver (FG069) explained as follows:

Maybe it’s because I already came in with a fair amount of knowledge, but I...wasn’t a big fan of different things opening up as I went. I would have preferred to have jumped in and seen everything immediately.
Participants in BT1 found the number of videos and screens per module to be overwhelming and a barrier to completion. For example, one caregiver (FG051) explained as follows:

“I’d learn about something and then there would be people sharing their experiences, which is great. But after the first two or three I was like ok, I get it, and then there were like 12! (laughs)… It took more time than I maybe had at the moment, and I wanted to kind of get past the videos and work on whatever was next.

Given this feedback, refinements were made for BT2, which included a table of contents for each module with fewer screens per section. A smaller number of videos were customized for users on the basis of user-imputed data (eg, child age and behavior problems), and the remaining videos were stored in the Library for further viewing. These changes were very positively evaluated by the BT2 participants.

Barriers
Identified barriers to app use generally corresponded to the negative evaluations discussed above. Time and attentional resources were also described as barriers. One caregiver (FG062) explained as follows:

Basically I have free time for like 10-15 minutes at night when I’m putting the youngest kids to bed. And of that, I have very few minutes where I can actually listen.

Another caregiver (FG071) also commented as follows:

I think for me it was too much work at that time of the day... A big issue for me is knowing my energy level at that time of the day and knowing what I had to do.

Providers offered additional insights into potential barriers on the basis of their experiences working with families raising children with FASD. Several providers mentioned factors, such as age, literacy level, English as a second language, and comfort with technology as potential barriers for some families they work with. For example, a provider (FG047) stated:

I have other [patients] that are great-grandmas and grandmas who barely have a computer and have a cell phone mostly to accept phone calls, and make phone calls and “I don’t know about these apps honey I don’t want to deal with that.” And then of course a big barrier here ...is we have a big Spanish speaking component.

Another potential barrier raised by providers was parents feeling intimidated or lacking confidence in implementing strategies demonstrated by parents in the videos. For example, a provider (FG032) described as follows:

As I’m watching the videos, I know some of the parents I’m working with would be petrified to just watch [child’s name]’s mom because they’re like, “I could never do that. I have six children. How is this going to work?”

Evaluative Coding: Recommendations
The participants offered a number of useful recommendations to improve navigation and enhance engagement with the app (Table 3). Some of these recommendations were directly related to aspects that were negatively evaluated. As mentioned above, these led to refinements to the app in between trials, and additional changes are underway.
Table 3. Recommendations offered by participants for further refinement of the Families Moving Forward Connect mobile health intervention.

<table>
<thead>
<tr>
<th>Category</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General app-wide functions</strong></td>
<td></td>
</tr>
<tr>
<td>Engagement features</td>
<td>• More robust notification system&lt;br&gt; • Coaching&lt;br&gt; • Changes to weekly emails&lt;br&gt; • Tip of the day</td>
</tr>
<tr>
<td>Navigation—making things easier to find or use</td>
<td>• Search function&lt;br&gt; • Overlays and tutorials&lt;br&gt; • Navigation shortcuts&lt;br&gt; • Multiple platforms (ie, phone, computer, tablet)</td>
</tr>
<tr>
<td>Broader access</td>
<td>• Spanish language, closed captioning&lt;br&gt; • Functions to allow consideration of multiple children with FASD&lt;br&gt; within the app&lt;br&gt; • Ability to share the app and other materials with others&lt;br&gt; • Companion apps for teachers, children/teens, and others</td>
</tr>
<tr>
<td><strong>Learning Modules and Library</strong></td>
<td></td>
</tr>
<tr>
<td>Navigation/organization</td>
<td>• Table of contents for each module, with fewer screens per section&lt;br&gt; • Open access to all content from the start&lt;br&gt; • Consolidate or offer selected number of videos&lt;br&gt; • Fewer clicks to start videos&lt;br&gt; • Live links to other web sites&lt;br&gt; • Having content available on (1) app screens so easier to read and (2) PDF for easy sharing</td>
</tr>
<tr>
<td>Content</td>
<td>• More real-life videos and practical strategies&lt;br&gt; • Research summaries&lt;br&gt; • Information specific to birth parents and ways to deal with guilt, grief, shame, and stigma&lt;br&gt; • Additional ideas for self-care&lt;br&gt; • Tips for advocacy and navigating systems&lt;br&gt; • Strategies for facilitating social interactions/friendships&lt;br&gt; • Video examples of clinicians working with parents</td>
</tr>
<tr>
<td>Family Forum</td>
<td>• Different forum interface&lt;br&gt; • Open access to subforums&lt;br&gt; • Discussion starters&lt;br&gt; • Regional or state subforums; Provider directories&lt;br&gt; • Ability to direct message other users</td>
</tr>
<tr>
<td>New features under development</td>
<td>• Behavior tracker&lt;br&gt; • Coaching&lt;br&gt; • Daily ratings</td>
</tr>
</tbody>
</table>

aFASD: fetal alcohol spectrum disorders.

Additional recommendations were closely related to the values expressed by the participants. For example, caregivers emphasized the importance of using their limited time wisely and having choice and autonomy over their self-directed learning. As a result, they recommended open access to all content in the app from the start and tools to make it easier to refresh their learning when they needed it. For example, a caregiver (FG057) stated as follows:

*I understand the whole idea with the yellow brick road, I think that’s great, but I think for me, I would like things that I could just tap on that road, to kind go back and forth in some other groups and videos and stuff, and kinda jump around a little bit more...the app was just leading down a one road, which is great, but sometimes I like to take the detour.*

Another caregiver (FG055) spoke to the benefit of repetition and refreshing her learning:

*I think it would take a lot of repetition... for me to benefit the most from all the exercises. So, I think it would be nice ... to do the same exercises over and over and over again. Especially when the behavior has just happened, and I want to go back and I want to do that exercise for that behavior.*

Caregivers also value resources to help them better understand their children. Most caregivers liked the idea of a behavior
A number of recommendations related to a cluster of attitudes, beliefs, and values; specifically, caregivers’ need to understand their child, educate others about FASD, and connect with people who understand. For example, the recommendation for state or regional subforums in the Family Forum would help caregivers rely on others in their area to identify and share available resources and connect locally. One caregiver (FG049) stated as follows:

I have been in the hunt of my life trying to find my daughter just somebody to take her to that has even a basic understanding of her diagnosis. So, if I had like, just a place where I could go and know like, “These are the people from my state.” Like, “Where do you take your child?”

Some participants also liked the idea of having a coach or expert associated with the app who could help them understand FASD, connect them with needed resources, and provide feedback and discussion relevant to their child. They recommended additional content and tools that would make it easier to share information from the app with teachers, providers, and other people working with their children. Some participants went further and recommended separate apps or components specifically for use with their children or with teachers. For example, one caregiver (FG056) said as follows:

I really liked the material. My daughter’s teacher would benefit from- it would be cool to like, have her access it also.

Another caregiver (FG069) also noted as follows:

You know what I’d really like to see is, is this program targeted at medical providers!

On the basis of their experience with other apps, caregivers highlighted some additional facilitators that might help them engage more with the app. The most frequent suggestion was a more robust notification system. One caregiver (FG015) described this as follows:

With so much...going on, with the stress level and all this stuff happening, sometimes you get easily, so overwhelmed you don’t get a chance. If it’s not at my fingertips or not right there, then it’s out of sight, out of mind, you know.

Similarly, a caregiver (FG042) stated as follows:

I find it helpful when I get a little prompt in my text or in my email, just to remind me that, you know, the app is here and you can, you can just click from that email or that text and jump into the app.

Participants thought it would be best if the user could customize the type and frequency of notifications to their preferences.

Several biological parents emphasized the importance of the representation and education of their experience in reducing stigma. For example, one caregiver (FG084) explained as follows:

You don’t see too many statistics that talk about successful parenting... by biological [parents], you know what I mean? ...And so, I tried to... I tried to be the best mom I can and I try to show people.

Another caregiver (FG043) described the following:

Birth parents understand why people are angry and they just want to prevent the next birth mother from drinking. But I think [education about why people continue to drink] would make them feel more welcome because we all understand that the general public doesn’t get alcohol use disorders. … Having that education, you know, education is the key.

One caregiver (FG084) emphasized the importance of the moderator in creating a welcoming space:

When I did my introduction, I was a little worried. Umm, the moderators were the only ones who welcomed me and that’s okay. I knew that was probably going to happen... I did post a couple of times... But nobody made me feel unwelcomed... and that is more important.

A caregiver (FG066) also made several specific recommendations for integrating additional support for biological parents:

Granted everybody’s in [the Forum] together. Maybe there would be an area that (pause) birth moms could go do, specific. That, not necessarily saying they’re any different from the other moms, because everybody’s a mom whether by choice or by birth, but more so, because birth moms often have the shame and the guilt associated that need to be worked through ...If you touched on it in the Learning Modules that would be great because a lot of women we find have a lot of guilt.

Providers also offered recommendations to increase accessibility for a broader range of diverse families, such as closed captioning and speech-to-text. Several providers also recommended Spanish-language features, given the large mono- and bilingual Spanish-speaking population they serve. Finally, both parents and providers mentioned that families often have multiple children with FASD and wanted features within the app to better accommodate this.

Discussion

Principal Findings

This study presents critical stakeholder feedback and usage data from two rounds of beta-testing of prototypes of the FMF Connect mHealth intervention for caregivers of children with FASD. This fifth phase in the systematic user-centered design approach to the development and evaluation process of the app (Figure 1) yielded important insights on the acceptability and usage patterns of FMF Connect. The findings have implications not only for subsequent app refinements specific to FMF Connect but also for broader mHealth and digital parenting and developmental disability-related interventions.
Two primary research objectives were examined to evaluate the feasibility of the FMF Connect intervention during this phase of our systematic approach.

**Objective 1: Examine App Use Data Metrics to Identify Any Needed Functional Refinements to FMF Connect**

First, we considered how well the app worked for diverse users from a technological standpoint. iOS users in both rounds of testing generally described the app as easy to use. Usage patterns were variable, but surprisingly, had few associations with demographic factors or how participants evaluated the app. Users in the “higher more robust use” tier 1 were more likely to strategically set aside time to engage with the app. Technical issues were more significant for users in lower usage iOS tiers. Recognizing technical issues during beta-testing, we released multiple updates in each trial to fix bugs and improve performance.

It should be noted that BT2 also included a new Android prototype that was designed in alignment with the iOS prototype. Despite alpha testing within the development group on several devices and simulators, Android users experienced greater technological difficulties. These included issues with loading the videos, unexpected crashes and issues when accessing some of the Learning Modules, and synchronization issues between the Android app and Cloud storage. Relative to iOS, it is possible that the more limited regulation and decreased consistency among Android devices and supported versions of the operating system contributed to these technological barriers. Consistent with the objective of beta-testing, we expected to identify technological issues in the context of real-world user implementation. This is a valuable part of the process of user-centered design and informs needed functional refinements.

Usage data also highlight the need to carefully consider design features for engagement and operationalize these features for the FMF Connect app. The tier classification of usage patterns in this study showed evidence of nonusage attrition, with 44% (14/32) of iOS users who installed the app with minimal or no use (tiers 4 or 5). Although this is within the range of premature dropout rates observed for in-person parenting interventions in community settings [33], much work is required to improve accessibility and engagement. Research has called for a science of attrition [34], arguing that understanding dropout and nonuse in mHealth interventions is essential to optimize interventions for targeted populations. In line with this, we examined participant characteristics across tiers and found that those with higher comfort with technology were more likely to have low or no use. It is possible that these participants had other supports in place or had already discovered the information on the web. This highlights the likelihood that the FMF Connect app is of particular importance for underserved populations and could help address social disparities.

More general data on usage patterns in mHealth and digital interventions highlight the critical need to carefully consider design features for engagement. On average, approximately 25% of apps are only used once after download [35], and only 29% of app users were still using an app 90 days after download [36]. Overall, these statistics suggest that engagement in self-directed mHealth and digital interventions can be challenging. This is especially true for parents, given the many demands on their time. Participants in this study noted barriers, such as lack of time and feeling exhausted and overwhelmed, which will arise for any parenting intervention. However, this may particularly be true for interventions targeting parents who are faced with the challenge of raising children with disabilities. A portion of the users in this study were able to strategically prioritize time to engage with the app on a regular basis. Clearly, additional features and supports are required to facilitate and maintain engagement for other users.

In a cogent review, Wei et al [37] identified seven themes that improve user engagement with mHealth applications. As shown in Table 4, the participants in this study independently identified and positively evaluated aspects of the FMF Connect app that correspond to each of the 7 engagement themes. Especially strong were features supporting the themes of interface esthetics, message presentation, and credibility. The findings reveal that many existing design features thought to enhance engagement were already built into the FMF Connect app. However, useful recommendations for further refinement relating to the four themes of navigation, personalization, reinforcement, and communication were suggested by participants.
Table 4. Comparison of design features of the Families Moving Forward (FMF) Connect mobile health intervention with thematic checklist of features to improve user engagement.

<table>
<thead>
<tr>
<th>Design feature themes that improve engagement</th>
<th>Existing features in FMF Connect beta tests</th>
<th>Recommended features for future development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface esthetics</td>
<td>• Pleasing color scheme</td>
<td><em>a</em></td>
</tr>
<tr>
<td></td>
<td>• Positive evaluation of graphics</td>
<td></td>
</tr>
<tr>
<td>Navigation</td>
<td>• Easy to use (iOS)</td>
<td>• Tutorials/overlays</td>
</tr>
<tr>
<td></td>
<td>• Table of contents (BT2)</td>
<td>• Direct search feature</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Navigation shortcuts</td>
</tr>
<tr>
<td>Personalization</td>
<td>• Selected videos (BT2)</td>
<td>• Open access to content</td>
</tr>
<tr>
<td></td>
<td>• Profile graph</td>
<td>• Multiple children</td>
</tr>
<tr>
<td></td>
<td>• Exercises—provision of goal setting and feedback</td>
<td>• Personalize notifications</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Behavior tracker tool</td>
</tr>
<tr>
<td>Reinforcement</td>
<td>• Messages of congratulations</td>
<td>• Notifications</td>
</tr>
<tr>
<td></td>
<td>• Weekly emails</td>
<td>• Badges</td>
</tr>
<tr>
<td></td>
<td>• Tip of the day (BT2)</td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td>• Family Forum</td>
<td>• Coaching</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• State or regional forums</td>
</tr>
<tr>
<td>Message presentation</td>
<td>• Simple language</td>
<td>• Closed captioning</td>
</tr>
<tr>
<td></td>
<td>• Positive and nonstigmatizing tone</td>
<td>• Spanish language</td>
</tr>
<tr>
<td></td>
<td>• Videos</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Pictures</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Font sizes and colors to highlight information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Checks for understanding in games/quizzes</td>
<td></td>
</tr>
<tr>
<td>Credibility</td>
<td>• Evidence-based information from credible source</td>
<td><em>—</em></td>
</tr>
<tr>
<td></td>
<td>• Encrypted and password-protected</td>
<td></td>
</tr>
</tbody>
</table>

_ANone provided by participants._

_BT2: second round of beta-testing._

**Objective 2: Using Qualitative Methods, Evaluate the User Experience of FMF Connect to Guide Further App Refinements**

Next, we considered how users evaluated the FMF Connect intervention and what could be improved to enhance user experience before larger-scale testing. Despite differences in technological problems and usage metrics, iOS and Android users had remarkably similar evaluations of the app. Globally, users were very positive about the app, with 2.5 times more positive- than negative-coded segments across participants. Positive evaluations emphasized the need for and practical utility of the app, which often related to significant barriers to care in this population. The informational and video content of the app was described as particularly valuable to caregivers. The Learning Modules and videos yielded the most detailed discussion, and every caregiver made at least one positive evaluation of the content within the app, much of which was originally derived from the standard FMF Program.

Participants also spoke about the affective and social benefits of the app. They described that raising a child with FASD is a very confusing, frustrating, and isolating experience, which is consistent with previous literature [11,38,39]. Many positive evaluation themes were associated with caregivers’ expressed values of understanding their child and working to support their children’s success. Participants also valued watching videos of real families and connecting with others in the app, which made them feel validated and less isolated. Caregivers’ stated motivators for using the FMF Connect app consistently related to informational content and connecting with others, which aligns well with their values and beliefs.

Negative evaluations of the user experience largely emphasized the technical and navigational aspects of the app. On the basis of feedback from BT1 users, we redesigned the Family Forum interface and added organizational features (eg, table of contents) and tailored video presentation in the Learning Modules to improve navigation. These refinements were positively evaluated by most BT2 users. Consistent with our previous findings during the initial design process [26], the theme of step-by-step progression of learning content received mixed evaluations. All providers and most parents provided at least one positive evaluation of the step-by-step progression of content. Importantly, however, some users (especially more experienced caregivers in usage tiers 2–4) found this progression redundant or tedious. They preferred greater autonomy in self-directed learning, which characterizes the app. Step-by-step progression was identified as a barrier to the use of some caregivers. A recommendation for open access to content occurred frequently in relation to this theme. Time and attentional resources were common barriers to app use, as described by caregivers. Providers also offered insight into
additional barriers that could impact caregiver use of the FMF Connect on the basis of their experiences serving diverse families, including literacy level, English as a second language, caregiver age, and comfort with technology.

Participants offered a large number of valuable recommendations for further app refinement to continue to improve the user experience. As described above, several of these were implemented in the period between BT1 and BT2 and were then favorably evaluated. Additional refinements, such as a behavior tracking tool, changes to weekly emails, and open access to content, have already been implemented and are being tested in a larger feasibility trial. Subsequent refinements, such as a more robust notification system, coaching infrastructure, search tools, overlays, integration of accessibility tools, and optimization of content for viewing and sharing are in progress.

Relevance of Study Findings for Other Digital or mHealth Parenting Interventions

Only one other published study has systematically developed and elicited stakeholder feedback on a digital parenting intervention for FASD [40]. In an initial usability study of the Strongest Families intervention, which involved 11 web-based modules and weekly telephone calls, 8 caregivers and 10 providers provided feedback on the intervention across two cycles. Similar to FMF Connect, participants rated the Strongest Families website as appealing and relatively easy to use. Several usability issues were identified, including navigation, amount of content per page, and tailoring of content; these were subsequently refined with generally positive feedback. Together, both studies document the acceptability and feasibility of digital and mHealth interventions for caregivers raising children with FASD. RCTs are underway (Strongest Families; [41]) or planned later this year (FMF Connect). This systematic approach (Figure 1) may serve as a relevant model for the development of other digital and mHealth interventions.

This study demonstrates the benefits of considering the context of parenting values, beliefs, and attitudes when analyzing user evaluations of the FMF Connect app. Indeed, considering the relevant values, beliefs, and attitudes of caregivers will be informative when developing interventions for other clinical populations. Many values expressed by caregivers in this study have been reported by other parents of children with developmental disabilities [42-44]. Themes of needing to educate others and valuing people who understand are common in the developmental disabilities literature [42]. Current findings emphasize how much parents value access to information, especially because they report that many professionals cannot support them. Research suggests that access to information and services is very important for the well-being of parents of children with disabilities, with peers often being the preferred source of information [43,44]. One study found that parents of children with developmental disabilities felt judged and isolated, and often needed to educate others and seek out their own information. These experiences are major stressors for parents [45]. Although these parenting values are reflected in the broader disabilities literature, they may be especially the case in the field of FASD. Research has clearly shown that many professionals lack knowledge and training on FASD [7,46,47]. FASD can also carry stigma, which can lead to increased feelings of judgment and isolation [48,49].

With these points in mind, it is surprising that few digital interventions exist for parents of children with disabilities. Some preliminary evidence shows that website-delivered interventions are effective for parents of children with autism [50], but a significant need for evidence-based, accessible interventions remains. The accessibility of mHealth and digital interventions is responsive to some barriers to care and to the lived experience of parents raising children with disabilities [51]. Motivators of accessing information and connecting with other parents who understand, identified in this study, are likely to generalize to other populations, especially for those with low community awareness and limited access to care. The current findings demonstrate that choice and autonomy are also highly valued for self-directed learning, which is an important consideration for intervention design.

Strengths and Limitations

This study represents the first initial test of a mHealth intervention for caregivers raising children with FASD, a part of a systematic approach to app development and evaluation. This study had many strengths, and efforts were made to reduce the impact of the limitations of this study. The findings emphasize the acceptability and feasibility of the FMF Connect app for caregivers and offer important directions for further refinement. This intervention has clear potential for larger-scale dissemination, with vital public health implications for this underserved population—and, perhaps, especially for some subgroups within this population facing greater social disparities. The methodological approach is also rigorous, involving iterative feedback from key stakeholders to ensure relevance and usability, which is an important step in user-centered design and development [20,52].

Study findings are limited by the perspectives of participants sampled. As is true in many studies, all participants were volunteers, contributing to the possibility of selection bias. The current sample size is relatively large for beta-testing feasibility studies and is considered sufficient for the primary objectives of this study. However, it is possible that valuable perspectives may have been missed. Although the consistency of themes was very high across both caregivers and providers, some demographics of this diverse clinical population are less well represented. For example, only 7% of the parents and 6% of the providers were men. Overrepresentation of women is common in studies involving primary caregivers [53,54]. The sample represented primarily adoptive parents, although the perspectives of relative caregivers and biological mothers are represented. Racial and ethnic diversity is also somewhat lower than in the general population, and all participants were English-speaking (although some may have had fluency in other languages). The study was also limited to participants who were able to afford smartphones, WiFi, or data plans. Participant income spanned all queried levels but was still skewed above average relative to national statistics. It is notable that the inclusion of provider perspectives provided additional insights into potential barriers...
Conclusions and Future Directions

This study demonstrates that a scalable digital health intervention can successfully be derived from an empirically supported therapist-led intervention tailored for families raising children with FASD, adding unique and important additional features. The FMF Connect app is acceptable and feasible as self-administered learning for caregivers raising children with FASD. In addition, the FMF Connect app aligns with important reported caregiver values and builds on our previous work evaluating the initial design and functionalities of the app [26].

The sixth phase in our systematic evaluation of the FMF Connect app (Figure 1) is to conduct a larger pilot trial with pre-post quantitative data collection, which is currently ongoing. The results of this pilot trial will provide direction for further refinements to the FMF Connect intervention, measurement tools, and study design methods before the advent of a large-scale RCT. Surprisingly, many mHealth and digital health interventions have been disseminated without clear empirical validation. In our systematic development and evaluation plan, a carefully designed RCT is an important seventh and final phase. This systematic approach is squarely aimed at producing the FMF Connect app as a robust mHealth intervention responsive to the needs of a clinical population that deserves high-quality FASD-informed care.
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Abstract

Background: The rising incidence of chronic diseases is a growing concern, especially in Singapore, which is one of the high-income countries with the highest prevalence of diabetes. Interventions that promote healthy lifestyle behavior changes have been proven to be effective in reducing the progression of prediabetes to diabetes, but their in-person delivery may not be feasible on a large scale. Novel technologies such as conversational agents are a potential alternative for delivering behavioral interventions that promote healthy lifestyle behavior changes to the public.

Objective: The aim of this study is to assess the feasibility and acceptability of using a conversational agent promoting healthy lifestyle behavior changes in the general population in Singapore.

Methods: We performed a web-based, single-arm feasibility study. The participants were recruited through Facebook over 4 weeks. The Facebook Messenger conversational agent was used to deliver the intervention. The conversations focused on diet, exercise, sleep, and stress and aimed to promote healthy lifestyle behavior changes and improve the participants’ knowledge of diabetes. Messages were sent to the participants four times a week (once for each of the 4 topics of focus) for 4 weeks. We assessed the feasibility of recruitment, defined as at least 75% (150/200) of our target sample of 200 participants in 4 weeks, as well as retention, defined as 33% (66/200) of the recruited sample completing the study. We also assessed the participants’ satisfaction with, and usability of, the conversational agent. In addition, we performed baseline and follow-up assessments of quality of life, diabetes knowledge and risk perception, diet, exercise, sleep, and stress.

Results: We recruited 37.5% (75/200) of the target sample size in 1 month. Of the 75 eligible participants, 60 (80%) provided digital informed consent and completed baseline assessments. Of these 60 participants, 56 (93%) followed the study through till completion. Retention was high at 93% (56/60), along with engagement, denoted by 50% (30/60) of the participants communicating with the conversational agent at each interaction. Acceptability, usability, and satisfaction were generally high. Preliminary efficacy of the intervention showed no definitive improvements in health-related behavior.

Conclusions: The delivery of a conversational agent for healthy lifestyle behavior change through Facebook Messenger was feasible and acceptable. We were unable to recruit our planned sample solely using the free options in Facebook. However, participant retention and conversational agent engagement rates were high. Our findings provide important insights to inform the design of a future randomized controlled trial.
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Introduction

Background

In recent years, there has been a notable increase in the incidence of chronic disease, especially among the younger population [1]. These chronic diseases include obesity and type 2 diabetes [1]. In terms of diabetes prevalence, Singapore, with 600,000 adults living with diabetes, ranks second among high-income countries, and obesity levels are also on the rise [2]. In addition, 34% of the men and 39% of the women in Singapore do not reach the weekly target of 150 minutes of moderate-intensity activity per week, leaving people at higher risk of developing diseases such as diabetes [3]. People with diabetes live shorter lives—by at least 10 years—and have a lower quality of life (QoL) than those without diabetes [4,5]. Prediabetes, a precursor to diabetes, affected 15.5% of the Singaporean adults in 2010 (ie, 1 in 7), and this figure is estimated to increase to 24.9% by 2035 [6]. Prediabetes increases the risk of heart disease, and if untreated, over time, most people with prediabetes transition to diabetes [7]. Research has shown that lifestyle interventions (such as increasing physical activity and eating a healthy diet) delivered by trained health care professionals can help to promote healthy weight loss [8-10]. In addition, lifestyle change through high-risk and population-based approaches were also directly associated with a reduction in the incidence of type 2 diabetes, accentuating the efficacy of healthy lifestyle behavior change for diabetes prevention [8].

Achieving healthy lifestyle behavior changes independently can be challenging, and support from experts such as dietitians or exercise physiologists has been shown to be more effective [8]. However, access to experts at a population level may not be feasible or affordable. A potentially more accessible alternative to in-person support and supervision could be novel digital health interventions such as conversational agents. Conversational agents, or chatbots, are computer programs designed to mimic human-to-human conversations in the form of either text messaging or verbal discourse [11]. The heightened accessibility, personalization, and efficiency that conversational agents offer highlight the potential for conversational agents to improve patient care [11-13]. Conversational agents enable 2-way communication, and their text- or speech-based method of communication makes them suitable for a variety of target populations, ranging from young children to older people. The application of conversational agents in health care is gaining traction in a number of medical fields, including health care service provision, chronic disease management, and patient education [14]. They can be delivered through a variety of means: messaging apps, individual apps, or even standalone devices [14].

Singapore is a technologically savvy country, and citizens avidly use messaging apps. In addition, Singapore’s ministry of health has proposed the increasing use of conversational agents in health care in tackling issues such as the rising chronic disease burden and the aging population [15] that can lead to more primary care appointments. The ministry envisions a near future where a conversational agent can collect a patient’s history from them before their consultation, streamlining the primary care visit and thus cutting down waiting times. This makes Singapore an ideal place for the evaluation of novel mobile health interventions such as conversational agents. Moreover, health programs delivered over the internet have shown success, as exemplified by web-based interventions for smoking [16], alcohol intake [17], sexual health [18], cancer screening [19], physical activity [20], and diet modifications [21]. The ubiquity of the internet makes these programs easily accessible to a diverse group.

Objective

The evidence for the use of conversational agents for healthy lifestyle behavior change from trials is limited. The feasibility and acceptability of implementing and evaluating the use of novel interventions are essential for informing potential future trials. Correspondingly, we aim to assess the feasibility, acceptability, and preliminary efficacy of the use of conversational agents for healthy lifestyle behavior changes in the general population in Singapore.

Methods

Approval and Consent

This web-based single-arm feasibility study was approved by the Nanyang Technological University Ethics Committee (IRB-2018-11-032). All participants signed their digital informed consent before embarking on the study.

Participants

Participants were eligible if they were aged above 21 years, were Singapore citizens or permanent residents, owned a smartphone, and had a Facebook Messenger (Facebook, Inc) account. Prospective participants were excluded if they were pregnant or had any of the following conditions: cancer, chronic liver disease, chronic kidney disease, a neurodegenerative condition, heart disease, stroke, a physical disability, hypertension, or a condition that does not allow for regular physical activity. Eligibility was confirmed by having participants complete an eligibility questionnaire, after which they were asked to provide informed consent on a digital form sent to them through email.

Recruitment

The participants were recruited on the web through Facebook in August-September 2019. A digital poster listing the study aims and eligibility criteria was uploaded on relevant Facebook pages focused on healthy living, such as Singapore fitness and health community and Singapore healthy cooking. In addition, we used snowballing in our recruitment; therefore, participants were also procured through redistribution of our study poster through messaging apps or through word of mouth.
Intervention

The conversational agent was designed to be used on Facebook Messenger using a free web-based tool, Chatfuel [22]. A research associate (AS) and a PhD student (DAD) developed the script for the program and performed the input. The intervention focused on diabetes and prediabetes knowledge, diet, physical activity, sleep, and stress management. These were the topics of focus identified in other diabetes prevention programs targeting lifestyle change [23-25].

The content was informed by existing evidence-based sources of information, including clinical guidelines and systematic reviews. Advice on improving sleep quality was generated from published evidence reporting on techniques and successful interventions for sleep disorders [26]. The domain on stress was informed by distance learning–based stress management techniques identified from a review of existing studies that described methods to reduce stress and improve health [27]. Pertinent nutritional advice for individuals with prediabetes was obtained from authenticated government health portals and other validated health and nutrition webpages [28]. The collated advice was then compartmentalized into themes, which translated into the topic of focus for each interaction between conversational agent and user (Multimedia Appendix 1 [8,26,27,29-53]). The content for the section on physical activity was informed by advice on the recommended duration and intensity of exercise from Singapore’s Health Promotion Board [28]. Validated fitness routines were then presented as part of the conversation as methods to achieve the necessary level of fitness [29]. Examples of conversational exchanges between the conversational agent and users are presented in Figure 1.

Figure 1. A representation of what the interactions between Precilla and users entailed.

We also followed the Capability, Opportunity, Motivation, Behavior model of behavior to guide the development of the intervention [54]. This model posits that to exhibit a particular behavior (B), the participant must be physically and psychologically capable (C), have sufficient social and physical opportunities (O) to perform the behavior, and must have the desire or need to do so—motivation (M). This was important in determining the inclusion criteria for the intervention (eg, physically fit with no comorbidities) and in conversation designing.

The content was mostly presented in the form of text, supplemented with some images to make the conversational agent more engaging and to enhance the user experience. These images were obtained from free-to-use sources or photographs taken by our study team members. To further contribute to a positive user experience that mimicked human interaction, the
The conversational agent was given a name, Precilla, and it displayed human-like characteristics such as in the tone of speech, profile picture, and through using the typing function for messages. From here onward, we use Precilla to refer to the conversational agent used in our pilot study.

The intervention was scheduled to last for 4 weeks, whereby participants would receive 4 messages per week, (every other day), 1 for each topic (diet, exercise, sleep, and stress). A sample of the dialog tree is presented in Multimedia Appendix 2.

**Procedure**

An overview of the study workflow is demonstrated in Figure 2. Interested individuals were first required to complete an eligibility questionnaire. The eligible participants then provided informed consent, after which they were requested to complete a baseline questionnaire on a web-based tool, REDCap (Research Electronic Data Capture; Vanderbilt University) [55]. The questionnaire obtained general information regarding demographics as well as data on diet, physical activity, sleep, and stress.

The actual pilot study lasted for 4 weeks. Upon completion of the piloting period, the participants were required to complete a follow-up questionnaire that contained all the details outlined in the baseline questionnaire, with some additional questions on conversational agent usability and their overall satisfaction with the study. Interested participants also had an opportunity to take part in a follow-up interview to share their views on the conversational agent, their experience while taking part in this web-based study, as well as their thoughts on points of improvement.

**Outcomes**

**Primary Outcomes**

The primary outcomes of interest for this study were the feasibility of recruitment and retention of participants, acceptability of the intervention, and participant engagement with the intervention.

**Feasibility of Recruitment and Retention**

Feasibility in this study was determined by recruitment and retention. Feasibility of recruitment was defined as the ability of the researchers to recruit at least 75% (150/200) of the target sample on the web using Facebook within a 1-month period. Feasibility of retaining participants was defined as at least 32.7% (49/150) of the recruited participants completing the study.

**Acceptability of the Intervention**

The acceptability of Precilla was measured through questions on usability and satisfaction in the follow-up questionnaire. Questions were asked on the participants’ overall satisfaction with Precilla, their likelihood of using Precilla again and recommending it to others, as well as the impact of the interactions on their health.

The usability questionnaire was split into 2 sections; the questions in section 1 related to how participants perceived the content of Precilla’s input. They were required to provide a rating for each statement from the following options: strongly agree, agree, neutral, disagree, strongly disagree. Questions were asked on ease of use, enjoyment, long-term use of Precilla, and language, as well as motivation to make healthier food choices, exercise, change sleeping habits, and better manage stress.

The questions in section 2 were concerned with the usability of Precilla and its associated delivery methods. The participants were provided with the same options to choose from as in section 1, and they were asked to share their opinions on the mode of communication (buttons, text, images, etc), the suitability of Facebook Messenger as a channel of communication, the number of messages sent, the timing of messages, and Precilla’s personality.

**Participants’ Engagement**

A further measure of acceptability of the intervention was the participants’ engagement with Precilla. Data on this aspect was collected manually by analyzing individual conversations between Precilla and the participants on Facebook Messenger. This involved noting down the duration of interactions and counting the number of complete, incomplete, and nil interactions. Immediate responses were defined as interactions made by the user within an hour of message receipt. We also collected data directly from Chatfuel analytics, such as user retention, free text typed by users (such as questions or random utterances), and the total number of attempted interactions with Precilla. In addition, the technological savviness of the study population was gauged by asking the participants to rate their own technological competency on a scale from 1 to 10.

**Secondary Outcomes**

Our secondary outcomes were related to the efficacy of the intervention with regard to the participants’ QoL, diabetes knowledge, diet, physical activity, sleep, and stress over 4 weeks.

QoL was measured using the short form version of the QoL Enjoyment and Satisfaction Questionnaire [56]. The questionnaire comprises 14 items that are rated on a 5-point scale that indicates the degree of enjoyment or satisfaction experienced during the past week. The total score for the 14 items, which cover the topics of work, social life, health, and overall well-being, ranges from 14 to 70. A percentage of the maximum score is also reported; for example, if a participant...

---
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[55] REDCap: Research Electronic Data Capture; Vanderbilt University
[56] QoL Enjoyment and Satisfaction Questionnaire
scores 20, the percentage—29% (20/70)—is also reported. The last 2 questions on medication adherence and overall life satisfaction were reported as percentages (Multimedia Appendix 3).

The knowledge questionnaire had 3 separate sections. Section 1 was concerned with participants’ knowledge about healthy living, prediabetes, and diabetes; section 2 asked for their perceptions on how healthy their lifestyle is and the likelihood of their developing diabetes; section 3 tested their knowledge of risk factors for type 2 diabetes. The questionnaire was derived from an adaptation of questions presented by the Michigan Diabetes Research Centre [57]. The questionnaire was adapted such that, in section 1, questions regarding the definitions of diabetes and prediabetes were added to test participants’ knowledge of these conditions. In section 2, the wording of some questions about participants’ efforts to make healthy lifestyle behavior changes in the past year was adapted to obtain more detail in their responses from just yes or no to a scaled format. In section 3, some risk factors that were not applicable to the Singaporean context were removed (eg, being Asian American, Hispanic, or African American).

The participants’ diets were assessed based on an adaptation of the Food Frequency Questionnaire where questions were asked on the frequency of daily intake of vegetables, fruits, fried foods, and sweetened drinks [58]. Physical activity was assessed using the International Physical Activity Questionnaire (IPAQ), which was adapted specifically for use in this study [59]. Questions were asked on the intensity of exercise (vigorous, moderate, or light), the frequency of physical activity (in days per week), and the length of each session (in minutes). Only sessions lasting at least 10 minutes qualified as physical activity. In line with IPAQ scoring, a metabolic equivalent of task (MET) score was calculated. The MET score represented the amount of energy expended when carrying out physical activity. For consistency, walking was given a score of 3.3 METs, moderate physical activity 4 METs, and vigorous physical activity 8 METs. To calculate MET minutes per week, the MET value was multiplied by the minutes for which the activity was carried out and again by the number of days in the week that the activity was undertaken. As some participants provided a range for their responses, for consistency, a mean value was used for the calculation. For example, for number of days, that is, 1–3 days, the mean was calculated as 2. For session length, that is, 10–20 minutes, the mean was calculated as 15.

A MET score of 600 METs per week indicated that an individual was moderately physically active, whereas 1500 METs per week indicated a high level of physical activity. Any score that did not qualify as moderate or high was considered an indication of a low level of physical activity.

Sleep scoring was done using the Pittsburgh Sleep Quality Index (PSQI) questionnaire [60]. A score of 0 indicated excellent sleep quality, whereas 10 indicated severely poor sleep quality. Poor sleep quality was defined as participants with a global PSQI score higher than 5. The stress level of the participants was gauged using the Perceived Stress Scale, where it was possible to receive a score between 0 and 40 [61]. Scores ranging from 0 to 13 were considered low perceived stress, from 14 to 26 moderate perceived stress, and from 27 to 40 high perceived stress.

Data Analysis

Data analysis was conducted on the data collected at baseline and follow-up (Table 1). The participant responses on satisfaction and usability were presented as percentages of each option on a Likert scale (eg, strongly agree, disagree, much better than before, or neither better nor worse). The participant outcomes for QoL, knowledge, physical activity, sleep, and stress were all presented as pre- and postscores using the individualized scoring system of each questionnaire.

Table 1. Overall summary of results (N=60).

<table>
<thead>
<tr>
<th>Knowledge, mean (SD; range)</th>
<th>Baseline values (n=60)</th>
<th>Follow-up (4 weeks) values (n=56)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 1</td>
<td>7 (1.37; 6-18)</td>
<td>6 (0.93; 6-18)</td>
</tr>
<tr>
<td>Section 2</td>
<td>28 (2.7; 12-48)</td>
<td>27 (3.5; 12-48)</td>
</tr>
<tr>
<td>Section 3</td>
<td>10 (4.1; 8-32)</td>
<td>9 (2.2; 8-32)</td>
</tr>
<tr>
<td>Sleep, mean (SD)</td>
<td>4 (2.36)</td>
<td>4 (2.45)</td>
</tr>
<tr>
<td>Stress, mean (SD)</td>
<td>17 (5.13)</td>
<td>16 (5.10)</td>
</tr>
<tr>
<td>Physical activity (METa score), mean (SD)</td>
<td>1080 (816)</td>
<td>1075 (872)</td>
</tr>
<tr>
<td>QoLb</td>
<td>54 (6.90)</td>
<td>53 (6.46)</td>
</tr>
</tbody>
</table>

aMET: metabolic equivalent of task.
bQoL: quality of life (measured using the short form version of the QoL Enjoyment and Satisfaction Questionnaire).

We performed descriptive analyses of the data. The data were presented using percentages, means, and SDs. As this was a feasibility study, no hypothesis testing was performed to assess the efficacy of the intervention [62]. Mean differences between baseline and follow-up were presented, accompanied by 95% CIs [62].
**Results**

**Recruitment and Retention**

A total of 136 individuals expressed initial interest in participating in the study; however, 9 (6.6%) were ineligible because of comorbidities or because they had not installed Facebook Messenger on their smartphone, and a further 52 (38.2%) completed the screening questionnaire but did not proceed to provide informed consent, leaving 75 (55.1%) participants eligible for participation. Of these 75 participants, 60 (80%) completed baseline assessments, and of these 60, 56 (93%) completed the follow-up questionnaires (Figure 3).

**Characteristics of Participants**

Of the enrolled participants, 38% (23/60) were men. The mean age was 33.7 years (SD 9.3), the mean BMI was 22.3 kg/m² (SD 3.8; Table 2), and the average technical competency on a scale of 1 to 10 was 8.07.
Table 2. Characteristics of all the enrolled participants who completed baseline assessments (N=60).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.7 (9.3)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>22.3 (3.8)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>23 (38)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>48 (80)</td>
</tr>
<tr>
<td>Malay</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Indian</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Others</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Burmese</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Currently married</td>
<td>25 (42)</td>
</tr>
<tr>
<td>Never married</td>
<td>33 (55)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Highest level of education, n (%)</td>
<td></td>
</tr>
<tr>
<td>University and above</td>
<td>50 (83)</td>
</tr>
<tr>
<td>Polytechnic diploma</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other diploma and professional qualification</td>
<td>1 (2)</td>
</tr>
<tr>
<td>A³-level or NTC⁵-1 or NTC-2 or certificate in office or business skills or its equivalent</td>
<td>6 (10)</td>
</tr>
<tr>
<td>O⁴ or N⁵-level or NTC-3 certificate or its equivalent</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Work status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>37 (62)</td>
</tr>
<tr>
<td>Student (full time)</td>
<td>17 (28)</td>
</tr>
<tr>
<td>Homemaker or housewife</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Unemployed (able to work)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (2)</td>
</tr>
<tr>
<td>History of parents, sibling, or child with type 2 diabetes, n (%)</td>
<td>11 (18)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>49 (82)</td>
</tr>
<tr>
<td>History of hypertension, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (3)</td>
</tr>
<tr>
<td>No</td>
<td>58 (97)</td>
</tr>
</tbody>
</table>

- A³-level or advanced-level examinations are taken by students at the age of 18, 2 or 3 years after completing their O-level or ordinary-level examinations, which are taken by students at the age of 16 after 4 years (or 5 years) of secondary school.
- NTC: National Technical Certificate.
- N⁵-level: The Singapore-Cambridge General Certificate of Education Normal-level. Secondary students in Singapore can move between two streams based on their academic performance: 4 years of study culminating in the O-level (ordinary level) or the N-level (normal level) examinations. N-level students may participate in a fifth year of study to take the O-level examinations.
Satisfaction

Of the 56 participants who followed the study through till completion, 52 (92%) were moderately or very satisfied with Precilla, 30 (54%) thought that their likelihood of recommending Precilla to others would be somewhat likely, 32 (57%) felt that the likelihood of their opting to use Precilla again for personal use would also be somewhat likely, and, finally, 29 (51%) posited that their health was somewhat better or much better than before.

Usability

The agree and strongly agree responses exceeded 50% (28/56) for all the questions relating to Precilla’s acceptability, except for question 5, “Chatting with Precilla motivated me to change unhealthy sleeping habits,” where the collective response in agreement (agree and strongly agree) was only 46% (26/56) (Figure 4). The smallest percentage of disagreement was for questions 1 and 8, indicating that most of the participants (55/56, 98%) found the chat easy to use and thought that Precilla used simple language and was easy to talk to. The neutral response was a common selection by participants for questions 2-7.

Figure 4. Participants’ opinions of Precilla’s usability and acceptability.

Of the 56 participants, 37 (67%) agreed that Facebook Messenger was an appropriate medium to deliver the messages sent by Precilla. The remaining participants were either neutral or disagreed. Telegram and WhatsApp were proposed as potential alternative delivery media. Of the 56 participants, 9 (15%) thought that the number of messages exchanged with Precilla was too high, and they would have preferred the intervention to deliver fewer messages; 12 (21%) disagreed that 12 PM was the most appropriate time to receive messages, whereas the remaining 44 (79%) either agreed, strongly agreed, or were neutral (Figure 4) and indicated a preference for interacting with Precilla after work, in the evening or before bedtime. Some indicated specific timings such as 5 PM, 8 PM, or 10 PM, and 1 participant suggested 9 AM or during the morning commute to work. There were no disagreements to statement 13 (“I liked images and videos in Precilla’s messages”) and minimal disagreement for statements 14 (5/56, 9%) and 15 (4/56, 7%) on the inclusion of more visual components and Precilla’s personality, respectively. Most participants did not find Precilla to be very human-like and could clearly tell that they were communicating with a conversational agent. Of the 56 participants, 3 (5%) suggested some degree of personalization, whereby Precilla’s messages should be initiated when the user prompted the conversational agent and not the other way around.

Conversational Agent Engagement Data

The number of complete, incomplete, and absent interactions were noted (Figure 5). In addition, the number of immediate and delayed interactions were also counted (Figure 6). Some interactions were started but not completed. The reasons for not completing interactions are presented in Multimedia Appendix 4.
All the conversations were completed by at least 50% (>30/56) of the participants consistently over the period of the study. The number of participants who completed interactions from start to finish exceeded 71% (40/56) for 56% (9/16) of the interactions, denoting high engagement with the conversational agent. Similarly, at least 40% (<22/56) of the participants responded immediately to the conversational agent 75% (12/16 interactions) of the time, even in the last week of the study, denoting consistently high conversational agent engagement.

The participants were restricted to a predetermined list of options when providing responses to the questions asked or information provided. A frequent cause of disruption to the conversation flow was participants typing free text, which led them off track. This resulted in their being redirected to the main menu, which they potentially found confusing, or they were reluctant to go through the whole conversation flow again and, hence, failed to complete that interaction. The average duration of each interaction was in the 2- to 5-minute range. More data on conversational agent engagement are presented in Multimedia Appendix 4.

### QoL Score

The 14-item QoL score was 54 (SD 6.90) at baseline and 53 (SD 6.46) at follow-up (mean difference 0.95; 95% CI −1.51 to 3.41). Of the participants taking medication (10 at baseline, 17 at follow up), participants rated adherence as fair (baseline...
5/10, 50%; follow-up 6/17, 35%), good (baseline 5/10, 50%; follow-up 9/17, 53%), and very good (baseline 0/10, 0%; follow-up 2/17, 12%). The participants rated overall life satisfaction as fair (baseline 16/60, 27%; follow-up 12/56, 21%), good (baseline 35/60, 58%; follow-up 33/56, 59%), or very good (baseline 9/60, 15%; follow-up 10/56, 18%), and 2% (1/56) of participants reported poor overall life satisfaction at follow-up.

Knowledge

The scoring system for the questionnaires meant that lower scores denoted better knowledge outcomes (sections 1 and 3) and lower perceived risk of diabetes (section 2). In section 1, the scores were 7 (SD 1.37) at baseline and 6 (SD 0.93) at follow-up (mean difference 0.52, 95% CI 0.09-0.95); the possible score range was 6-18. In section 2, the scores were 28 (SD 2.7) at baseline and 27 (SD 3.5) at follow-up (mean difference 0.9, 95% CI –0.25 to 2.05); the possible score range was 12-48. In section 3, the scores were 10 (SD 4.11) at baseline and 9 (SD 2.2) at follow-up (mean difference 1.0, 95% CI –0.23 to 2.23); the possible score range was 8-32.

Diet

The number of individuals consuming vegetables at least once a day was 27% (16/60) at baseline and 29% (16/56) at follow-up. Similarly, the percentage of participants having three portions of fruit per day was 3% (2/60) at baseline and 7% (4/56) at follow-up. With regard to intake of unhealthy food comprising sweetened beverages and fried food or snacks, the almost never consumption category for sweetened beverages was 38% (23/60) at baseline and 45% (25/56) at follow-up, whereas for fried food and snacks, the almost never consumption category was 25% (15/60) at baseline and 30% (17/56) at follow-up.

Physical Activity

The median METs-per-week score was 857 at baseline (IQR 902) and 765 (IQR 882) at follow-up. The average categorical score remained constant from baseline to follow-up where the average exercise intensity was moderate. The mean time spent sitting was 439 minutes at baseline and 406 minutes at follow-up. In addition, the median amount of moderate and vigorous physical activity was the same, 30 min per week (IQR 90) at baseline and 50 min per week (IQR 90) at follow-up.

Sleep

According to the scoring method, a lower score indicated better sleep. The mean PSQI score was 4.38 (SD 2.36) at baseline and 4.43 (SD 2.45) at follow-up (mean difference –0.05, 95% CI –0.93 to 0.83). The prevalence of poor sleep quality was 28% (16/60) at baseline and 30% (16/56) at follow-up. The participants who reported sleeping for less than 7 hours were classified as short sleepers; 82% (49/60) were short sleepers at baseline, whereas 88% (49/56) were short sleepers at follow-up.

Stress

The scoring for stress meant that lower scores denoted lower stress levels and higher scores denoted higher stress levels. The mean score at baseline was 17 (SD 5.13), denoting a moderate stress level, which was maintained even at follow-up, mean 16 (SD 5.1; mean difference 0.73; 95% CI –1.15 to 2.61).

Discussion

Principal Findings

To our knowledge, this is the first web-based pilot study to test the feasibility and acceptability of a healthy lifestyle behavior change conversational agent in the Singaporean population. In this web-based study, which used Facebook Messenger as a delivery medium for a conversational agent targeting healthy lifestyle behavior change in the Singaporean population, we managed to recruit 37.5% (75/200) of the target sample size in 1 month. Retention was high at 93% (56/60); conversational agent engagement was also high, with all the conversations being completed by at least 50% (28/56) of the participants consistently. Furthermore, at least 40% (22/56) of the participants responded almost immediately 75% (12/16) of the time. Acceptability, usability, and satisfaction were also generally high. In general, we were able to conduct the study with high fidelity, and each phase ensued as planned. Any definitive signs of improvement in QoL, knowledge, diet, physical activity, sleep, and stress would have to be studied in more detail in a future study of effectiveness.

The secondary outcomes in the study were measured using validated scales, namely, the short form version of the QoL Enjoyment and Satisfaction Questionnaire, PSQI, Perceived Stress Scale, Food Frequency Questionnaire, and IPAQ. We took note that although these questionnaires have not necessarily been optimized for the Singaporean population, these well-established scales were chosen to ensure a certain level of validity and reliability in our results.

Comparisons With Existing Literature

Conversational agents have been used for healthy behavior change; however, they have been used mainly in niche areas such as smoking cessation, alcohol misuse treatment, and the promotion of physical activity in sedentary populations [63-65]. The application presented in this study is very comprehensive, novel, and relevant to the general population in Singapore.

The outcome measures were similar to those in other studies looking at the acceptability of conversational agents in health care, and acceptability was high in other studies as well as in this feasibility trial. Previous studies noted high response rates (ie, conversational agent engagement) and strongly agree or agree scores for user-friendliness, appropriateness, consistency, and speed of response, as in our study [66]. The other measures in prior studies that denoted acceptability were high perceived ease of use, usefulness, and intention to use, similar to our measures of ease and enjoyment of use, motivating change in unhealthy habits, and intention to use Precilla again or recommend it to others, respectively [67,68].

In another study using a health behavior change conversational agent, high compliance was attributed to a rewarding game system [68]. Considering the slight decrease in weekly compliance in our feasibility study (43/56, 77% completed interactions in week 1 vs 39/56, 69% in week 4), it may be worth exploring the possibility of introducing a gaming or reward component in future iterations. Personalization has previously been met with positive user reception, for example,
by providing personalized advice to maintain target blood glucose levels or personalized reminders for taking medication [69]. Similarly, personalized content and message timing delivery should be implemented in future versions of Precilla, considering the preference indicated by users.

It has previously been indicated that users tend to prefer interacting with female conversational agents, as evidenced by Siri, Cortana, and Alexa, for example [70]. In addition, the study by Brahnam et al [71] has explained that in the field of human-computer interaction, “the standard of believability has become inextricably linked to gender personification, especially female personification.” As such, we chose to use *Precilla* and reinforced her character with a profile picture.

Views on conversational agent personality have been mixed, depending on the function of the agent. For example, participants appreciated an empathetic demeanor from conversational agents for e-therapy, in contrast to the participants’ indifference to Precilla’s humanity in this pilot study, where she played more of an impersonal, informative or educational role [72]. It may be that the conversational agent’s purpose determines how important the degree of humanity is.

Another aspect of this study was the effectiveness of participant recruitment through social media. We chose a goal of 75% (150/200) recruitment rate based on other studies involving mobile health trials having achieved an application rate of 86% (70/81) for enrollment through Facebook or an 85.1% (605/711) response rate to Facebook advertisements in 45 days [73,74]. Although our study only yielded a recruitment rate of 37.5% (75/200) in the given period, it aligns quite appropriately with the recruitment rates of 33%, 30%, or 37.7% in other web-based mobile apps or Facebook trials [75-77]. Hence, our 37.5% (75/200) recruitment rate seems to indicate feasibility regarding the recruitment of participants in the general population in Singapore for a web-based conversational agent intervention delivered through Facebook.

A systematic review accentuated the effectiveness of Facebook as a recruitment tool [78]. It was suggested that on average, studies allowed a 3-month recruitment period, and Facebook was found to be more efficient than traditional methods (print, radio, television, email, or word of mouth) because of the reduced costs, shorter recruitment times, and ability to connect with harder-to-reach populations. In future studies, we may need to consider complementing our current no-fee Facebook approach with advertisements or other recruitment methods, as well as potentially a longer recruitment period.

**Implications and Future Research**

In terms of the recruitment, we noticed some attrition among the eligible participants just before provision of informed consent. As the only communication was through email from an institutional email address, the uncertainty involved in remote participation, such as never meeting the study team in person, could have been a cause for the participants’ apprehension. This lack of direct engagement may have led to some participants not feeling comfortable sharing their digital signature with us because of data protection and privacy concerns. In future research studies, a mix of a digital recruitment approach and face-to-face exchange (possibly in the form of recruitment or debriefing) could provide participants with an opportunity to ask questions and validate the legitimacy of the study.

Regarding the preliminary efficacy, minimal improvements were observed in the participants’ knowledge, stress, and diet, whereas there was a lack of improvement in QoL and sleep and no change in physical activity. The dearth of significant improvement in these areas could be attributed to the content and delivery not being adequately designed to target effectiveness and, possibly, the short study length (4 weeks), which may not have been sufficient for any noteworthy changes to have been observed. Furthermore, this study was not designed to test the effectiveness of the intervention, and this should be explored in more detail in future iterations.

The participants indicated that they could clearly tell that *Precilla* was indeed a conversational agent. This was beneficial in confirming Precilla’s identity and in reducing expectations from users that the conversational agent should think, function, and react like a human being. It was interesting to note that although the participants did not find *Precilla* to be very human-like, they still rated the conversational agent highly in terms of content, usability, general acceptability, ease of use, visual components, and so on. This shows that, for this study population and for a conversational agent with *Precilla*’s functions and capabilities, acceptability was not dependent on the anthropomorphism of the conversational agent.

The conversational agent engagement data revealed that there was a slight decrease in the number of interactions that the participants completed fully with each successive week. It is possible that the content and delivery methods could have come across as repetitive because we provided a review of take-home points from the previous interaction from week 2 onwards. Alternatively, perhaps the routine that *Precilla* followed made the intervention very regimented, not leaving much room for spontaneity in the form of varied message timings or even variations in the ways that users could respond to *Precilla*, for example, using free text. These factors may have contributed to the decrease in interest over time. Future iterations of *Precilla* could explore introducing more novelty and personalization, as recommended by the participants in the telephone interviews. The participants shared some points for improvement, including alternative modes of delivery such as WhatsApp and Telegram, a possibility of shortening the conversation lengths, and more personalized timings for message delivery.

**Strengths and Limitations**

One of the main strengths of the study is the high fidelity in the delivery of this low-cost, fully web-based feasibility study. We did not experience any software malfunctions and were able to implement the intervention as per protocol. The content of the intervention was evidence based, and it was co-designed with members of the target population to make the intervention as relevant to them as possible. We managed to reach a diverse range of age groups—from 23 to 60 years—using Facebook without the need to pay for advertising. Although the recruited sample—recruited over 4 weeks using solely Facebook—consisted of fewer participants than our target size, it is comparable with those reported in other studies that used...
paid Facebook advertisements within the same time frame. However, the participants were recruited through healthy living–focused Facebook groups and pages; therefore, these individuals were already very much invested in healthy lifestyle behavior change and more likely to use apps and social media. Furthermore, the participants were Facebook users, capable of navigating Facebook Messenger, had high technological competency, and a very high level of tertiary education. As such, our findings may not be generalizable to other demographic groups such as older people; individuals with lower education levels; or those not active on, or familiar with, social media. However, this study did largely cover the general characteristics of the average Singaporean, making the findings very much valuable and relevant. A further limitation is that although we used validated outcome measurement tools, all outcomes were self-reported by the participants. Furthermore, although these measurement scales are well reputed and established, they were not necessarily optimized for use in the Singaporean population. Finally, we used a single-arm pre-post study design, which is acceptable for a feasibility study but does not allow for assessment of the effectiveness of the intervention.

Conclusions

This web-based feasibility study showed that the delivery of a conversational agent for healthy lifestyle behavior change using Facebook Messenger is, to a large extent, feasible in Singapore. Precilla is a low-cost intervention that was popular among the participants and was well received, with most participants being satisfied with the intervention and prepared to recommend it to friends and family. This study demonstrated the ability to conduct a web-based trial to assess the impact of a novel intervention. Our preliminary data on the acceptability of the intervention showed the need for further enhancement of this conversational agent intervention, potentially through humanization of the agent and personalization of the messaging. Such an intervention needs to be evaluated with a rigorous study design and larger sample size.
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Abstract

Background: Symptoms related to endometriosis have a significant impact on the quality of life, and symptoms often recur. The experience sampling method (ESM), a digital questioning method characterized by randomly repeated momentary assessments, has several advantages over traditionally used measurements, including the ability to assess the temporal relationship between variables such as physical, mental, and social factors.

Objective: The aim of this study is to develop an ESM tool for patients with endometriosis to accurately measure symptoms and their course over time, allowing for personalized treatment and adequate monitoring of treatment efficacy in individual patients.

Methods: On the basis of international guidelines, items from validated questionnaires were selected through a literature review and during focus groups and multidisciplinary expert meetings. Data analysis was conducted using ATLAS.ti (ATLAS.ti Scientific Software Development GmbH). The feasibility and usability of the newly developed momentary assessment tool were tested for 28 consecutive days in 5 patients with endometriosis-related pain symptoms.

Results: Momentary assessment items contained questions concerning endometriosis symptoms, general somatic symptoms, psychological symptoms, contextual information, and the use of food and medication. A morning questionnaire on sleep and sexuality was included. In a pilot study, the patients considered the tool easy to use but time consuming. The average compliance rate of momentary assessments was 37.8% (106/280), with the highest completion rate during the first week (39/70, 56%). Therefore, it is advisable to use the ESM for a maximum of 7 days.
Conclusions: A new digital tool for endometriosis symptom assessment was developed using the ESM, which may help overcome the limitations of current retrospective questionnaires. After validation and testing, future studies will be planned to evaluate the use of this tool in a clinical setting in order to propose a personalized treatment plan for women with endometriosis.

(JMIR Form Res 2021;5(12):e28782) doi:10.2196/28782
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Introduction

Background

Endometriosis is defined as an estrogen-dependent condition involving the endometrium-like tissue outside the uterus [1]. It is estimated to be prevalent among approximately 10% in women of reproductive age and up to 50% in women with chronic pelvic pain (CPP) or fertility problems [2,3]. Dysmenorrhea, CPP, dyspareunia, fatigue, and infertility are the leading symptoms [4,5], which have a significant social and psychological impact, decreasing the quality of life of the patients [6-8]. Furthermore, the annual economic burden of women with endometriosis in European countries is high and similar to that of other chronic conditions [8]. The severity of the disease, as well as pelvic pain, infertility, and a higher number of years since diagnosis, are associated with higher costs of societal relevance given that these symptoms affect physical, mental, sexual, and social well-being, as well as work productivity [8-10]. Endometriosis is currently managed by surgical or medical interventions; however, approximately 50% of women have recurrent symptoms over a period of 5 years [11]. Moreover, the extent of endometriosis is not directly related to the degree of the symptoms [12], which suggests that the perception of symptoms may also be influenced by psychological and emotional distress [13-15].

Objective

Stratified and more individualized therapeutic approaches are needed to maximize treatment efficacy and improve physical, mental, sexual, and social well-being [8-10,16]. To do so, a reliable assessment of endometriosis-related symptoms is essential. Current guidelines for symptom assessment in patients with endometriosis include the recommendations of the Initiative on Methods, Measurement, and Pain Assessment in Clinical Trials [17] and the American Society for Reproductive Medicine [18]. The former has made recommendations for clinical outcomes in pain trials [17], including pain measured in 0 to 10 scales, physical functioning, emotional functioning, symptoms, and adverse events. For patients with endometriosis, the American Society for Reproductive Medicine [18] recommends daily ratings of pelvic pain, daily ratings of dysmenorrhea, and the Endometriosis Health Profile-30 (EHP-30) [19]. Currently, there is no available assessment tool for all contextual factors that could influence endometriosis complaints, including symptom triggers and overlapping symptoms with other comorbidities. Furthermore, validated questionnaires such as the EHP-30 are retrospective. The experience sampling method (ESM) is an electronic questioning method characterized by randomly repeated self-reports on symptoms, activities, emotions, or other elements of real-time daily life [20]. This momentary assessment method has several advantages, including the ability to assess the temporal relationship between variables, high ecological validity, and highly detailed information on the experiences of the subjects. This method aims to provide self-insight, personalized treatment approaches, and adequate monitoring of the effectiveness of these treatments in individual patients. Usually, this method is made available by the use of a mobile app [20-22]. Following the previous development of an ESM tool for psychiatric conditions [20], irritable bowel syndrome (IBS) [22-24], functional dyspepsia [25], and overactive bladder syndrome [26], we aimed to develop an ESM assessment tool for patients with endometriosis.

Methods

Overview

This study was conducted between August 2018 and September 2019 and consisted of 5 consecutive phases: initial item selection, focus group interviews to consider input from the patients, critical evaluation through expert meetings, development of the smartphone app, and a pilot study to evaluate feasibility and usability. This study was approved by the Institutional Review Board Ethics Committee of the Maastricht University Medical Centre (MUMC+), Maastricht, the Netherlands (Ref 2018-0674; 2019-1069), and the Máxima Medical Centre, Veldhoven, the Netherlands (Ref 18.122; L19.048).

Phase I: Question Selection

In agreement with the guidelines of the Food and Drug Administration on patient-reported outcome measure (PROM) development, item selection for the questionnaire started with an initial draft on the basis of the literature of validated outcome measures [27,28]. ESM-specific items concerning psychological, social, and environmental factors were derived from previous ESM validation studies [20-23]. Disease-specific items concerning the quality of life, affective symptoms, and disease-specific symptoms were derived from validated retrospective questionnaires (the Short Form-36, EHP-30, European Quality of Life-5 Dimensions, Generalized Anxiety Disorder-7, Patient Health Questionnaire-9, and Gastrointestinal Symptom Rating Scale-IBS). A list was created with all potentially relevant items from these questionnaires. The phrasing of the items was adjusted to conform to the momentary aspects of ESM assessments. The complete list of items was...
discussed with a multidisciplinary expert team consisting of gynecologists, endometriosis experts, urologists, a psychiatrist, a gastroenterologist, and a representative of the Dutch endometriosis patient organization. All the items were discussed for potential relevance. In addition, the experts were asked in an open discussion whether there were any relevant items missing according to their field of expertise.

**Phase II: Focus Groups**

**Focus Group Recruitment**

Premenopausal patients with endometriosis (diagnosed by physical examination and imaging techniques or laparoscopy) aged ≥18 years were recruited by gynecologists from the ward of the outpatient gynecology department at the MUMC+ or the Máxima Medical Center. Furthermore, patients were recruited through advertisements on the Dutch endometriosis foundation website. Pregnant women and patients with any organic explanation for CPP besides endometriosis were not eligible for participation. Furthermore, participants had to be able to speak and understand written Dutch, as the focus groups were conducted in this language. Written informed consent was obtained from all participants before the study.

**Focus Group Organization**

The focus groups were conducted according to the international PROM development guidelines [27] and the literature on focus group interviews [28]. For each focus group, 6 to 10 patients were invited, and 90-minute sessions were scheduled. The focus groups were conducted in 2 meeting phases according to the focus group guidelines [28], with the guidance of a moderator (EB) and at least one assistant moderator (AL, MP). In the first meeting phase, an open discussion, the participants were instructed to bring forward every item they considered essential for use in a real-time symptom assessment tool. In the second meeting phase, all items derived from the initial draft instrument were discussed in a structured manner. The patients could confirm or criticize the item value for momentary assessments and discussed the phrasing of the questions and the answer options. The focus groups were scheduled one meeting by one until saturation of input was reached, that is, the moment that the meetings no longer contributed any new items or information [25,26].

**Statistical Analysis**

The focus group discussions were voice-recorded and transcribed (JM). Data were qualitatively reviewed and systematically analyzed using ATLAS.ti software (ATLAS.ti Scientific Software Development GmbH); workbench for the qualitative analysis of large bodies of data, eg, textual, audio, and video). Each item was grouped by domain, and all domain items were clustered. When synonyms of items were used, the most frequently mentioned item was selected for the questionnaire.

**Phase III: Expert Meeting**

A final meeting with a multidisciplinary expert team (Phase I: Question Selection) was arranged to select the items to be used in the final questionnaire. The primary goal of the expert meeting was to critically discuss and convert the findings from the focus groups to generate applicable questions for clinical practice. A second goal was to shorten the list of ESM items to minimize response fatigue and, therefore, noncompliance of patients. All items that were included after the ATLAS.ti analysis of the focus group data were discussed for relevance until a majority was reached. In addition, the experts were asked in an open discussion whether there were any relevant items missing according to their field of expertise (ie, urology, gastroenterology, psychiatry, and gynecology).

**Phase IV: Development of a Smartphone App**

The smartphone app MEASuRE (Maastricht Electronic Abdominal Symptom Reporting) was previously created by MEMIC, the center for data and information management at the Faculty of Health, Medicine, and Life Sciences of the Maastricht University and the MUMC+. The app can measure real-time experiences in daily life using the concept of ESM. MEASuRE has been described in previous research and has been adjusted for patients with endometriosis using the questions that were selected in the final expert meeting [22-26].

**Phase V: Pilot Study**

The usability of the MEASuRE app has been thoroughly tested in patients with IBS. However, as we adapted the questions to an endometriosis-specific tool, we decided to conduct a pilot study with 5 patients with endometriosis to test the feasibility and usability of these changes to the tool. Given that endometriosis symptoms fluctuate during the menstrual cycle, we aimed to test whether collecting ESM data for 28 consecutive days was feasible [4,10]. Premenopausal women aged at least 18 years and diagnosed with endometriosis were recruited via the ward of the outpatient gynecology department of the MUMC+ or the Máxima Medical Center. The inclusion and exclusion criteria were similar to those in phase II, and written informed consent was obtained before participation. During the study period, ESM assessments were conducted on the patients’ smartphones using the MEASuRE app. Because the sampling procedure should cover a range of waking hours and activities, the momentary assessments started after 7:30 AM and finished before 10:30 PM. The app sent out a notification at 10 random moments during the day, each within a 90-minute time frame, after which the patients could complete the identical electronic self-reports. To minimize the extent to which data were influenced by retrospective biases, the participants had to respond to the notification within the requested time frame (10 minutes). After this period, which has also been described in other studies [20,29], it was no longer possible to start the assessment. Past research has typically used 5 to 10 assessments per day to measure real-time experiences in daily life [29,30]. As missing entries were expected, we also analyzed the rates of compliance of at least 3 out of 10 assessments each day. The participants were called on the second study day to check for technical difficulties and to ensure that the questions were clear. The patients were called and interviewed after 2 weeks and at the end of the pilot study to collect feedback concerning the logistics, usability, and content of the questionnaire.
Results

Phase I: Question Selection

Figure 1 systematically describes the development of a momentary PROM. During question selection, 54 items concerning psychological, social, and environmental factors were derived from questions used in previous ESM validation studies [20-23], whereas 30 items were derived from validated retrospective questionnaires (the Short Form-36, EHP-30, European Quality of Life-5 Dimensions, Generalized Anxiety Disorder-7, Patient Health Questionnaire-9, and Gastrointestinal Symptom Rating Scale-IBS) and made suitable for momentary assessment. Seven questions regarding physical and endometriosis-specific symptoms were added through a clinical literature search [1-5]. During the expert meeting, 13 items were excluded on the basis of relevance. Validated scales such as the Bristol Stool Chart (used in the ESM tool for patients with IBS) and a urological urgency scale were added to make it possible to compare data from patients with endometriosis and patients with other chronic abdominal pain [31,32]. A total of 78 ESM questions were selected concerning different domains: endometriosis-specific symptoms, general somatic symptoms, sleep, sexuality, mood and psychological factors, social and contextual factors, and use of nutrition and medication.

Figure 1. Process of patient-reported outcome measure development. ESM: experienced sampling method; PROM: patient reported outcome measure.

Phase II: Focus Groups

Overview

The characteristics of the women who participated in the focus group meetings are summarized in Table 1. A total of 19 patients initially agreed to participate in the focus groups; however, only 14 were present. The reasons for cancelation were illness (n=2), other plans (n=1), and family-related issues (n=1). One patient did not report any reason for the cancelation. The age of the participants ranged from 23 to 41 years. Saturation of input was reached after 3 focus groups. After the ATLAS.ti analysis of focus group data, the questionnaire comprised 56 items.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Study group</th>
<th>Pilot study (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Focus groups (n=14)</td>
<td></td>
</tr>
<tr>
<td><strong>Sociodemographic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.1 (6.7)</td>
<td>35.6 (5.6)</td>
</tr>
<tr>
<td><strong>Level of education</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>College or university</td>
<td>13 (93)</td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>Occupational status</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (21)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Employed</td>
<td>10 (72)</td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>Relationship status</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1 (7)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>In relationship</td>
<td>13 (93)</td>
<td>4 (80)</td>
</tr>
<tr>
<td><strong>Anthropometric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>27.6 (4.7)</td>
<td>26.5 (5.7)</td>
</tr>
<tr>
<td><strong>Medical</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of hormonal medication</td>
<td>12 (86)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Oral contraceptives</td>
<td>4 (29)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Mirena IUD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4 (29)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Progestins</td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>GnRH&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4 (29)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Regular use of pain medication</td>
<td>11 (79)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Surgery for endometriosis</td>
<td>11 (79)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Infertility</td>
<td>5 (36)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Use of psychiatric medication</td>
<td>2 (14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Traumatic life event in past</td>
<td>3 (21)</td>
<td>1 (20)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IUD: intrauterine device.

<sup>b</sup>GnRH: gonadotrophin-releasing hormone.

Morning Questionnaire

Women with endometriosis and deep dyspareunia have been found to have lower sexual quality of life, presenting with impaired sexual functioning and decreased satisfaction, which, in turn, can negatively affect personal relationships [33]. Questions concerning sexual activity or avoidance were adapted from the modular dimension *Sexual intercourse* of the EHP-30. Furthermore, the patients considered questions regarding sleep relevant to the general state of well-being. These questions were added to the morning questionnaire, as it was considered unnecessary to assess these items repeatedly during the day [34].

Momentary Assessments

Most of the answer options were presented in the numeric rating scale from 0 to 10. However, some questions had answer options on a scale of −5 to +5. The list of questions was shortened by creating subquestions in the case of positive answers. In this matter, questions regarding sexual intercourse, urination, and defecation were asked retrospectively to check whether or not they occurred. If complaints arose, the follow-up questions were asked. The patients stated that the extent of vaginal blood loss was an important issue; however, they also noted that, in the case of absence of a menstrual cycle or after hysterectomy, they did not like to answer any questions regarding blood loss. This was solved by creating a one-off questionnaire on the menstrual cycle after downloading the app. The general somatic questions concerned symptoms as part of a psychosomatic syndrome or caused by the side effects of medication. Questions regarding psychological components were added. These questions concerned both negative and positive affect [20,35,36]. Social and contextual items were added because they could influence physical and emotional well-being and, therefore, the severity of the complaints [20,37]. Questions regarding food intake, use...
of pain medication, and alcohol consumption were considered essential for influencing pain symptoms or general well-being.

**Phase III: Expert meeting**

During the final expert meeting, 6 items were excluded and 1 item was added. The question “How many times did you wake up last night?” was excluded on the basis of relevance, as the quality of sleep and the reason for waking up had already been assessed. In the psychological items, the questions *I feel lonely* and *I feel insecure* were excluded to shorten the list. Furthermore, the ATLAS.ti analysis revealed that these items were mentioned less frequently by patients. Three questions with synonyms regarding energy level (feeling tired, feeling lifeless, and feeling energetic) were adapted to 1 question. The final questionnaire consisted of 51 items (Figure 1). The domains defined during the question selection phase were retained. The number of ESM items varied depending on the answers given by the patients. A morning questionnaire comprised a minimum of 4 and a maximum of 7 questions and included information about sleep and sexuality. Momentary assessments regarding the remaining domains comprised a minimum of 31 and a maximum of 42 items. Table 2 shows the number of questions per category. Two questions were added to a one-off questionnaire on the menstrual cycles of the patients.

Table 2. Number of experience sampling method (ESM) questions per category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Maximum number of ESM questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-off questionnaire</td>
<td></td>
</tr>
<tr>
<td>Menstrual cycle</td>
<td>2</td>
</tr>
<tr>
<td>Morning questionnaire</td>
<td></td>
</tr>
<tr>
<td>Sleep</td>
<td>4</td>
</tr>
<tr>
<td>Sexuality</td>
<td>3</td>
</tr>
<tr>
<td>Momentary assessment</td>
<td></td>
</tr>
<tr>
<td>Endometriosis-specific symptoms</td>
<td>15</td>
</tr>
<tr>
<td>General somatic symptoms</td>
<td>7</td>
</tr>
<tr>
<td>Mood and psychological factors</td>
<td>7</td>
</tr>
<tr>
<td>Social and contextual factors</td>
<td>8</td>
</tr>
<tr>
<td>Use of nutrition and medication</td>
<td>5</td>
</tr>
</tbody>
</table>

**Phase IV: Development of a Smartphone App**

The final questionnaire that was built into the smartphone app MEASuRE is listed in English in Multimedia Appendix 1. This questionnaire was originally created in Dutch and was officially translated by Medilingua translations; however, it has not yet been validated in English.

**Phase V: Pilot Study**

**Feasibility and Compliance**

The characteristics of the women who participated in the pilot study are summarized in Table 1. The morning questionnaire took an average of 22 seconds to complete (range 11-44 seconds), and the momentary assessments took an average of 3 minutes and 2 seconds to complete (range of 72-255 seconds). The average completion rate for the morning questionnaires was 81% (23/28 study days). The average response rate for all momentary assessments was 37.86% (530/1400 questionnaires), with a range of 6.1% (17/280) to 56.1% (157/280) between patients. The average completion rate for a minimum of 3 questionnaires was 68% (19/28 study days). The response rate was highest during the first week of the pilot study, on average, 56% (39/70) of questionnaires, with a range of 21% (15/70) to 79% (55/70) between patients. The first week was the only week in which all participants completed at least 3 questionnaires on each study day. Figure 2 shows a histogram with the mean number of completed beep questionnaires (momentary assessments) per study day. In total, 0.79% (11/1400) of the momentary assessments were started but not completed.
Interview

During interviews, the patients noted that the app was easy to use and that the questions were clearly defined, although some suggestions were made for clarifications or answer options. Table 3 shows the results of the interviews with patients and includes advantages and limitations. Recommendations from these patients were also included, and their recommendations concerning the content were added to the final questionnaire (Multimedia Appendix 1). There were no particular questions that the patients did not want to answer, such as questions concerning sexuality.

Table 3. Advantages, limitations, and recommendations mentioned by the patients that completed the pilot study (n=5).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Advantages</th>
<th>Limitations</th>
<th>Recommendations</th>
</tr>
</thead>
</table>
| Usability | “Easy to use.” | “Loading of the questionnaire was slow in case of a bad internet connection.” | Measure period for a maximum of 7 days:  
- “During a menstrual period” (n=1)  
- “Let the patient decide when to start measuring (when the complaints are highest).” (n=3)  
- “Measure period for one month to be sure that one whole menstrual cycle is included. Use less questionnaires per day to improve compliance.” (n=1) |
| | “Completing a questionnaire was getting easier and faster over time.” | | |
| Content | “Very complete.” | See recommendations for missing items according to the pilot study participants. | “The option I have pain while laying down is missing.”  
- “I am together with my pet.”  
- “The activity: taking care of my children/family.”  
- “Add LEFT (L) and RIGHT (R) to the abdominal pain figure.” |
| | “The questions are very clear.” | | |
| | “Only by filling in my symptoms and activities at the same time makes me aware of a symptom pattern.” | | |
| | “This is the only questionnaire I know that also contains bowel and bladder symptoms.” | | |
| Compliance | “Timing ten times a day is good because then I don’t feel guilty when I miss a questionnaire.” | “Work makes it difficult to complete the questionnaires.”  
- “Social activities make it difficult to complete the questionnaire.”  
- “Less motivation to fill in questionnaires when I don’t have any somatic complaints.”  
- “Less motivation to fill in questionnaires when I am feeling down.” | “Completing 5-7 assessments per day is feasible.” (n=3)  
“Completing 4-5 assessments per day is feasible.” (n=2) |
| | | | |
Discussion

Overview
Following the development of an ESM tool specific to psychiatric conditions [20] and gastrointestinal and urological disorders, such as IBS, functional dyspepsia, or overactive bladder syndrome [22-26], we developed a modern assessment tool for patients with endometriosis. This new tool was developed according to the international guidelines on PROM development and comprised 5 phases: a selection of items on the basis of a literature review, a focus group study, expert meetings, the development of an electronic PROM using a smartphone app, and testing of the usability and feasibility with a pilot study. During interviews, the patients noted that the app was easy to use and that the questions were clearly defined. During our pilot study, only 0.79% (11/1400) of all momentary assessments were started but not completed, indicating that the assessments were easy to complete and not too time-consuming. However, completing up to 10 momentary assessments each day was considered time-consuming and caused response fatigue and noncompliance. During a study period of 28 days, most assessments were completed during the first week (39/70, 56%, in the first week vs on average 106/280, 38%, during the total study period). Compared with other ESM studies, this compliance rate is relatively low, as meta-analyses have shown completion rates of 82% to 85% [38,39]. However, comparing data with other ESM studies is difficult because the absence of methodological guidelines related to the use of this method has resulted in a large heterogeneity of designs [39], and compliance rates have not been reported in approximately half of the studies [40]. For better compliance, fewer study days, less assessments per day, and fewer items per assessment are advised [38,40]. In addition, as previous ESM studies recommend at least 3 completed questionnaires per day for a reliable analysis, which occurred consistently only during the first week of this study, we recommend using the ESM for a maximum of 7 days [41]. However, as endometriosis can fluctuate during the menstrual cycle, assessing patients for 4 weeks could add valuable information and might be considered with fewer assessments per day.

Strengths and Limitations of the ESM
The ESM has several advantages over traditionally used assessment tools, including the ability to evaluate the temporal relationship between variables, high ecological validity, and highly detailed information on the experience of the subject. Furthermore, the ESM allows for a prospective, individualized within-person approach to symptoms and symptom formation and to treatment outcome, which contrasts with the average patient approach of traditional evidence-based practice [37,41]. Self-reports across multiple days and among various participants provide profound and comprehensive insights into the disease course and treatment efficacy. On the basis of this, the ESM may also provide clues for behavioral interventions, adding value to fragmented monodisciplinary treatment, which remains refractory to responsiveness.

A limitation of the ESM is that it is perceived as time-consuming and requires considerable motivation on the part of the patient. Therefore, assessments are ideally kept as brief as possible. Furthermore, assessments several days in a row could encourage rumination. Thus, on the basis of the recommendations of previous studies using ESM, we suggest limiting the assessment period to 7 days and adding items concerning positive affect [20,35,36]. Another concern is selection bias. Not all patients are willing to participate or comply with study protocols using ESM, and participation could be affected by motivation for change in treatment. However, previous research has shown that this method is feasible for a wide variety of patients [42,43].

Strengths and Limitations of PROM Development
Given that the questions in this new tool are derived from validated questionnaires, this ESM tool designed for use in patients with endometriosis is comparable to validated retrospective PROMs. The use of patient focus groups according to the international guidelines on PROM development strengthens the validity of the questionnaire. A limitation of our focus group study was the limited number of patients who participated. Although 19 patients agreed to participate, only 14 were included in the 3 focus groups. Ideally, 6 to 10 participants were scheduled for each focus group. Most importantly, saturation of input was reached. During the pilot study, a few recommendations were made regarding the content, and these were added to the final questionnaire (Multimedia Appendix 1).

Future Study Perspectives
This paper comprises the development (part I) of a new PROM for women with endometriosis, with the ability to assess symptoms in real time. The validation stage (part II) will involve testing the psychometric properties of this newly developed tool. A 7-day validation study will be conducted to assess content validity and to investigate the association with potential triggers of physical symptoms, such as psychological, social, and contextual factors. In the planned validation study, 25 patients with endometriosis with CPP at least 1 day per week on average will be included. By letting patients start measuring at random moments, we expect to collect enough data from different menstrual cycle phases and that there will be sufficient data after the use of ESM in 7 consecutive days. Data from this newly developed ESM tool will be compared with frequently used validated (retrospective) outcome measures such as the EHP-30 questionnaire and end-of-day and end-of-week retrospective pain scores. After validation and testing, future studies will be planned to evaluate the use of this tool in a clinical setting in order to propose a personalized treatment plan.

In conclusion, in agreement with the international guidelines, we developed a PROM for real-time symptom assessment in women with endometriosis. This new electronic tool consists of a morning questionnaire and momentary assessments with questions regarding physical, mental, sexual, and social well-being. This tool was considered easy to use and may help overcome the limitations of existing retrospective questionnaires. To minimize noncompliance, it is advised to use this tool for a maximum of 7 days.
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Set of questions for the endometriosis-specific experience sampling method–patient-reported outcome measure after focus groups, expert meetings, and pilot study.
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Abstract

Background: Computer tools based on artificial intelligence could aid clinicians in memory clinics in several ways, such as by supporting diagnostic decision-making, web-based cognitive testing, and the communication of diagnosis and prognosis.

Objective: This study aims to identify the preferences as well as the main barriers and facilitators related to using computer tools in memory clinics for all end users, that is, clinicians, patients, and care partners.

Methods: Between July and October 2020, we sent out invitations to a web-based survey to clinicians using the European Alzheimer’s Disease Centers network and the Dutch Memory Clinic network, and 109 clinicians participated (mean age 45 years, SD 10; 53/109, 48.6% female). A second survey was created for patients and care partners. They were invited via Alzheimer Europe, Alzheimer’s Society United Kingdom, Amsterdam Dementia Cohort, and Amsterdam Aging Cohort. A total of 50 patients with subjective cognitive decline, mild cognitive impairment, or dementia (mean age 73 years, SD 8; 17/34, 34% female) and 46 care partners (mean age 65 years, SD 12; 25/54, 54% female) participated in this survey.

Results: Most clinicians reported a willingness to use diagnostic (88/109, 80.7%) and prognostic (83/109, 76.1%) computer tools. User-friendliness (71/109, 65.1%); Likert scale mean 4.5, SD 0.7), and increasing diagnostic accuracy (76/109, 69.7%; mean 4.3, SD 0.7) were reported as the main factors stimulating the adoption of a tool. Tools should also save time and provide clear information on reliability and validity. Inadequate integration with electronic patient records (46/109, 42.2%; mean 3.8, SD 1.0) and fear of losing important clinical information (48/109, 44%; mean 3.7, SD 1.2) were most frequently indicated as barriers. Patients and care partners were equally positive about the use of computer tools by clinicians, both for diagnosis (69/96, 72%) and prognosis (73/96, 76%). In addition, most of them thought favorably regarding the possibility of using the tools themselves.

Conclusions: This study showed that computer tools in memory clinics are positively valued by most end users. For further development and implementation, it is essential to overcome the technical and practical barriers of a tool while paying utmost attention to its reliability and validity.

(JMIR Form Res 2021;5(12):e31053) doi:10.2196/31053
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Introduction

Background
Dementia is a major health problem worldwide, with its prevalence expected to rise to 75 million patients in 2050 [1]. A timely and accurate diagnosis is essential for providing adequate care and appropriate treatment [2]. Diagnosing Alzheimer disease dementia or another type of dementia can be challenging, as clinical presentations overlap and multiple pathologies often co-occur [3,4]. Furthermore, increasing biomarker availability creates the possibility of diagnosing the early stages of Alzheimer disease before the onset of dementia and paves the way for individual dementia risk estimation [5,6].

With the availability of many different diagnostic tests, clinicians have the difficult task of combining and interpreting all the test results to come to an accurate diagnosis and prognosis [7-10] and communicating these results to patients and care partners [5,11,12]. Despite the increasing number of diagnostic tools, uncertainty in the diagnosis and prognosis of dementia remains, complicating the process of clearly explaining the test results [13]. Recent research has shown that most patients and care partners greatly value precise information on diagnosis and prognosis [12,14]. However, clinicians are often reluctant to address these topics during consultations, leaving these informational needs unmet [12,15].

Currently, artificial intelligence solutions are rapidly being developed and can aid clinicians in addressing these challenges in several ways. Artificial intelligence–based computer tools for dementia diagnosis and prognosis have demonstrated diagnostic accuracy equal to that of clinicians’ performance. These tools support individual risk estimation and increase clinicians’ confidence in diagnosis and prognosis [16-19]. Web-based cognitive test tools have shown promising results, enabling cost-effective testing [20-22]. From other medical fields, such as oncology, we know that computer-based tools can also support the communication process, for example, by engaging patients and their families more actively in the diagnostic decisions or by supporting clinicians in the clear communication of results [23,24]. To date, the actual implementation of such computer tools in memory clinic practice has been limited [25,26].

Barriers and Facilitators
Several barriers to the acceptance and implementation of tools have been identified in different health care areas. The main concerns regarding computer tools are related to the physician–patient relationship: the fear of interfering with this relationship when using a tool and affecting patient communication. Furthermore, clinicians fear the disturbance of clinical work and the loss of clinical autonomy when using a tool. In addition, a time-consuming tool, a tool that does not fit into the workflow, complexity of a tool, and computer literacy have been frequently mentioned as barriers. On the other hand, good training before the use of a tool, user-friendliness, relevancy, transparency, and reliability are stimulating factors in the use of a computer tool in clinical practice [27-33].

It is not known if the same barriers and facilitators apply to computer tools in memory clinics. The nature of the patient population—older adults with cognitive decline—and the vast number of diagnostic tests involved in the diagnostic process might lead to a different set of relevant barriers and facilitators. In addition, patients’ and care partners’ opinions regarding the use of computer tools by their clinicians might be a potential barrier to or facilitator of clinicians’ use of a tool.

Objective
Therefore, this study aims to understand preferences and identify the main barriers to and facilitators of using computer tools in the dementia workup from the perspectives of clinicians, patients, and care partners, that is, the end users.

Methods

Design
We conducted 2 surveys, 1 for clinicians and 1 directed at patients and care partners, both in the fall of 2020. In addition, to aid the interpretation of the survey results, we conducted an interactive panel session with clinicians. The study was approved by the medical ethical committee of the Amsterdam University Medical Center, Vrije Universiteit Medical Center, Amsterdam. All participants provided digitally informed consent.

Survey for Clinicians

Participants
Between July and October 2020, we invited clinicians from memory clinics in Europe via the European Alzheimer’s Disease Consortium and the Dutch Memory Clinic network (Nederlands Geheugenpoli Netwerk [NGN]) through emails that contained a link to participate in the web-based survey. Furthermore, we invited all participants during the annual NGN conference to share their thoughts in our web-based interactive panel session.

Survey
The survey was created in the web-based survey tool Survalyzer (Survalyzer AG) [34] and translated into Dutch and English. The survey was adaptive; that is, certain questions were only conditionally displayed based on responses to other items. Furthermore, participants could scroll through the survey to edit their answers. The survey comprised 3 parts. In the first part, we collected background information (eg, age, gender, profession, and specialization). In the second part, we used a funneled method to examine the current opinions on computer tools and identify the barriers and facilitators. First, we asked if the clinician would be willing to use computer tools in general, after which we asked them to explain their opinions in an open-ended question. Subsequently, we provided them with a list of barriers and facilitators compiled from barriers and facilitators known from the existing literature [27,28,32], and we asked them which factors would stimulate or discourage...
them from using a tool. Clinicians could complement this list with their own perspectives. We then asked them to rate the importance of these factors using the Likert scale (1=very unimportant, 2=unimportant, 3=neutral, 4=important, and 5=very important). Finally, we asked the participants how likely they were to use diagnostic and prognostic tools. In the third part, we explored clinicians’ opinions on additional computer tools, that is, web-based cognitive testing, communication support, and communication skills training.

**Interactive Panel Session**

During the NGN annual conference (held on the web on November 10, 2020), 2 authors (HFMRM and LNCV) presented the preliminary results of the survey. To help interpret these results, they asked all conference participants several in-depth questions using Mentimeter [35]. These questions were related to the importance of several factors that stimulate their trust in a tool; factors that would convince them of the usability, reliability, and validity of a tool; and the primary outcome measures of a tool.

**Survey for Patients and Care Partners**

**Participants**

Between July and October 2020, we invited a mixed memory clinic population comprising patients with subjective memory complaints (subjective cognitive decline [SCD]), mild cognitive impairment, and dementia and care partners to participate in the web-based survey. To be included, patients had to be able to understand the questionnaire in Dutch or English. In this study, care partner refers either to an informal caregiver or a close relative or friend of the patient who provides either or both emotional and practical support. A general link to the survey was sent via a newsletter and social media to the members (patients and care partners) of Alzheimer Europe and directly to the members of the Alzheimer’s Society United Kingdom. Next, we invited both patients and care partners from the Amsterdam Dementia Cohort of the Alzheimer Center Amsterdam [36,37] and the Amsterdam Aging Cohort of the outpatient geriatric clinic of the Amsterdam University Medical Center (Amsterdam University Medical Centers) [38]. Patients and care partners were approached and informed by phone or email, and when they confirmed their participation, they were sent a personalized link to the web-based survey. The survey was adaptive to reduce the number of questions. Furthermore, participants could scroll through the survey to edit their answers.

**Survey**

A total of 2 versions of the survey were created, 1 directed at patients and 1 at care partners, both comprising 3 parts. In part 1, we collected background information regarding the participants (eg, age, gender, and diagnosis). In part 2, we asked for their opinion on clinicians’ use of (1) a computer tool that analyzes the results of the diagnostic tests (*diagnostic tool*), (2) a computer tool to help predict the course of their symptoms (*prognostic tool*), and (3) a tool to help communicate the test results in *day-to-day* language with the patient (*communication tool*). We adjusted the predefined list of barriers to and facilitators of using computer tools to the patient and care partner perspectives. We provided participants with this list and asked the extent (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, and 5=strongly agree) to which the different items applied to them. In the last part, we asked their opinion on computer tools directed at patients and care partners, that is, web-based cognitive testing and tools that could support and empower them in their communication with the clinicians. The survey was piloted in a test panel of 3 patients (2 with SCD and 1 with dementia) and 1 care partner of a person with dementia.

**Analysis**

Completion of the survey was enforced using mandatory questions. Proceeding with the survey was not possible when a question was unanswered. Furthermore, it was not possible to complete the survey more than once, as Survalyzer solely allowed unique visitors. Only completed surveys were analyzed. We analyzed participant characteristics and survey outcomes using descriptive statistics. Chi-square tests were used to compare answers between patients and care partners. For clinicians, we compared answers between groups based on age, sex, profession, and specialization. When using the 5-point Likert scale, the mean Likert scale scores were calculated per item. Frequencies were calculated for all the barriers and facilitators from the predefined list. We combined the frequencies with mean Likert scale scores to define the most important barriers and facilitators (eg, the item with the highest frequency combined with the highest mean Likert scale score was regarded as the most important). SPSS, version 22.0 (IBM Corporation) was used to analyze the quantitative data. *P* values <.05 were considered significant.

The answers to the open-ended questions were analyzed in MAXQDA software (VERBI Software) [39] using a process of deductive thematic content analysis [40,41]. A total of 2 authors, AMVG (physician) and HMAH (neuropsychologist), independently generated the initial thematic codes based on the existing literature and data. Subsequently, 1 author (AMVG) generated a thematic framework and used this framework to code all the given answers. The codes were then sorted into broad categories.

**Results**

**Demographics**

Sample descriptions have been presented in Table 1 for clinicians and Table 2 for patients and care partners. Clinicians were, on average, aged 45 (SD 11) years and had 16 (SD 13) years of experience. Most participating clinicians were medical specialists working in neurology (60/109, 55%) or internal or clinical geriatric medicine (33/109, 30.3%). Patients were in general older (mean age 73 years, SD 8) than care partners (mean age 65 years, SD 12), who were mostly a partner or spouse (33/46, 72%) or a granddaughter, daughter, grandson, and son (in-law; 12/46, 26%). Participating patients were most often diagnosed with SCD (21/50, 42%), whereas participating care partners were mostly those of patients with dementia (36/46, 78%).
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Table 1. Sample demographics of clinicians participating in the web-based survey and interactive panel session (N=294).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Web-based survey (n=109)</th>
<th>Interactive panel session(^a) (n=184)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>45 (11)</td>
<td>43 (11)</td>
</tr>
<tr>
<td><strong>Sex (female), n (%)</strong></td>
<td>53 (48.6)</td>
<td>98 (85.9)</td>
</tr>
<tr>
<td><strong>Cohort, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>European Alzheimer’s Disease Consortium</td>
<td>53 (48.6)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Dutch Memory Clinic network</td>
<td>56 (51.4)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD(^c), specialist</td>
<td>87 (79.8)</td>
<td>60 (54.5)</td>
</tr>
<tr>
<td>MD, specialist training or not in specialist training</td>
<td>12 (10.9)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Physician assistant, nurse specialist, or specialized nurse</td>
<td>3 (2.8)</td>
<td>23 (20.9)</td>
</tr>
<tr>
<td>Neuropsychologist or psychologist</td>
<td>6 (5.5)</td>
<td>16 (114.5)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.9)</td>
<td>10 (9.1)</td>
</tr>
<tr>
<td><strong>Experience(^d) (years), mean (SD)</strong></td>
<td>16 (13)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Specialization(^e), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurology</td>
<td>60 (50.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinical geriatric or internal medicine</td>
<td>33 (30.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nursing home physician or general practitioner</td>
<td>2 (1.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>9 (8.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>9 (8.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Institution(^f), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic or university hospital</td>
<td>68 (62.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nonacademic teaching hospital</td>
<td>32 (29.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nonteaching hospital</td>
<td>8 (7.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mental health service</td>
<td>2 (1.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.8)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Owing to the hybrid conference setting, not every description was available for all participants. For sex, n=114 participants replied to the question. For profession, n=110 participants replied to the question.

\(^b\)N/A: not applicable.

\(^c\)MD: medical doctor.

\(^d\)Only applicable for medical specialists.

\(^e\)Some clinicians had ≥1 specialization.

\(^f\)Some clinicians worked in ≥1 institution.
### Table 2. Sample demographics of patients and care partners participating in the web-based survey (N=96).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients</th>
<th>Care partners</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>73 (8)</td>
<td>65 (12)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>17 (34)</td>
<td>25 (54)</td>
</tr>
<tr>
<td><strong>Cohort</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alzheimer Europe or Alzheimer’s Society United Kingdom</td>
<td>2 (4)</td>
<td>14 (30)</td>
</tr>
<tr>
<td>Amsterdam dementia cohort</td>
<td>25 (50)</td>
<td>27 (52)</td>
</tr>
<tr>
<td>Amsterdam aging cohort</td>
<td>23 (46)</td>
<td>5 (18)</td>
</tr>
<tr>
<td><strong>Diagnosis</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>21 (42)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>MCI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>16 (32)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Dementia</td>
<td>13 (26)</td>
<td>36 (78)</td>
</tr>
<tr>
<td><strong>Education</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Middle</td>
<td>22 (45)</td>
<td>16 (36)</td>
</tr>
<tr>
<td>High</td>
<td>26 (53)</td>
<td>27 (61)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Of these 50 patients, 20 (40%) completed the survey together with their care partner.

<sup>b</sup> For the care partners, the numbers represent the diagnosis of their loved ones.

<sup>c</sup> SCD: subjective cognitive decline.

<sup>d</sup> MCI: mild cognitive impairment.

<sup>e</sup> According to the Dutch Verhage scale (low 1-3; middle 5; high 6-7).

### Survey of Clinicians

#### Opinions on the Use of Computer Tools

In response to whether they would be willing to use computer tools in their daily clinical practice, 51.4% (56/109) of clinicians said they would probably use a diagnostic tool, and 29.4% (32/109) said they would certainly use a diagnostic tool. Furthermore, 7.3% (8/109) said they would be unlikely to use a tool, 11.9% (13/109) answered neutrally, and none of the clinicians reported that they did not want to use a tool. The results were similar for prognostic tools; of the 109 clinicians, 53 (48.6%) said they would probably use a prognostic tool, and 30 (27.6%) said they would certainly use a prognostic tool. Furthermore, 2.8% (3/109) were unlikely to use a prognostic tool, and 0.9% (1/109) would certainly not use a prognostic tool. The remaining participants responded as neutral (22/109, 20.2%). We found no differences in both diagnostic and prognostic tools based on age (P=.20 and P=.49, respectively), sex (P=.14 and P=.73, respectively), or profession (P=.61 and P=.98, respectively). We found that neurologists indicated more willingness to use prognostic tools (P=.04) than clinicians from other specializations.

Content analysis of clinicians’ explanations of their opinion on the use of computer tools resulted in 6 main topics: *support*, *clinical expertise*, *efficiency*, *accuracy*, *clinician–patient relationship*, and *care of the future*. Each of the topics has been described in Table 3, and illustrative quotes have been provided.
## Table 3. Clinicians’ opinions on the use of computer tools in memory clinics.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Description</th>
<th>Facilitating factors</th>
<th>Hindering factors</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support</td>
<td>Support to the diagnostic process from screening or prescreening to follow up, support data storage, support research purposes</td>
<td>Not applicable for specific patient populations</td>
<td>• “[...] I would welcome a tool that would be implemented with the available clinical data and help reach a diagnosis (ie, considering the neurocognitive and neuroimaging data, in patients with such profile, expert diagnosis would be...with a probability of...%—which could be increased by the use of...biomarker).” [Male, 42 years, MD(^b), physician working in neurology]</td>
<td></td>
</tr>
<tr>
<td>Clinical expertise</td>
<td>Complementary to clinical expertise (eg, an aid for complex cases or with interpretation of test results) and contributory to evidence-based medicine [42]</td>
<td>Tools should not be a replacement for clinical expertise</td>
<td>• “Computer tools and AI might be a way to have an evidence-based standard procedure in addition to my own long time clinical experience.” [Female, 59 years, MD, geriatrician]; • “[...] I consider the clinical view as most important. A computer tool cannot (partly) replace this.” [Female, 38 years, MD, geriatrician]</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>The ability to standardize the diagnostic process, if easy to use, if connecting with electronic patient file, and time-efficiency</td>
<td>A tool not connected to the electronic patient file, information technology issues</td>
<td>• “A quick and useful way to get practical answers on the workplace.” [Male, 62 years, MD, neurologist]; • “For tools that are not implemented in the electronic patient file I foresee barriers in the implementation.” [Female, 45 years, MD, geriatrician]</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>Computer tools could help in making a more accurate diagnosis, providing additional objective information, and overcoming human errors</td>
<td>Tools might generate results of no use and fear of loss of important clinical information</td>
<td>• “Sometimes we can be influenced by the patient we have in front of us. We can diagnose them too easily or consider them as (sub)normal because their general behavior makes us think so. A computer could be more objective than we are in some cases.” [Male, 26 years, MD, neurology resident]; • “[...] I am afraid that there will be an outcome that is of no use for me, such as 64% chance of Alzheimer’s disease.” [Female, 38 years, MD, geriatrician]</td>
<td></td>
</tr>
<tr>
<td>Clinician–patient relation</td>
<td>Improving patient communication</td>
<td>A tool might have a negative impact on the relationship between clinicians and patients</td>
<td>• “[...] It facilitates the communication to the patient.” [Female, 49 years, MD, neurologist]; • “Patients also come for attention and care, which they get less if we look at the screen more often.” [Male, 32 years, MD, physician working in neurology]</td>
<td></td>
</tr>
<tr>
<td>Care of the future</td>
<td>The use of tools is considered part of the care of the future</td>
<td>N/A(^a)</td>
<td>• “AI and big data are the future, they make the invisible visible [...]” [Male, 33 years, MD, internal (geriatric) medicine resident]</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable. 
\(^b\)MD: medical doctor.

### Barriers and Facilitators

Clinicians’ selection of factors that would hinder the use of computer tools has been displayed in Figure 1A. None of the barriers were rated using a mean Likert scale score ≥4. Figure 1B shows which factors would stimulate the use of computer tools; items marked with an asterisk were rated with a mean Likert scale score of ≥4. The most important barriers were (1) a tool not being well connected with the electronic patient file (47/109, 43.2% of clinicians), with a mean Likert scale score of 3.8 (SD 1.0), and (2) important information, such as observations, cannot be added to a tool (49/109, 44.9% of clinicians), with a mean Likert scale score of 3.7 (SD 1.2). The most important facilitators were (1) user-friendliness (73/109, 66.9% of clinicians; mean 4.5, SD 0.7), and (2) increasing diagnostic accuracy (78/109, 71.6% of clinicians; mean 4.3, SD 0.7).
Additional Tools for Memory Clinics

Many clinicians (48/109, 44%) reported a willingness to use both web-based communication tools and skills training. Over half of the clinicians (62/109, 56.9%) indicated that they would like to test the patient’s cognition via the computer at home before the appointment. Frequently selected reasons for web-based cognitive testing were triage (62/109, 56.9%) and shortening of the test battery at the clinic (37/109, 33.4%). Not being able to observe the patient during testing was mentioned by 89% (42/47) of the clinicians who would not want to test the patient’s cognition on the web.

Interactive Panel Session

Both transparencies about the objectives of the tool provider (Likert scale score mean 4.3, SD 1.1) and honesty about the possibilities and limitations of a tool (Likert scale scores mean 4.4, SD 0.9) were considered important to strengthen clinicians’ trust in a tool. The most important aspects of convincing clinicians of usability, reliability, and validity of a tool were the explicit provision of information regarding the tool (mean 4.3, SD 0.9), scientific publications on underlying models (mean 4.3, SD 0.9), obtaining hands-on experience with the tool (mean 4.2, SD 0.6), and a randomized controlled trial (RCT) to test the effectiveness of the tool in clinical practice (mean 4.0, SD 0.8). Diagnostic accuracy (31/100, 31%) and patient-related
outcome measures (38/100, 38%), such as quality of life, were most frequently selected as the ideal primary outcome measures of such an RCT.

**Survey of Patients and Care Partners**

**Tools Used by Clinicians**

The results of patients’ and care partners’ opinions on diagnostic, prognostic, and communication tools have been presented in Table 4. Most patients and care partners were positive regarding their clinician using these tools. No differences were found between patients and care partners (diagnostic tools, $P=.36$; prognostic tools, $P=.36$; communication tools, $P=.63$) or different syndrome diagnoses (diagnostic tools, $P=.64$; prognostic tools, $P=.69$; communication tools, $P=.92$).

Figure 2 shows an overview of the responses of patients and care partners to several statements regarding the use of computer tools by clinicians. Items marked with an asterisk are items rated with a mean Likert scale score $\geq 4$. We found no differences between the responses of patients and those of the care partners ($P$ values in order of appearance of topics from top to down in the figure: $P=.75$, $P=.62$, $P=.70$, $P=.55$, $P=.78$, $P=.21$, and $P=.60$).

**Table 4.** Opinion of patients and care partners on clinicians’ use of diagnostic, prognostic, and communication tools, illustrated with quotes (N=96).

<table>
<thead>
<tr>
<th>Opinion</th>
<th>Patients (n=50), n (%)</th>
<th>Care partners (n=46), n (%)</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnostic tool</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think that is a good thing</td>
<td>38 (76)</td>
<td>31 (67)</td>
<td>“The more information, the better. As long as the computer program is in addition to the doctor’s expertise and not a replacement, I think it would be a good idea.” [Female 60 years, care partner]</td>
</tr>
<tr>
<td>I would not want that</td>
<td>4 (8)</td>
<td>4 (9)</td>
<td>“I think face to face contact between the doctor and the patient is essential.” [Female 74 years, care partner]</td>
</tr>
<tr>
<td>I do not know or no opinion</td>
<td>8 (16)</td>
<td>11 (24)</td>
<td>“Depends on how good the program is.” [Male 76 years, patient, dementia]</td>
</tr>
<tr>
<td><strong>Prognostic tool</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think that is a good thing</td>
<td>41 (82)</td>
<td>32 (70)</td>
<td>“There is nothing against the use of a computer in predicting the disease process. It remains an aid to the physician. […] He/she should remain leading.” [Male 78 years, patient, SCD$^a$]</td>
</tr>
<tr>
<td>I would not want that</td>
<td>4 (8)</td>
<td>6 (13)</td>
<td>“I want to know so I can plan ahead. However, with the variation in the progression rate, I don’t see how this could be sufficiently accurate. If not accurate, I would not want it.” [Female, 61 years, patient, dementia]</td>
</tr>
<tr>
<td>I do not know or no opinion</td>
<td>5 (10)</td>
<td>8 (17)</td>
<td>“My husband approves [the use of a prognostic tool], me as his wife, do not know if I would like it. What if the prediction is somber! We would instantly be depressed.” [Female (age unknown), care partner]</td>
</tr>
<tr>
<td><strong>Communication tool</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think that is a good thing</td>
<td>39 (78)</td>
<td>38 (83)</td>
<td>— $^b$</td>
</tr>
<tr>
<td>I would not want that</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td>—</td>
</tr>
<tr>
<td>I do not know or no opinion</td>
<td>8 (16)</td>
<td>7 (15)</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$SCD: subjective cognitive decline.

$^b$No quotes available.
Figure 2. Agreement of patients and care partners on several statements regarding computer tools on a 5-point Likert scale. * Items rated with a mean Likert scale score of ≥4.

Tools Directed at Patients and Care Partners

Most patients (35/50, 70%) and care partners (26/46, 57%) expressed a preference for a list of example questions to select questions they wanted to ask their clinician. Furthermore, 42% (21/50) of patients and 50% (23/46) of care partners said they would prepare their visit to the memory clinic by watching informational videos. A smaller but considerable proportion of care partners (11/46, 24%) indicated that they would use a web-based communication tool to practice their communication skills, and some (5/50, 10%) patients reported wanting to do the same. A small proportion of patients (4/50, 8%) and care partners (8/46, 17%) did not want to use any web-based communication tools.

Most patients (35/50, 70%) and care partners (28/46, 61%) were positive regarding web-based cognitive testing at home. Reasons for not wanting to perform cognitive testing at home differed between patients and care partners (P=.01). The most frequently selected reason for patients was their preference for personal contact with the clinician (18/26; 69%). The most selected reason (5/12, 42%) for care partners was that web-based cognitive testing was too difficult to perform for their loved ones.

Discussion

Principal Findings

This study showed that most clinicians, patients, and care partners were supportive of the use of computer tools in memory clinics. This holds true for diagnostic and prognostic tools, tools that support communication, and web-based cognitive testing. Despite acknowledging their potential barriers, the general attitude of clinicians toward these tools was positive. The facilitating factors were mainly practical (tools should be user-friendly) and technical (connection with electronic patient files) and that tools should increase diagnostic accuracy. The identified barriers mainly focused on doubts regarding reliability and validity, preservation of clinical autonomy, and fear of losing important clinical information. Furthermore, the tools should be considered in addition to the current working methods and not as a replacement.

We hypothesized that the barriers to and facilitators of tools in memory clinics might differ from those identified in other health care areas because of the nature of the patient population (older adults with cognitive decline) and the large number of diagnostic tests used in the clinical workup of dementia. However, the barriers and facilitators we found in this survey study largely corresponded to the existing literature on barriers to and facilitators of the use of computer tools in other medical fields [27-33]. Furthermore, we found that most of the given answers to the open-ended question were in accordance with our predefined list, which was based on studies on applying computer tools in other health care areas [27,28,32]. In addition, it is conceivable that patients’ and their care partners’ (negative) opinions regarding the tools were a possible barrier to clinicians using a tool. In this study, we showed that patients, despite their age and (potential) cognitive decline, are mainly positive regarding the use of computer tools. Most of them embrace the possibility of using a tool themselves, and their care partners share this opinion. A computer tool must support rather than replace clinicians, who would then view it as an aid appropriate to modern times.

Increase Acceptance of Tools

We found the overall attitude among clinicians toward tools to be highly positive. Nevertheless, none of the available tools are regularly used in daily practice, and it seems there is a major information gap and educational need to make clinicians understand the possibilities of such computer tools [43]. The results from our survey provide direction for the way to increase...
the acceptance of computer tools in memory clinic practice. First, clinicians indicated that an RCT on the efficiency in clinical practice would boost their confidence in the reliability of computer tools. RCTs are considered important and robust methods for assessing the impact of a tool [44,45]. However, no RCT on the application of computer tools has yet been performed in memory clinics. Thus, our findings suggest a need for RCTs with diagnostic accuracy and patient-related outcome measures as primary outcome measures.

Second, computer tools could contribute to evidence-based medicine (EBM) [42]. EBM concerns medical practice based on the best available evidence, clinical experience, and patient preferences [42]. Within the concept of EBM, clinical experience is highly essential and should not be replaced by a tool. Computer tools could support EBM by making the best available evidence more accessible to clinicians, and computer tools could clarify patient preferences. Acknowledging computer tools as a part of EBM might lead to clinicians viewing these tools as an aid complementary to their own clinical experience rather than a threat to their clinical autonomy [27,29,32,46]. In addition, there must be scientific publications regarding the underlying models and the transparent provision of information regarding a tool’s reliability to increase clinicians’ trust in the tools [28,32,47].

Then, clinicians’ confidence in the tools might be strengthened if the tools are under the jurisdiction of a regulatory body to authorize and supervise the quality. To date, there are no formal regulatory standards for tools used to support clinicians in decision-making [28]. When developers claim that their software has a medical purpose, it becomes a medical device, and manufacturers themselves have to proclaim that their device meets the safety and performance requirements. The new European Medical Devices Regulation implemented in May 2021 makes manufacturers adhere to more strict guidelines for ensuring the safety of their products, including assessment of their device by a notified body. Involving an independent notified body in the approval of a tool might be the first step toward improving its transparency and acceptance. Eventually, as a next step, the use of software should be included in the guidelines of professional associations [26].

The attitude toward tools is one of the key characteristics of eventual acceptance [30,32]. Several user acceptance models have been proposed to further encourage the acceptance of tools in medical practices [32]. In this context, we would like to address the user acceptance and system adaptation design model [32]. This model aims to include end users as the central point in the design process of a computer tool. In this model, user expectations and needs need to be thoroughly understood before developing a tool. The development of a tool is an iterative process, and end users should be continuously involved throughout the development process. In congruence with this user acceptance model, we took the first step toward accepting computer tools by identifying the barriers to and facilitators of computer tools according to the end users in memory clinics. On the basis of the user acceptance and system adaptation design model, the next step in the iterative process would be the evaluation of usability. Then, a pilot study would be needed to evaluate user acceptance. The results of each step should direct improvements in the tool and be evaluated in the next step. However, it should be mentioned that in this study, we asked participants about the barriers to and facilitators of computer tools in general. Therefore, the barriers and facilitators found in this study should be considered a starting point. When implementing specific tools, further exploration of user expectations and needs for those specific tools might be necessary.

**Strengths and Limitations**

One of the strengths of this study is that we involved all the end users of computer tools in memory clinics, that is, clinicians, patients, and care partners. Including patients and care partners originating from Europe and a heterogeneous population of clinicians contributed to the generalizability of the results. Furthermore, we used a funnelled method in which we started the survey with open-ended questions and worked toward closed questions. By doing so, we actively asked and stimulated clinicians’ own input. Nevertheless, our study has several limitations. First, we distributed the survey via a web-based link, which might have caused selection bias by only involving people with sufficient digital skills who might have had a more positive approach toward computer tools. We tried to minimize this risk for patients and care partners by including participants from both geriatric and neurology departments with different cognitive impairment stages. Furthermore, participants’ ages ranged from relatively young to older patients, who might have had less experience with digital tools. Second, we have no data available on the origin of the European participants, which might have led to an uneven distribution of participants among countries. Nonetheless, the international character of this study contributes to the generalizability of the results. Third, there might be a risk of response bias; people who are less inclined to use computer tools may not have responded. We could not estimate the response rates as the link to the survey was spread among an unknown number of people. Nonetheless, we gained insight into the important barriers and facilitators based on inquiry among large samples of the most important stakeholders.

**Conclusions**

In conclusion, this study shows broad support for the use of computer tools in memory clinic practices by clinicians, patients, and care partners. To stimulate the implementation of tools in daily memory practice, the tools should overcome several technical and practical barriers. Moreover, clinicians have to be convinced regarding the reliability and validity of the tool. By identifying the potential barriers and facilitators, we have paved the way for further development and implementation of the tools. Our results provide an important step in the iterative process of developing computer tools for memory clinics in cocreation with end users.
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Abstract

Background: Individuals with autism spectrum disorder (ASD) often exhibit difficulties in social and communication skills. For more than 30 years, specialists, parents, and caregivers have used techniques, such as applied behavioral analysis, augmentative and alternative communication, and the picture exchange communication system to support the social and communication skills of people with ASD. Even though there are many techniques devised to enhance communication, these techniques are not considered in existing social media apps for people with ASD.

Objective: This study aimed to investigate the effect of adding accessibility features, such as text-to-speech (TTS), speech-to-text (STT), and communication symbols (CS), to a messaging app (MAAN). We hypothesized that these accessibility features can enhance the social and communication skills of adults with ASD. We also hypothesized that usage of this app can reduce social loneliness in adults with ASD.

Methods: Semistructured interviews were conducted with 5 experts working in fields related to ASD to help design the app. Seven adults with ASD participated in the study for a period of 10 to 16 weeks. Data logs of participants’ interactions with the app were collected. Additionally, 6 participants’ parents and 1 caregiver were asked to complete a short version of the Social and Emotional Loneliness Scale for Adults (SELSA-S) questionnaire to compare pre-post study results. The Mobile Application Rating Scale: user version questionnaire was also used to evaluate the app’s usability. Following the study, interviews were conducted with participants to discuss their experiences with the app.

Results: The SELSA-S questionnaire results showed no change in the family subscale; however, the social loneliness subscale showed a difference between prestudy and poststudy. The Wilcoxon signed-rank test indicated that poststudy SELSA-S results were statistically significantly higher than prestudy results ($z=-2.047; P=.04$). Point-biserial correlation indicated that the SELSA-S rate of change was strongly related to usage of the TTS feature ($r=0.708; P=.04$) and CS feature ($r=-0.917; P=.002$), and moderately related to usage of the STT feature ($r=0.428; P=.17$). Lastly, we adopted grounded theory to analyze the interview data, and the following 5 categories emerged: app support, feature relevance, user interface design, overall feedback, and recommendations.

Conclusions: This study discusses the potential for improving the communication skills of adults with ASD through special features in mobile messaging apps. The developed app aims to support the inclusion and independent life of adults with ASD. The study results showed the importance of using TTS, STT, and CS features to enhance social and communication skills, as well as reduce social loneliness in adults with ASD.

(JMIR Form Res 2021;5(12):e33123) doi:10.2196/33123
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Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental disorder that is characterized by repetitive patterns of behavior, restricted interest, and deficits in social and communication skills [1]. These deficits affect the mental development of people with ASD, especially their socioemotional development, which may result in social and family loneliness [2]. Loneliness can be described as a lack of a close or intimate attachment to family members and friends. The consequences of loneliness include feelings of emptiness, anxiety, depression, suicide, and anger, which are detrimental to both physical and mental health [3]. Another effect of loneliness is learning disabilities, as the deficits associated with ASD limit patients’ opportunities to interact with their social environment and result in delays in learning social norms [3]. Understanding social norms is essential for positive and long-lasting social relationships. For example, an individual with ASD might not know when someone is angry and how to reciprocate. This lack of social norms may lead to social rejection. Social and communication skills are thus crucial components for social and emotional development. In recent years, the ASD prevalence rate has increased, with significant variability worldwide. In the United States, 185 in 10,000 children have a diagnosis of ASD [4]. Similarly, recent prevalence studies in the Middle East reported that 114 in 10,000 children from Qatar [5], and between 49 and 513 in 10,000 children from Lebanon have the disease [6]. Given the increasing prevalence of ASD, the impact of problems in social and communication skills associated with this disorder may lead to a high societal cost of supporting the physical and mental development of individuals with ASD. Thus, it is critical to develop innovative communication platforms to enhance social and communication skills between individuals with ASD and others.

Many interventions have been used to enhance social and communication skills, such as applied behavioral analysis (ABA) [7], augmentative and alternative communication (AAC) [8], and the picture exchange communication system (PECS) [9]. ABA is known as the primary treatment for children with ASD [10]. It is considered necessary for education and behavioral interventions, as it is commonly used to assist and improve social and communication skills for children with ASD. AAC provides individuals with ASD with pictures and illustrations to express their needs, and it is extensively used, although some caregivers and specialists have expressed concerns regarding its application. They often highlight that usage of AAC will prohibit the development of verbal speech in individuals with ASD [11]. Nevertheless, these technologies have the potential for supporting the social and communication skills of individuals with ASD [12]. The number of studies using AAC has increased due to the rise in its demand and value for an assistive technology tool in the last few years [13]. Lastly, the PECS is considered as one of the forms of AAC to help individuals with ASD to communicate. These systems appear promising due to their ability to construct sentences using images and symbols [14], with a low requirement of minor motor planning skills and little cognitive demand, which is why limited training is needed [15]. Many studies have investigated the importance of the PECS and determined its major role in enhancing social and communication skills [14,16]. On the other hand, PECS has several disadvantages, including difficulties in virtual communication and low speed in constructing messages [15]. However, behavioral and educational interventions, and digital revolutions have tremendously influenced the lives of individuals with ASD positively [17]. These technologies have increased the utilization of virtual communication platforms and highlighted the importance of providing remote services to the population with ASD [18]. Moreover, technology can ease communication and enhance individuals’ social well-being [19]. The use of assistive technologies and tools can help create a platform that allows individuals with ASD to share their thoughts, ideas, and emotions effortlessly [19]. These technologies were introduced to support their communication challenges, and help them interact and express their feelings with the world without physical presence [20].

This study intends to verify the effectiveness of a new mobile messaging app called “MAAN,” which means “together” in Arabic, for adults with ASD, using pre-post study data. The data were collected using questionnaires, interviews, and interaction logs. The aim of MAAN is to provide an accessible, safe, and easy-to-use messaging app for adults with ASD and hence support their inclusion in society. In this study, we hypothesized the following: (1) The accessibility features of mobile apps (text-to-speech [TTS], speech-to-text [STT], and communication symbols [CS]), which are applied to MAAN, can enhance the social and communication skills of adults with ASD; and (2) The usage of the app can reduce social loneliness in adults with ASD.

Methods

Study Design

A mixed methods approach was followed in this study. Seven adults with ASD were asked to use MAAN with their caregivers for 16 weeks. Prior to the design and development of MAAN, semistructured interviews were conducted with experts to discuss the preliminary proposed app design. The app design was then modified according to the received feedback. After that, adults with ASD and their parents or caregivers were asked to use MAAN for a period of 16 weeks. This duration was adopted from the study by Laugeson et al [21], which suggested that when receiving social and communication skills interventions, improvement is only evident at 16 weeks. The study started by contacting individuals willing to participate. Due to COVID-19, the initial meetings with the participants were conducted online. All participants received an email for explaining the study information, such as date and time, and a weblink for collecting informed consent for a virtual meeting with the participants, their friends, and their parents. After receiving the participants’ consent, they were asked to fill an online prestudy questionnaire in order to collect demographic information. The parents or caregivers of the participants were also asked to complete a short version of the Social and Emotional Loneliness Scale for Adults (SELSA-S) questionnaire [21]. The aim of this questionnaire was to determine the social and family loneliness of the participants. In a virtual meeting,
the principal researcher explained the app features in detail and answered further questions regarding the study. The participants were also provided with a hotline to report any issue they might face during this study. To ensure the continuity of data collection, the participants were asked to make sure that the app was constantly running in the background.

At the end of the study, all participants with ASD and their caregivers or parents completed the Mobile Application Rating Scale: user version (uMARS) [22] questionnaire. The uMARS is a simple and reliable tool that can be used by end-users to assess the quality of mobile health apps. It provides a 20-item measure that includes 4 objective quality subscales (engagement, functionality, esthetics, and information quality) and 1 subjective quality subscale. The purpose of this questionnaire is to measure the app’s quality in terms of usability. The participants’ parents or caregivers also completed the SELSA-S questionnaire again to determine the participants’ social and family loneliness rates after the study. Lastly, a semistructured interview with parents or caregivers was conducted to gather information about the context of app usage. The interview included questions about the overall app experience in terms of usability, functionality, and challenges encountered while using the app, as well as suggestions for further enhancement.

MAAN App Design and Development
The app consisted of the following 3 main features: TTS, STT, and CS. One of the well-known features that can also be considered as a type of assistive technology is the TTS feature, which allows users to listen to written text on a computer, tablet, or smartphone. This technology is popular among people having difficulties in reading and decoding words [23]. Similarly, STT is an assistive technology feature used by people who struggle with writing. This form of assistive technology allows speech to be converted into text using the computing device. Both features are very commonly employed to support inclusion education settings [24]. The app also included the CS feature, which is an essential part of AAC-supported technologies, and its primary purpose is to assist individuals with ASD in constructing sentences. We are not aware of any messaging app that supports the use of the CS feature. “TAWASOL symbols” were employed for the CS feature. They were developed in 2013 by Mada Center, an assistive technology center in Qatar. These symbols represent the Modern Standard Arabic language and are designed to be culturally, socially, religiously, and linguistically acceptable. TAWASOL is based on the AAC Symbols Collection and is directed to nonverbal or minimally verbal individuals who require alternative communication solutions [25].

MAAN was developed using Xcode, which is an Apple integrated development environment (IDE) for developing iOS-based software. MAAN is available on iOS devices and is designed with a minimal number of screens. The screen designs are similar to traditional and commonly used messaging apps. Thus, in order to provide individuals with a consistent and effortless experience, TTS and STT features were implemented in the app using Xcode libraries. Additionally, 478 images from TAWASOL symbols were divided into 25 categories and added to MAAN. The essence of the category was to reduce the search time of required symbols. Participants can click on a certain category and then choose a TAWASOL symbol. The textual description of the selected TAWASOL symbol will be displayed in both Arabic and English. The user can specify the language of the symbol textual description, which is another advantage of MAAN over other apps. When previewing the received symbol, the user can listen to the TAWASOL symbol textual description. A challenging aspect related to designing for adults with ASD is the choice of the interface color theme [26,27]. MAAN aims to address this issue by allowing users to choose their suitable color theme. The MAAN app flow can be divided into the following 2 sections: administrative and features. Figure 1 shows screenshots of the app’s administrative flow, and Figure 2 shows screenshots of the app’s features.

Figure 1. Screenshots of the MAAN app’s administrative section.

In the administrative section, the app starts with a login screen where the participants can login using an assigned username and password, and remain logged in until they logout manually (Figure 1A). The participants can select whom to chat with and
start their conversation (Figure 1B). The setting screen provides the participants with the ability to view their profile, and change the app theme color and the incoming and outgoing messaging bubble color (Figure 1C and Figure 1D). Moreover, the participants can change the language of the app (Arabic or English) and logout from the app (Figure 1C).

The participants can use the features of the app as described in Figure 2. An accessory button in the chat window provides the participants with the choice to select the STT or TAWASOL symbols screen (Figure 2A and Figure 2B). On clicking the mic icon, they can record their voice and send it as a voice note to the person they are chatting with (Figure 2C). On selecting STT, the participants proceed to another screen where they can chat, and the chat will be directly transcribed into text to be sent (Figure 2D). On selecting TAWASOL symbols, the participants can choose symbols from the 25 different categories, which will be generated as text to be sent (Figure 2E). The last feature, TTS, will be activated when the participants press on any text message. With this feature, the system will transcribe the text into voice and read it.

Figure 2. Screenshots of the MAAN app’s feature display screens.
Testing and Analysis Tools

Ethical approval was obtained from the Research Board of Qatar Biomedical Research Institute. Participation was entirely voluntary, and each participant was sent an approved informed consent form that contained all study details. The following 4 types of consent forms were sent based on participant category: (1) participant without ASD (including caregiver or parent) consent form, (2) specialist consent form, (3) verbal participant with ASD consent form, and (4) nonverbal participant with ASD consent form. Each participant was aware of the requirement to provide an informed decision regarding participation in the study, as well as the right to withdraw from the study without justification or penalties. Moreover, participants were assured about the confidentiality and security of the data collected. The user evaluation study was conducted in a real-life setting, and the participants were recruited through snowballing techniques [28]. As of November 2020, a total of 7 adults with ASD, aged between 18 and 30 years, were recruited from Qatar and Lebanon. For each participant, parents, caregivers, or specialists were recruited for using the app.

Quantitative and qualitative measures were collected in this research. In terms of quantitative measures, this study employed 3 questionnaires and collected the interaction log data through the app. The prestudy questionnaire was used to collect the participants’ demographic data, and the SELSA-S [29,30] questionnaire was used to determine social and family loneliness for participants prior to the study and after completing the study. The uMARS [31] questionnaire was used to measure the app’s quality after completing the study. Interaction log data were also collected through Google Firebase. This included the number of times the app was accessed, and how each feature was used.

Quantitative data were complemented with qualitative data collected through the poststudy interview. The aim of the interview was to produce contextual real-world knowledge about the behaviors and social structures of the participants, and their experiences with the MAAN app in their daily lives. The interview was conducted with parents or specialists of the participants and was regarding social and communication skills development.

Quantitative Analysis

The first questionnaire used was the SELSA-S questionnaire. The full version of the SELSA questionnaire is a 37-item self-report measure of romantic, social, and family loneliness. It was administered to young adults with ASD prestudy and poststudy [29,30]. Moreover, the Program for Education and Enrichment of Relational Skills mainly used it in most of their studies [21] to track the social and loneliness aspects of their participants. A study showed that the SELSA-S questionnaire, which consists of 15 items, is a psychometrically reliable and valid alternative to the full version of SELSA, and requires less time for participants [32]. There are 5 items referring to the family loneliness subscale, 6 items referring to the romantic subscale, and 4 items referring to social loneliness [33]. All items are answered on a 7-point Likert scale. This study used only the social and family subscales, since emotional change was not in the interest of this study. The SELSA-S questionnaire was used prestudy and poststudy, and the results were compared to find the rate of change.

The Wilcoxon signed-rank test is a nonparametric test that is particularly suitable for examining the difference between pretest and posttest measures in a small sample [34], and it was used in this study. Statistical analysis was performed using IBM SPSS software (IBM Corp), and a P value <.05 was considered statistically significant.

The second questionnaire was the uMARS questionnaire that was coded following the scoring guides provided by the questionnaire developers [22]. The questionnaire consists of the following 3 sections: app quality, app subjective quality, and perceived impact. Moreover, the rating is scored out of 5, based on the scoring criteria given by the questionnaire developers. This questionnaire was used poststudy to evaluate the app’s quality. Descriptive statistical analysis of the uMARS rating was used to gain insights into the usability experience of the participants with ASD. Many studies have used the uMARS questionnaire to evaluate the usability of developed apps [35-37].

Qualitative Analysis

To analyze the interviews, open and axial coding phases from the grounded theory were used. Grounded theory is a systematic methodology extensively used in qualitative research. This approach aims to generate a substantive theory that links the investigated data to reality [38]. After conducting the poststudy interview with the participants, the interview was transcribed by the first author (MIFHH). Open coding was then used to generate initial concepts from the data. This was followed by axial coding to establish connections between different concepts and categories [39].

Prestudy and poststudy interviews were conducted. The prestudy interview was conducted with 5 experts, 2 of whom worked in special educational programs (specialist and educational and ABA/applied verbal behavior consultant, and Information and Communications Technology access expert in educational programs). The other 3 worked in directing centers for adults with ASD (director of the Rehabilitation and Inclusion Office, manager of the Severe Difficulties Department, and president of the Disability Association). The interviews were conducted for the purpose of obtaining insights into the current situation and existing technologies (state-of-the-art), and obtaining feedback on the study design. The poststudy interview was conducted with all participants’ parents or caregivers to gather information about the context of use. The interview included questions about the overall app experience in terms of usability, functionality, and challenges encountered while using the app, as well as suggestions for further enhancement.

Results

Demographic Information

Among the 7 adults with ASD, 5 contacted their parents through the app, 1 contacted both a parent and specialist (ABA specialist and teacher with 25 years of experience), and 1 contacted only a specialist (speech and language therapist with 5 years of experience) (Table 1). Moreover, there was diversity in
educational background among the adults with ASD. This diversity in educational background was related to the severity of their conditions. Most of the parents and caregivers interacted with the participants for less than 6 hours per day. Based on the information gathered from the participants’ parents, 2 participants were diagnosed with high-functioning ASD (participants 3 and 4), 3 were diagnosed with medium-functioning ASD (participants 5, 6, and 7), and 2 were diagnosed with low-functioning ASD and up to severe ASD (participants 1 and 2). Participant information is presented in Table 2.

Table 1. Demographic information.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adults with autism spectrum disorder (N=7), n</th>
<th>Parents (N=6), n</th>
<th>Specialists (N=2), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Male</td>
<td>7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-21</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21-26</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>&gt;26</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of the participants with autism spectrum disorder.

<table>
<thead>
<tr>
<th>Characteristic described by a parent or specialist</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completely nonverbal: Cannot speak but understands spoken conversation</td>
<td>Participants 1, 2, 3, and 5</td>
</tr>
<tr>
<td>Verbal: Can greet</td>
<td>Participant 4</td>
</tr>
<tr>
<td>Nonverbal: Cannot speak a lot and only greets, but understands spoken conversation</td>
<td>Participants 6 and 7</td>
</tr>
</tbody>
</table>

Participant Engagement

The user study evaluation lasted 16 weeks. However, not all participants completed this duration due to this project’s time limitation. Three participants completed the 16-week duration, whereas 2 participants used the app for 13 weeks, 1 participant used it for 11 weeks, and 1 participant used it for 10 weeks. The full duration of the study was tailored to each participant according to their enrolled duration. In this study, the duration was defined as the period from the start day after enrollment and training to the day when the poststudy interview was conducted. Participants’ daily activities were monitored through interaction log data. Table 3 represents a summary of the average number of days the app was accessed by each participant per week. Although it was difficult to determine who initiated a conversation, since it could last or hold for a while, initiation was considered when the participant began the chat each day. Based on responses in the poststudy interview, 2 participants initiated some of the conversations, especially when waking up in the morning, needing something to eat, or needing to go out (requesting a need); 2 participants partially initiated conversations with some encouragement from their parents or caregivers; and 3 participants did not initiate any conversations.

Table 3. Average number of days per week the app was accessed by each participant.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Value (days/week)a, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.00 (1.826)</td>
</tr>
<tr>
<td>2</td>
<td>2.37 (1.821)</td>
</tr>
<tr>
<td>3</td>
<td>2.87 (1.893)</td>
</tr>
<tr>
<td>4</td>
<td>4.62 (1.981)</td>
</tr>
<tr>
<td>5</td>
<td>1.69 (1.109)</td>
</tr>
<tr>
<td>6</td>
<td>3.36 (2.203)</td>
</tr>
<tr>
<td>7</td>
<td>2.10 (1.287)</td>
</tr>
</tbody>
</table>

Note: The overall maximum and minimum values were 5 and 1.69 days/week, respectively, and the overall mean value was 3.14 (SD 1.25) days/week.

Based on the collected data, diversity in participant engagement was noticed. The participants were categorized into the following 2 groups: participants who used the app for 16 weeks and participants who used the app for less than 16 weeks. Figure 3 shows the average participant engagement for the 2 groups.
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Quantitative Analysis

In this study, the social and family loneliness subscales were considered. It was evident from the collected data that the family loneliness subscale did not change from prestudy to poststudy. However, the social loneliness subscale showed a difference in all participants (Figure 4).

The use of each app feature differed from one participant to another. However, it was evident that when the app features were frequently used, the SELSA-S rate of change tended to be higher (Figure 5). For example, participant 1 used TTS more often than all other participants, and thus, the SELSA-S rate of change of this participant was the highest. Participant 7 used the app features less frequently and did not get engaged with the app when compared with the other participants. The SELSA-S rate of change for this participant was low.

Figure 3. Participant engagement in the app.

Figure 4. Prestudy and poststudy SELSA-S questionnaire social scale results. SELSA-S: short version of the Social and Emotional Loneliness Scale for Adults.
Figure 5. Average number of times each app feature is used per week with respect to the rate of change of the SELSA-S questionnaire result. SELSA-S: short version of the Social and Emotional Loneliness Scale for Adults.

Regarding uMARS results, first, the app quality mean score was calculated by finding the mean of the ratings for the subsections engagement, functionality, esthetics, and information, and then calculating the average of the 4 means. The mean value was 3.62 (SD 0.65). Second, app subjective quality was rated based on the mean score of the related questions, which was 3.72 (SD 1.12). Third, the questionnaire’s perceived impact section consists of 6 questions that rate the impact of the app on the participants’ knowledge, attitude, and intention regarding the targeted health behavior. Moreover, the rating was based on the mean score of the related questions, which was 3.54 (SD 0.98).

Point-biserial correlation was employed to answer the first hypothesis. The number of times each app feature was used was considered a dichotomous variable, since it is either clicked or not [40,41]. Therefore, point-biserial correlation, which is a special case of Pearson correlation, was used to measure the strength of the association between the SELSA-S rate of change (post-pre) and each app feature. The strength of the correlation was assessed as follows: weak correlation if $0.1 < |r| < 0.3$, moderate correlation if $0.3 < |r| < 0.5$ and strong correlation if $0.5 < |r|$. The results showed that the SELSA-S rate of change was strongly related to the TTS feature ($r=0.708$, $P=.38$) and to the TAWASOL symbols feature ($r=-0.917$, $P=.002$). On the other hand, the SELSA-S rate of change was moderately related to the STT feature ($r=0.428$, $P=.17$). Therefore, usage of TTS, STT, and CS (TAWASOL symbols) can enhance the social and communication skills of adults with ASD. For the second hypothesis, the Wilcoxon signed-rank test was used to determine whether the difference between the prestudy and poststudy results in the social loneliness scale was significant. It indicated that poststudy SELSA-S results were statistically significantly higher than prestudy SELSA-S results ($z=-2.047; P=.04$). Thus, the null hypothesis was rejected. Therefore, usage of the app can reduce social loneliness among adults with ASD.

Qualitative Analysis

All the interviewees in the prestudy interviews agreed on the importance of the MAAN app as a unique tool that could be of great use. They stated that this innovative app would assist centers, parents, and caregivers in staying connected with adults with ASD. They also believed that MAAN has the potential to enhance the social and communication skills of adults with ASD. Moreover, they asserted that such an app could support the inclusion of adults with ASD into social, educational, and work settings, ultimately encouraging adults with ASD to use more social-based apps.

Overall, 6 parents and 1 specialist were interviewed in the poststudy interview. The interview focused on their experiences with the app, the challenges faced, and the recommended modifications. The open and axial coding phases of the grounded theory [39] were used to analyze the transcribed interview. The analysis highlighted the importance of the app in enabling communication between adults with ASD and other individuals. Most interviewees discussed the relevance of the app and its novelty. Five categories emerged from the analysis, which were app support, feature relevance, user interface design, overall feedback, and recommendations. Each category had subcategories and samples of excerpts from the transcribed data describing the experiences of the participants with ASD while using the app (Table 4).
### Table 4. Categories and subcategories that emerged from the poststudy interview.

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Description</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App support</strong></td>
<td>Technical and customized support to access the needed information without problems or errors</td>
<td></td>
</tr>
<tr>
<td>Learnability</td>
<td>Interactive app features, which aid participants with ASD&lt;sup&gt;a&lt;/sup&gt; to learn quickly</td>
<td>...He was able to understand how to use it after I trained him... [Parent #4]</td>
</tr>
<tr>
<td>Efficiency (accessibility)</td>
<td>Accessing the features of the app (easy, medium, or hard)</td>
<td>...He accepted the application very smoothly and enjoyed using it... [Parent #4]</td>
</tr>
<tr>
<td>Technical issues</td>
<td>Bugs or related technical issues</td>
<td>...He tried to use recording, but it was a little hard for him to use it... [Parent #5]</td>
</tr>
<tr>
<td><strong>Feature relevance</strong></td>
<td>Feedback of the participants on the app features</td>
<td></td>
</tr>
<tr>
<td>Text-to-speech</td>
<td>Feedback on the text-to-speech feature</td>
<td>…it was an amazing experience for him to listen to the text, while this feature is not available in any other platform even WhatsApp... [Parent #1]</td>
</tr>
<tr>
<td>Speech-to-text</td>
<td>Feedback on the speech-to-text feature</td>
<td>…Speech to text is a very good feature I would say especially for autistic case... [Parent #6]</td>
</tr>
<tr>
<td>Arabic issues</td>
<td>Participants talk about Arabic issues related to the app</td>
<td>…The Arabic language was a little annoying since text-to-speech and speech-to-text transcriptions were robotic and need more advancements... [Parent #2]</td>
</tr>
<tr>
<td>TAWASOL symbols</td>
<td>Feedback on TAWASOL symbols</td>
<td>…For him, both TAWASOL symbols and voice messaging are the main features that helped him... [Parent #2]</td>
</tr>
<tr>
<td><strong>User interface design</strong></td>
<td>Visual appearance of the app, such as the arrangement of content, color schemes, icons, and font sizes</td>
<td></td>
</tr>
<tr>
<td>Color</td>
<td>Feedback on the color changing tool of the app</td>
<td>…He didn’t change the application color nor the chat bubble since he doesn’t have any problem with colors, but other autistic individuals can use this feature to help them using the application more by changing the color with what is suitable for them... [Parent #2]</td>
</tr>
<tr>
<td>Design consistency</td>
<td>The participant likes texting and using the app like other messaging apps</td>
<td>…He knows [referring to the participants with ASD] how to type and use it in other application, then he liked the chatting (Texting) part more... [Parent #1]</td>
</tr>
<tr>
<td><strong>Overall feedback</strong></td>
<td>Feedback about the app in general regarding the innovative idea and the need of it</td>
<td></td>
</tr>
<tr>
<td>Positive feedback</td>
<td>Positive feedback on the app</td>
<td>…Really good application for chatting like I’m very happy about the way it sends messages in different format text-to-speech, speech-to-text, and Tawasol symbols, so I was introducing it to him as a chatting app itself and he liked it [Caregiver #1]</td>
</tr>
<tr>
<td>Novelty</td>
<td>Feedback on the novelty of the app compared to existing messaging apps</td>
<td>…I’m just saying because it’s a very good with its unique features what I really found very interesting since I can’t find these features in other similar applications such as WhatsApp... [Parent #1]</td>
</tr>
<tr>
<td><strong>Recommendations</strong></td>
<td>Suggestions of parents and specialists on how to improve the app</td>
<td></td>
</tr>
<tr>
<td>Serious games</td>
<td>Suggestions to enhance the app with game elements to teach specific skills and knowledge</td>
<td>…I would like to suggest including games where autistic adults could learn the TAWASOL symbols and be able to easily construct sentences... [Parent #3]</td>
</tr>
<tr>
<td>Privacy protection</td>
<td>Discussing the next version based on a friend request feature in order to protect users from strangers</td>
<td>…Caregivers should be able to accept friends, and this is because we need to protect them from unknown people... [Parent #3]</td>
</tr>
</tbody>
</table>

<sup>a</sup> ASD: autism spectrum disorder.
Discussion

Summary
In this study, MAAN, a mobile messaging app, was developed and evaluated in 7 adults with ASD over 10 to 16 weeks. A pre-post study was also conducted with experts and parents on the interface and functionality design of the app. The app has additional features (TTS, STT, and CS) when compared with existing messaging apps. MAAN is designed to support adults with ASD when communicating with other individuals via text messaging in both Arabic and English. It offers the ability for adults with ASD to read or listen to text messages and then reply. The results supported the hypotheses and are encouraging for further work in the future.

Comparison With Related Work
Very few messaging apps that support social and communication skills in individuals with ASD are discussed in the literature. TalkingBoogies [42], an app introduced in 2020 by a research team in Korea, aimed to actively assist caregivers when developing AAC-led communication with children having ASD. It comprises the following 2 iOS apps: TalkingBoogies-AAC for child caregiver communication and TalkingBoogies-Coach for caregiver collaboration. TalkingBoogies-AAC has several features, such as the use of Ewha [43], an AAC symbol system, and TTS. The team evaluated the developed app in 4 children with ASD and 3 teachers with at least 6 months of experience with AAC from a local special education school. The study concluded that such an app can prompt the learnability of children when constructing sentences. Prior to this study, De Leo et al [44] built and evaluated a Windows-based mobile app named “PixTalk.” The PixTalk system employs the PECS intervention and is made up of the following 2 modules: PixTalk smartphones, which enables children with ASD to search and select images in order to express their needs and feelings, and PixTalk website, which allows caregivers and teachers to add different images to a child’s smartphone. By conducting a case study involving 3 children with ASD and their teachers, this research asserted the importance of computer-assisted instructions as an intervention to motivate and engage learners with ASD. Proloquo2Go [45] and Proloquo4Text [46] are popular communication apps that use symbols and the TTS feature. Both apps are commercially available and widely used in school settings where English is the main instructional language. Nowadays, virtual communication platforms, such as social media networks and messaging apps, are becoming more integrated in most people’s lives [47]. However, from an accessibility viewpoint, the use of these platforms is neither practical nor accessible for the majority of individuals with ASD and especially for the nonverbal population. Some of the existing work involves AACrobat [48]. The authors designed this mobile app to help neuromuscular disease users communicate with others using their eyes. Although AACrobat uses the TTS feature, this app is not helpful for individuals with ASD since most of them cannot fix their eyes in one direction to type from a keyboard or do not have the ability to generate a sentence. Currently, the most popular communication platform is WhatsApp [47], which is mainly used as a messaging app. Despite all the important updates and features that WhatsApp provides, it is still not accessible for individuals with ASD, as most of the nonverbal population struggles to read, write, or communicate using basic texting features. To the best of our knowledge, previous studies have attempted to support adults with ASD in constructing sentences for education and learning purposes, but no study has evaluated TTS, STT, and CS features, as well as social and family loneliness in adults with ASD. This paper presents the development and evaluation of the new messaging app MAAN, which means “together” in Arabic. MAAN employs TTS, STT, and CS to enhance the social and communication skills of adults with ASD. This is the first study to consider these features in a mobile messaging app designed to support communication among adults with ASD, both in English and Arabic. The results showed that MAAN can enhance social and communication skills, especially through distance messaging, and can ease communication with peers through its special features (TTS, STT, and CS). Hence, this study showed the effectiveness of these features in a messaging app.

Principal Results
The 5 experts interviewed in the prestudy phase emphasized the importance of MAAN as a unique tool in supporting adults with ASD. During the interview, they discussed the app’s novelty and suggested several modifications, such as categorizing TAWASOL symbols and fixing the app’s design. Moreover, they emphasized the support of the app for the inclusion of adults with ASD into social, educational, and work settings, ultimately encouraging adults with ASD to use more social-based apps. On the other hand, the poststudy interview with parents suggested that the app provides 3 features directed to verbal and nonverbal adults with ASD, and the TTS feature was the most preferable feature for both ASD and non-ASD participants. Using MAAN helped the participants with ASD interact more with their parents, especially when they were not near them. Besides, the participants with ASD were attached to the app, where they voiced their needs by sending a message to their parents. Support for the Arabic language in all 3 features made this app very appealing to the participants, considering that there is a lack of ACC apps that support the Arabic language. Moreover, the interviewees highlighted the importance of MAAN in enhancing the social and communication skills of different users, such as individuals with dyslexia. From the participants’ engagements with the app and the SELSA-S questionnaire results, it can be deduced that more use of the app features was associated with higher SELSA-S questionnaire scores. Moreover, this was confirmed in the poststudy interviews where the interviewees highlighted the importance of the app features and their ability to increase the attention of adults with ASD, which can positively improve social loneliness. This development is noticeable with the positive engagement and enthusiasm that the participants with ASD exhibited when messaging their parents using the app features or when constructing a sentence by using TAWASOL symbols.

Limitations
Despite this study’s contributions, some limitations, including the sample size, operating system platform, and choice of features, were noted. Due to the COVID-19 pandemic, most
adults with ASD were at home with their families and thus could not be easily reached. This led to a rather small sample. Another factor that contributed to the small sample was the absence of focused institutions for adults with ASD, since most of the current institutions serve children with ASD. A larger sample size could give more insights into the effects of the app and could increase the statistical power. Further, the message app was only available on the iOS platform. This availability limitation was due to the timeframe for developing the app. Lastly, other messaging app features, such as image messaging, video messaging, and voice and video calls, were excluded. The reason is to prompt adults with ASD to use AAC-based features rather than video or voice calls, which, in turn, can support their social and communication skills.

**Conclusion**

The novelty of MAAN as a communication and social intervention app is its potential to support communication skills and social loneliness in adults with ASD. More importantly, it was possible to achieve this due to the inclusion of experts in the design and development of the app. Additionally, the poststudy evaluation by parents and specialists identified the uniqueness of the app, and how it could be enhanced and extended to other populations who also exhibit social and communication deficits, such as people with dyslexia. Future studies can consider a larger number of participants with ASD to replicate the findings and can extend this study to other clinical populations with social and communication deficits.
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Abstract

Background: Health care databases contain a wealth of information that can be used to develop programs and mature health care systems. There is concern that the sensitive nature of health data (e.g., ethnicity, reproductive health, sexually transmitted infections, and lifestyle information) can have significant impact on individuals if misused, particularly among vulnerable and marginalized populations. As academic institutions, nongovernmental organizations, and international agencies begin to collaborate with low- and middle-income countries to develop and deploy health information technology (HIT), it is important to understand the technical and practical security implications of these initiatives.

Objective: Our aim is to develop a conceptual framework for risk stratification of global health data partnerships and HIT projects. In addition to identifying key conceptual domains, we map each domain to a variety of publicly available indices that could be used to inform a quantitative model.

Methods: We conducted an overview of the literature to identify relevant publications, position statements, white papers, and reports. The research team reviewed all sources and used the framework method and conceptual framework analysis to name and categorize key concepts, integrate them into domains, and synthesize them into an overarching conceptual framework. Once key domains were identified, public international data sources were searched for relevant structured indices to generate quantitative counterparts.

Results: We identified 5 key domains to inform our conceptual framework: State of HIT, Economics of Health Care, Demographics and Equity, Societal Freedom and Safety, and Partnership and Trust. Each of these domains was mapped to a number of structured indices.

Conclusions: There is a complex relationship among the legal, economic, and social domains of health care, which affects the state of HIT in low- and middle-income countries and associated data security risks. The strength of partnership and trust among collaborating organizations is an important moderating factor. Additional work is needed to formalize the assessment of partnership and trust and to develop a quantitative model of the conceptual framework that can help support organizational decision-making.

(JMIR Form Res 2021;5(12):e25833) doi:10.2196/25833
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**Introduction**

**Background**

Health information technology (HIT) refers to electronic health records (EHRs), patient portals and other software platforms, public health databases, hardware devices, and technology systems, which contain a wealth of information used for patient care and resource allocation. According to a 2016 World Health Organization (WHO) global survey on eHealth, the adoption of EHR systems had increased by 46% in the previous 5 years [1]. Increasing numbers of low- and middle-income countries (LMICs) are implementing HIT as they continue developing their health care infrastructure [2,3]. In many cases, these systems are being implemented in collaboration with foreign academic institutions, health care systems, and nonprofit or research organizations [4,5]. However, there are unique organizational, technical, functional, educational, and ethical challenges that require meticulous consideration—especially with respect to their security implications [6].

In many LMICs, legal, regulatory, and technical frameworks around HIT are undeveloped [6]. Furthermore, the sensitive nature of health data (eg, ethnicity, reproductive health, sexually transmitted infections, and lifestyle information) can have significant impact on individuals if misused [7]. The combination of developing legal frameworks and decreased ability of public institutions to protect individuals may create a particularly vulnerable environment for HIT and health data. A framework to understand and stratify the risk associated with HIT may be beneficial to organizations engaging in global health partnerships that generate significant amounts of health data.

Our research team has been focused on international clinical and research partnerships in Armenia. As we have engaged in the process of designing and deploying a safe, scalable health data platform in Armenia, other countries in the region have expressed interest in implementing similar systems. This geopolitical region is home to the Commonwealth of Independent States (CIS), an intergovernmental organization of 11 post-Soviet countries: Armenia, Azerbaijan, Belarus, Kazakhstan, Kyrgyzstan, Moldova, Russia, Tajikistan, Turkmenistan, Ukraine, and Uzbekistan (Figure 1) [8]. These countries inherited the Soviet Union’s Semashko health system and many of its flaws in transitioning to a modern primary care model, including premature mortality, variable quality of care, poor noncommunicable disease management, and high out-of-pocket payments [9-11]. Rising social and economic challenges such as inequality and the cost of funding public health are also significant concerns [9]. To address these concerns, CIS member states have embarked on health care reform efforts to improve their health care systems, including deploying HIT [9,12].

**Figure 1.** A map of Commonwealth of Independent States countries located in Eastern Europe and Central Asia. The color gradient shows 2019 gross domestic product per capita in US dollars. The population of the country (in millions) is noted next to the name. GDP: gross domestic product.

**Need for a Framework**

As our organization considers new partnerships among other CIS members, the need for a framework to understand potential HIT security risks has become more pressing. Given the lack of an existing risk stratification framework to assess and consider the security vulnerabilities with implementing HIT in LMICs, we decided to create our own. In this paper we present a conceptual approach to developing such a framework and propose a variety of indices that could be leveraged to inform each subdomain. Finally, we outline our proposed next steps to...
seek consensus and finalize quantitative and qualitative versions of the framework.

**Methods**

**Literature Review**

We reviewed the literature to identify relevant publications by searching PubMed, Ovid MEDLINE, Google Scholar, and Google using the search terms presented in **Textbox 1**. All articles were identified as relevant by at least 2 authors (JE, ATS, or JD). References from relevant articles were also reviewed. Original research, reviews, editorials and commentaries, position statements, white papers, and industry and nongovernmental organization reports were included. Finally, the websites of international agencies such as the WHO, the United Nations, and the World Bank were reviewed for relevant data sources and publications.

**Textbox 1. Literature search terms by concept type.**

<table>
<thead>
<tr>
<th>Search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographic terms</td>
</tr>
<tr>
<td>Armenia</td>
</tr>
<tr>
<td>Europe</td>
</tr>
<tr>
<td>Asia</td>
</tr>
<tr>
<td>Soviet</td>
</tr>
<tr>
<td>Commonwealth of Independent States (CIS)</td>
</tr>
<tr>
<td>Low- and middle-income countries (LMIC)</td>
</tr>
<tr>
<td>Developing countries</td>
</tr>
<tr>
<td>Global health</td>
</tr>
<tr>
<td>International</td>
</tr>
<tr>
<td>Technology terms</td>
</tr>
<tr>
<td>Data</td>
</tr>
<tr>
<td>Health data</td>
</tr>
<tr>
<td>Patient data</td>
</tr>
<tr>
<td>Information</td>
</tr>
<tr>
<td>Health information</td>
</tr>
<tr>
<td>Patient information</td>
</tr>
<tr>
<td>Electronic health records (EHR)</td>
</tr>
<tr>
<td>Electronic medical records (EMR)</td>
</tr>
<tr>
<td>Health information technology (HIT)</td>
</tr>
<tr>
<td>Personal health records</td>
</tr>
<tr>
<td>Database</td>
</tr>
<tr>
<td>Theme terms</td>
</tr>
<tr>
<td>Security</td>
</tr>
<tr>
<td>Risk</td>
</tr>
<tr>
<td>Partnership</td>
</tr>
<tr>
<td>Breach</td>
</tr>
<tr>
<td>Trust</td>
</tr>
<tr>
<td>Safety</td>
</tr>
<tr>
<td>Health system</td>
</tr>
<tr>
<td>Health policy</td>
</tr>
<tr>
<td>Legal</td>
</tr>
</tbody>
</table>
Conceptual Framework Development

A conceptual framework is a “network of...interlinked concepts that allow for a comprehensive understanding of a phenomenon or phenomena [13].” Our conceptual framework development process borrowed iterative techniques from both the framework method [14] and conceptual framework analysis [13]. First, all literature sources were extensively reviewed for key concepts. By categorizing and recategorizing these key concepts iteratively as more literature was reviewed, the team conceptualized them into domains that were then synthesized to develop an overarching conceptual framework using the coding methodology outlined by Gale et al [14]. Once key domains were identified, public international data sources were searched for relevant structured indices to generate a quantitative counterpart (Figure 2).

**Figure 2.** A visual representation of our approach to developing our conceptual framework, from literature review to refinement. NGO: nongovernmental organization.

**State of HIT**

**Overview**

HIT refers to all the electronic systems used by care providers, public health workers, patients, researchers, and others to manage health information [15]. It includes EHRs, other software platforms, hardware devices, and technology systems [16]. HIT systems are a critical component of several aspects of health care, including care delivery, billing, medicolegal liability, research, and health policy [17,18]. HIT use is influenced by factors such as cost, technical feasibility, and regulation [3]. The State of HIT domain evaluates a health system’s maturity in terms of its logistic, technological, and regulatory progress within a country. The legal structure and regulatory framework around HIT and medical ethics directly influence the viability and progress of HIT [19]. As suggested by Luna et al [19], overcoming legal and ethical challenges, interoperability issues, and technical security vulnerabilities greatly affects the implementation of HIT.

**Rationale for Indices**

Multimedia Appendix 1 [6] presents the proposed indices of this domain categorized into 3 broad subdomains:

1. EHR deployment considers the presence of a national EHR system’s existence, regulation, and location. National EHR systems require a high level of commitment as well as technical and financial resources [3,20]. This implies a certain level of investment, commitment, and organizational sophistication and provides insight into the groundwork

**Key Domains and Indices**

Our analysis resulted in an inventory of concepts that aggregated into 5 key domains that make up our conceptual framework for assessing health data security considerations in global health partnerships:

1. State of HIT
2. Economics of Health Care
3. Demographics and Equity
4. Societal Freedom and Safety
5. Partnership and Trust

For each of the first 4 domains, we identified publicly available indices that could be used to provide qualitative or quantitative insights. For the fifth domain, Partnership and Trust, we created a self-assessment tool that would allow an organization’s members to take into consideration the specifics of their project, their experience on the ground, and their in-country partners.

**Results**

Expert Input and Refinement

Our conceptual framework, key domains, and indices were shared formally and informally through email, conversations, and presentations with international colleagues in health care, information technology, informatics, health policy, and international relations. Feedback was collected and an iterative approach was used to refine the model and the indices included.

By categorizing and recategorizing these key concepts iteratively as more literature was reviewed, the team conceptualized them into domains that were then synthesized to develop an overarching conceptual framework using the coding methodology outlined by Gale et al [14]. Once key domains were identified, public international data sources were searched for relevant structured indices to generate a quantitative counterpart (Figure 2).
laid by the country that affects the long-term viability and integrity of HIT and health data [20,21]. Were at al [20] have commented on the unsustainability of expensive implementations and the need for sustainability to be built into EHR implementations, underscoring the demand that EHRs place on technical and financial resources. This subdomain also considers HIT implementation location (in primary, secondary, or tertiary facilities), which gives an understanding of the level of penetration of the technology in the market. Overall, EHRs are often the first, most expensive, and most expensive component of HIT; as such, they serve as reasonable proxies for HIT overall, including technical and logistical risks with implementing new technologies, where other measures are not available. The indices in Multimedia Appendix 1 [6] were gathered from the Electronic Health Record section of the Atlas of eHealth Country Profiles compiled by the WHO as “Yes, No, Not applicable [6].”

2. eHealth Foundations refers to the national strategy, policies, and funding information for eHealth. These factors are critical to determining the success or failure of HIT and can provide valuable insights into risk stratification of a given environment [22]. These indices were gathered from then eHealth Foundations section of the Atlas of eHealth Country Profiles compiled by the WHO as “Yes, No, Not applicable [6].”

3. Legal Frameworks for eHealth refers to the policies, regulation, and jurisdiction governing the use, quality, sharing, and ownership of health data. Medicolegal concerns are universal, complex challenges of HIT that affect use and the experience of patients, providers, and other stakeholders [20,23]. The existence of legal solutions or mechanisms to address these concerns can provide insight into the preparedness of a country to mitigate HIT and data breaches as well as suggest the recourse that individuals have should a breach occur. For example, Palabindala et al [23] mention that Health Insurance Portability and Accountability Act compliance requires substantial legal, technical, and logistical efforts that ensure the establishment of appropriate measures for unfortunate events. These indices were gathered from the Legal Frameworks for eHealth section of the Atlas of eHealth Country Profiles compiled by the WHO as “Yes, No, Not applicable [6].”

Economics of Health Care

Overview

The Economics of Health Care domain aims to quantify a country’s overall investment in health care. This domain evaluates a country’s financial and resource investment in health care access, delivery, services, and technology. Government investment directly affects infrastructure, quality of care, and affordability for patients and providers, which in turn significantly influences the successful and sustainable implementation of HIT, especially in LMICs [19,24,25]. Without proper allocation of funding, resources, care standards, and cost-effectiveness for stakeholders, there is a greater chance of failure in terms of long-term success and scalability [20]. As discussed by Luna et al [19], financial and technical sustainability is an important element of HIT integration and therefore needs to be addressed before implementation.

Rationale for Indices

This domain can be further evaluated as 4 subdomains; the individual indices have been presented in Multimedia Appendix 2 [26-43]:

1. Health Care Expenditure considers gross domestic product (GDP), contextualized GDP for health care, and health care expenditure. These indices were gathered from data by the World Bank on GDP, GDP per capita, GDP growth percentage, health care spending percentage per GDP, and health care spending per capita in US dollars, US dollars per capita, or percentages depending on the metrics involved [26-31]. Indices such as recontextualized GDP values and health care spending per capita have been described by Naik et al [44] as macroeconomic determinants of health that ultimately influence HIT integration and management. Insufficient health care funding increases the chances of failure of HIT implementation and health data management [20]. Health expenditure and GDP spending on health care thus become potential proxies for risk assessment.

2. Health Care Structure considers both infrastructure and system indices such as hospital beds, doctors per capita, health care access, and the existence of a public health care system. These indices were gathered from data sets by the World Bank on doctors per capita and hospital beds, the Global Burden of Disease (GBD) index on health care access and quality, and the US Social Security Administration on private versus public health care systems as numbers (per 1000 people), indices (1-100), and binary values [32-35]. As these indices directly measure access and the availability of crucial health care resources, they provide insight into the economic and material context of health care. Lower scores for these indices may highlight a higher risk of not having adequate finances and resources for implementing and managing HIT systems [3]. Specifically, Akhlaq et al [3] identified infrastructure, finance, organization, and data management as key factors in the adoption and management of HIT.

3. Health Care Cost considers out-of-pocket fees and universal health coverage. These indices were gathered from the 2017 Global Monitoring Report by the World Bank on universal health coverage as values (0-100) measuring affordability and data sets by the World Bank on out-of-pocket costs as a percentage of total universal coverage [36,37]. These indices are important because they provide insight into the patient-level microeconomic context. Cost-effectiveness and financial viability for patients directly affect access, use, and long-term potential of health care services and resources, including HIT [19]. A lack of affordable health care can create risks for the overall success of health HIT.

4. Health Care Quality is intended to evaluate overall health care system performance through process and outcome measures such as health performance index, infant and maternal mortality, life expectancy, immunization rates, and diarrheal disease rates. These indices were gathered from data sets by GBD collaborators, the WHO, the Central Intelligence Agency, and the GBD database as an index
from 1 to 191, deaths per births, age of death, and percentage immunized [38-43]. The indices listed in Multimedia Appendix 2 [26-43] are frequently used in the literature and by international organizations to measure overall health care quality [25,45,46]. Measuring health care quality provides a lens through which to interpret the economic inputs of a health care system. Major discrepancies between economic inputs and health care quality outcomes may be a cause for concern because these may result from a variety of issues, including health care administration, system stability, and inadequate data collection and reporting. All of these would be factors that may affect health data security.

Demographics and Equity

Overview

The Demographics and Equity domain aims to describe the relevant population and possible disparities involving health care. Understanding how patients from different social, economic, ethnic, and cultural backgrounds experience HIT is important for any global health data partnership because these differences can drive care disparities [25,47]. Gathering together concepts of population demographics, social structure, and community development provides a starting point to gain necessary insights. These social and demographic variables help contextualize pragmatic concerns surrounding patient privacy, access, health discrepancies, and improper use of health data [20]. Increased digitization of health care has several advantages such as public health surveillance during COVID-19, but this same surveillance infrastructure has implications for civil liberties and governance that affect marginalized groups differently [48]. For example, the Social Science Research Council states that Black and Brown communities are subject to disproportionate police surveillance and may be unable to opt out of medical tracking and monitoring systems [48]. Being aware of these issues in the local context is an important component of responsible data stewardship.

Rationale for Indices

Multimedia Appendix 3 [49-61] presents the indices of this domain categorized into 3 broad subdomains:

1. Population metrics include information about the density and structure of the population. The indices were gathered from data by the World Bank on population age structure as percentages and from the United Nations on rural and urban population density in thousands [49-52]. These population metrics affect HIT in a variety of ways. For example, countries with larger populations may require more costly efforts to ameliorate data misuse [62,63]. In addition, differences in age structure and trends may affect the demand and risk of health services and data technology [64-66]. As noted by Knickman and Snell [64], the Baby Boom generation is expected to double by 2030 and will require substantially more health-related resources. The increasing financial demand and use of health data may affect the technical and logistical risks associated with HIT.

2. Social Structure includes information about wealth inequality, poverty, decentralization, and public trust. The indices were gathered from data by the World Bank, a policy paper by World Bank affiliates titled How Close Is Your Government to its People, and Edelman, a global communications firm, as either a percentage or score (1-100), as appropriate [53-56]. Wealth inequality and poverty data provide insights into the economic aspect of inequity. Decentralization has long been advocated by international development agencies to improve health system performance in LMICs [67]. A recent literature review showed limited empirical data to support this approach, but as a dominant theory in international development, it should still be considered [68]. A lack of public trust in government and health care systems can lead to poor patient compliance with public health guidance, delaying seeking care, and withholding of critical information from providers [69]. This can lead to incomplete or unreliable data. Low public trust can be a symptom of either systematic failures of health systems or breaches of trust at the interpersonal level, both of which should be taken into consideration when discussing data privacy and security.

3. Community Development includes information on human development, access to electricity and the internet, literacy rate, and social media penetration. The Human Development Index is a composite measure developed by the United Nations that quantifies the capability of an individual to live a long and healthy life and acquire resources for a basic standard of living as a value from 0 to 1 [57]. Other descriptors of community development that focus on the ability of a community to meaningfully leverage technology are also included. Data sets from the World Bank on internet subscribers, access to electricity, and literacy were gathered as a number (1-100) or percentage as appropriate [58-60]. Social media penetration was gathered from Statcounter Global Stats as a percentage [61]. Basic resources such as electricity and the internet are necessary to meaningfully interact with HIT. This is true at the level of health care facilities as well as at the individual level [2]. Settings with limited access to the internet and electricity may not be able to implement a wide variety of privacy and security tools such as two-factor authentication. Limited literacy can be a barrier to people’s ability to use and access technology and data, which may make them more vulnerable to exploitation [70,71]. This increases the human cost of inadequate privacy and security in health care. More specific concepts such as health and technology literacy may be relevant and should be explored further [70,71].

Societal Freedom and Safety

Overview

Societal freedom is the liberty of an individual to function in society without coercion; the Cato Institute defines this as “the dignity of an individual [72].” As an ever-present societal factor, it influences aspects of health care both directly and indirectly [20,24,47,73]. The Societal Freedom and Safety domain aims to quantify the absence of coercive societal constraints on individual freedom within a country as well as the robustness of civil and political liberties; it includes concepts such as liberty of expression, social organization, and lawfulness. Overall,
countries with more freedom (democratic) have more robust health care systems and lower mortality than countries with less freedom (autocratic) [74,75]. Factors such as the rule of law and the influence of civil society affect health and health outcomes [76-78]. Pinzon-Rondon et al [76] found that adherence to the rule of law is associated with a healthier population, higher life expectancy, and lower adverse health outcomes. These social parameters provide insights into how likely a malicious data breach might be; whether the threat to personal sensitive data might come from government or nongovernment actors; and how vulnerable individuals may be to adverse social, financial, and legal consequences in case of a breach of privacy with respect to their personal health data.

Rationale for Indices
Multimedia Appendix 4 [72,79] presents the indices of this domain along with an overall rank and score:

1. Personal Freedom includes information on the rule of law, safety and security, religious freedom, assembly and association, expression, and identity and relationship. These indices were gathered from the Human Freedom Index 2019 by the Cato Institute as an index value between 0 and 1 [72]. Personal freedom is important to consider for data security because it highlights societal challenges with data. For example, religious hostility and persecution, surveillance of expression and information, geopolitical concerns, and stigma toward historically marginalized groups may increase the risk associated with access to identifiable health information [7,80]. In a 2010 report by the London School of Economics, the authors stressed the importance of social context and appropriate safeguards for HIT implementation, given the vast cultural and environmental differences that can exist even within a country [80]. In addition, limitations in assembly and association may adversely influence public health initiatives and health policy [78]. These concepts can provide a more nuanced assessment of the data security risk.

2. Economic Freedom includes economic liberty, sound money, property rights, international trade, and regulation of financial institutions. These indices have been gathered from the Human Freedom Index 2019 by the Cato Institute as an index value between 0 and 1 [72]. Economic freedom provides insight into the financial opportunities for individuals and organizations. In societies with high economic freedom there may be additional economic incentives to develop robust HIT [81]. There may also be opportunities for private and public-private partnerships to enhance data security [82].

3. Global Freedom is a concept developed by Freedom House, a US-based nonprofit focused on promoting democracy, and published in their annual Freedom in the World Report since 1973 [79,83]. It is a quantitative and qualitative assessment of political rights and civil liberties in countries and territories around the world, represented as a weight score on a scale from –4 to 100. Evaluations of a country’s electoral process, political participation, government functioning, associational rights, rule of law, and personal autonomy make up the global freedom score. Freedom House also publishes other relevant indices such as the Internet Freedom Score and Democracy Score, but these cover a significantly smaller number of the world’s countries (65 countries and 29 countries, respectively) and thus may not be as helpful in creating a standard analytical approach.

Partnership and Trust
An increasing number of partnerships have been developing between high-income countries and LMICs to address the global burden of disease. The success of these projects requires strong partnerships, which involves establishing rapport [84]. Relationship building and trust have been shown to be critical in navigating pragmatic obstacles as well as cultural and logistical boundaries [85,86]. Wagner et al [85] highlight how local coordinators and hosting communities are vital for the execution of international projects, and therefore establishing relationships and promoting ongoing collaboration are imperative to the success of global health efforts.

The strength of partnerships may be a moderating factor for concerns around patient data misuse. Organizations should objectively evaluate their global health partnerships. However, there is limited literature on global health partnership assessment tools. Instruments such as the Partnership Assessment Toolkit do exist, but studies need to be conducted to better understand their uses, limitations, and effectiveness [87,88]. To our knowledge, there are no tools that specifically address health data concerns. Given that each partnership is unique and influenced by a number of factors, we propose that this domain should be a self-assessment completed by the collaborating organizations. Relevant questions to explore include details about the in-country partner, the length of time the partnership has existed, the scope of the partnership, sensitive personal data collection, and relevant data security expertise resources available to the partners. Textbox 2 presents a list of potential questions to include in a self-assessment.

<table>
<thead>
<tr>
<th>Questions to include in a self-assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>• How long have your organizations worked together?</td>
</tr>
<tr>
<td>• How long has your partner been active in-country?</td>
</tr>
<tr>
<td>• How much experience does your partner have with health data?</td>
</tr>
<tr>
<td>• Is your local partner in good standing in-country?</td>
</tr>
<tr>
<td>• What is your organization’s reputation in-country?</td>
</tr>
<tr>
<td>• Is an official government entity with oversight over health, health care, or data involved in your project? If not, should they be?</td>
</tr>
<tr>
<td>• Are there known examples of health data misuse in the country?</td>
</tr>
<tr>
<td>• In your partnership, who owns the data?</td>
</tr>
<tr>
<td>• Who is responsible for data security?</td>
</tr>
<tr>
<td>• What physical, technical, and procedural measures have been taken to safeguard patient data?</td>
</tr>
<tr>
<td>• What data safety and monitoring measures will be put in place?</td>
</tr>
<tr>
<td>• Do you and your partner have the relevant experience to serve as data stewards?</td>
</tr>
</tbody>
</table>

Conceptual Framework

Figure 3 shows the relationship among these 5 domains and how they might be leveraged to provide a risk stratification of global health data partnerships. This type of conceptual framework has been leveraged to address various issues in informatics, such as the development of global health networks, patient safety, and conceptual models for research [89-91]. The value of these conceptual frameworks is in laying out all the components of a given issue, exploring their interrelationships, and identifying the emerging complexity [92]. In the current framework, Demographics and Equity and Societal Freedom provide a foundational understanding of a given country. Economics of Health Care can be understood within that context, and the State of HIT is influenced by, and builds upon, all 3 domains. Partnership and Trust is a moderating factor for all other variables. A long-standing, effective partnership with high levels of trust and cooperation may overcome a number of deficiencies in other domains, whereas an unstable or ineffective partnership may suffer from serious data concerns despite an otherwise favorable environment. The latter case is often the cause for HIT implementation failures in high-income countries [93].

Figure 3. Four of the domains build on each other (Demographics and Equity, Economics of Health Care, Societal Freedom and Safety, and State of Health Information Technology). These are moderated by the fifth domain, Partnership and Trust. Together, these domains can be evaluated to produce a risk stratification for global health data partnerships and health information technology projects.

Discussion

Overview

As HIT deployments continue to progress in LMICs, data security concerns will become more prevalent. The development of this conceptual framework is an attempt to better understand the many variables that might affect health data security in a given country. There are a number of existing models for assessing the maturity of HIT and data security [94]. However, most of these models have been developed or applied in high-income countries and make assumptions about the legal, regulatory, and technical capacity already in place; these assumptions often do not hold true in LMICs. The health systems of high-income countries (and the social, political, and economic forces that support them) can vary significantly from...
those in LMICs. For example, in the review by Tarhan et al [94], the authors provide the full list of countries in which the maturity models they reviewed were developed and applied. The average WHO health performance index of these countries was 0.813 (SD 0.17), whereas the average health performance index of CIS countries is 0.612 (SD 0.12; P < .001 by 2-tailed, 2 sample t test) [38]. Therefore, it may not be meaningful to apply existing maturity models to LMICs; to our knowledge, there are no models explicitly developed for low-resource settings.

The goal of our research is ultimately to develop an assessment and decision support tool that organizations can use in their global health partnerships. In the first version of this tool, we anticipate a more qualitative approach in which organizations use these domains to guide them in conducting a thorough evaluation of projects and partnerships. A second version of the tool will have a more quantitative component; 4 of the 5 key domains we identified use publicly available indices that could be integrated into a mathematical model that describes health data risk. Multimedia Appendix 5 presents the values for a sampling of indices across the domains of State of HIT, Economics of Health Care, Demographics and Equity, and Societal Freedom. We have included 9 CIS countries for which data are available (Armenia, Azerbaijan, Belarus, Kazakhstan, Kyrgyzstan, Moldova, Russia, Tajikistan, and Ukraine). In addition, data have been aggregated for several other countries to serve as reference points for the 4 domains of interest. These range from countries that have a track record of excellence in public health (Germany, France, Switzerland, South Korea, and Japan) to countries that have made significant advances in HIT (Estonia) and modernized their health care systems in other geographic regions (China and South Africa), as well as the United States. For the fifth domain, Partnership and Trust, additional research and validation will be required to finalize the self-assessment questionnaire.

The concept of bias was a recurring theme in many of the sources we evaluated. During the COVID-19 epidemic, the disproportionate impact that bias, discrimination, and racism can have on health outcomes was highlighted at scale [95]. These social biases can easily be translated into HIT; data sets, algorithms, and predictive models are all subject to both explicit and implicit bias [70]. The types of individuals who are included in data sets, the data elements that are and are not collected, the variables that are highlighted, and the outcomes that are selected for can all result in HIT applications that adversely affect care delivery and further drive health disparities among marginalized groups [70,96,97]. Although not directly linked to data security considerations (except to the extent to which security failures may adversely affect members of marginalized groups, as discussed previously in other domains), we believe that an awareness of bias is critical in any global health data partnership. Additional research is needed to identify approaches to measure and account for biases that may differ across settings.

**Limitations**

Our study includes several limitations. Although we reviewed the literature to inform our research and approach, there is still a need for a comprehensive systematic literature review to be conducted and published. Given the evolving nature of the subject, a scoping review methodology would be appropriate; our research team is preparing to embark on this project [98]. Our proposed domains reflect our research and experience but need further validation from the broader community of health care, HIT, and public policy professionals. Our conceptual framework has not been tested qualitatively or quantitatively against real-world examples; thus, it remains to be seen if it can meaningfully capture the complexities and nuances of health data security. Finally, it is unclear if our proposed indices will result in a useful quantitative model of risk; further analysis is required.

**Next Steps**

To advance our research agenda, we plan to engage in the following activities:

1. **Validate our conceptual framework:** Additional work is needed to validate our proposed framework. We will share our framework publicly to gather both formal and informal feedback from stakeholders around the world. We will also begin the work of applying the framework to real-world examples in collaboration with local experts to test its internal and external validity. Further literature review and qualitative research will be needed to finalize the Partnership and Trust self-assessment.

2. **Develop a qualitative assessment tool:** Once we have finalized and validated the framework, we will develop a qualitative assessment tool that other organizations can use to evaluate their existing data partnerships. This stage will not only provide additional external validation and refinement of the framework, but will also provide the opportunity to conduct user-centered design research to improve the usability of the tool and related documentation.

3. **Develop a quantitative model:** We plan to work with our data science colleagues to use both traditional statistical methods and more modern machine learning approaches to develop a quantitative model of our conceptual framework. This will require extensive validation, but if successful, it may result in a risk stratification that could conceivably be calculated for every country, needing only the Partnership and Trust self-assessment to provide local context.

4. **Dissemination of findings:** Our overall goal is to support how organizations make decisions around global health data partnerships. The current framework, assessment tools, and quantitative models are all intended to help organizations make the best decisions possible in terms of safeguarding patient data in LMICs. To that end, we intend to use multiple avenues to disseminate our work, including publications, presentations, webinars, and white papers. We plan to collaborate with universities and nongovernmental organizations to help them to implement the conceptual framework and associated tools.

**Conclusions**

Global health HIT partnerships have the potential to have a positive impact in LMICs, leveraging the resources and knowledge of partner organizations to build in-country capacity and expertise. However, there are gaps in the legal, technical,
and regulatory environments in many LMICs, increasing the risk of possible health data misuse, particularly among marginalized and vulnerable populations. Our conceptual framework helps to identify key domains that may have an impact on health data security considerations in global health partnerships. Additional research is needed to further validate and improve the framework. We encourage global health, HIT, and health care professionals to participate in improving this framework. In the future, we hope to be able to leverage our framework to create assessment and decision-making tools that can be used to evaluate risk in other global health initiatives such as clinical and academic partnerships, pandemic control, and emergency response operations.
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Abstract

Background: Poor physical fitness has a negative impact on overall health status. An increasing number of health-related mobile apps have emerged to reduce the burden of medical care and the inconvenience of long-distance travel. However, few studies have been conducted on home-based fitness tests using apps. Insufficient monitoring of physiological signals during fitness assessments have been noted. Therefore, we developed R Plus Health, a digital health app that incorporates all the components of a fitness assessment with concomitant physiological signal monitoring.

Objective: The aim of this study is to investigate the test-retest reliability of home-based fitness assessments using the R Plus Health app in healthy adults.

Methods: A total of 31 healthy young adults self-executed 2 fitness assessments using the R Plus Health app, with a 2- to 3-day interval between assessments. The fitness assessments included cardiorespiratory endurance, strength, flexibility, mobility, and balance tests. The intraclass correlation coefficient was computed as a measure of the relative reliability of the fitness assessments and determined their consistency. The SE of measurement, smallest real difference at a 90% CI, and Bland–Altman analyses were used to assess agreement, sensitivity to real change, and systematic bias detection, respectively.

Results: The relative reliability of the fitness assessments using R Plus Health was moderate to good (intraclass correlation coefficient 0.8-0.99 for raw scores, 0.69-0.99 for converted scores). The SE of measurement and smallest real difference at a 90% CI were 1.44-6.91 and 3.36-16.11, respectively, in all fitness assessments. The 95% CI of the mean difference indicated no significant systematic error between the assessments for the strength and balance tests. The Bland–Altman analyses revealed no significant systematic bias between the assessments for all tests, with a few outliers. The Bland–Altman plots illustrated narrow limits of agreement for upper extremity strength, abdominal strength, and right leg stance tests, indicating good agreement between the 2 assessments.

Conclusions: Home-based fitness assessments using the R Plus Health app were reliable and feasible in young, healthy adults. The results of the fitness assessments can offer a comprehensive understanding of general health status and help prescribe safe and suitable exercise training regimens. In future work, the app will be tested in different populations (eg, patients with chronic diseases or users with poor fitness), and the results will be compared with clinical test results.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2000030905; http://www.chictr.org.cn/showproj.aspx?proj=50229

(JMIR Form Res 2021;5(12):e28040) doi:10.2196/28040
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Introduction

Background
Physical fitness plays an important role in overall health and quality of life and is directly related to physical activity [1]. Regular physical activity confers health benefits, such as increased life expectancy and reduced mortality [2,3]. However, the World Health Organization has reported that >80% of adolescents globally do not engage in sufficient physical activity. The prevalence of insufficient physical activity was 27.5% among adults aged >18 years worldwide [4]. Studies have indicated that physical inactivity is associated with poor physical fitness and increases not only the incidence and mortality rates of chronic disease, but also the medical and economic burden of disease [5-7]. Physical fitness has various degrees of influence on the activities and quality of life [1,8]. Poor physical fitness (below the 25th percentile of the fitness distribution) has a much greater impact on the risk of cardiovascular disease than insufficient physical activity [9]. Therefore, physical fitness needs to be considered as a fundamental assessment for people with a higher risk of chronic diseases.

Several physical fitness assessment methods have been established for reliability and validity. Physical fitness measures typically consist of cardiorespiratory fitness, muscle strength, endurance, agility, flexibility, and measures of body composition [1,10,11]. The 3-minute step test is one of the common cardiorespiratory fitness tests, consisting of stepping up and down a height of 23.0 cm-50.8 cm at a consistent step rate [12]. The 3-minute step test was shown to be reliable and valid in the general population and in patients with lung disease and rheumatoid arthritis [12-17]. Sufficient muscle power and endurance can reduce the risk of exercise injury and enhance cardiorespiratory capacity [18-20]. Wall squatting, push-up, and curl-up tests are common strength tests for the lower and upper extremities and abdominal muscles with established validity and reliability [11,21-23]. Balance and flexibility are important because poor stability may increase the risk of falls and limit functional activities [24-27]. Insufficient flexibility and mobility may restrict movement and cause pain [28-30]. Balance tests, the toe-touch test, the sit-and-reach test, and the Apley shoulder scratch test are common tests to assess balance, flexibility, and mobility [26,31-33]. However, most of these fitness tests are administered by a professional face to face, so patients or clients need to be present at a clinic or gym.

In consideration of cost and travel barriers, self-administered and home-based fitness tests may be more suitable for many people. However, there is currently little research on home-based fitness tests. One study showed that the home-based Senior Fitness Test, using inertia sensors and a depth camera, led to greater leg or arm strength, aerobic endurance, and flexibility [29]. The InterWalk Fitness Test incorporates indirect calorimetry and acceleration monitoring and was found to be accurate and reliable for persons with type 2 diabetes [34]. The self-administered Canadian Home Fitness Test was developed to assess cardiorespiratory endurance with a double 8-inch step and has an established record of safety and predictive ability [35-37]. Additional reliable home-based fitness tests that are easy to use and record data on accessible software platforms are needed.

As mobile technologies have advanced, an increasing number of health-related apps have emerged [38]. Some health apps provide patient education about lifestyle and health behaviors, some provide pain management, and others provide physical fitness assessments or interventions [34,38-40]. Among commercial fitness apps, most focus on cardiorespiratory fitness assessments, such as the submaximal walking data collected by a smartphone’s accelerometer [40]. Some apps focus on functional performance, such as movement speed or leg strength during functional activities [41]. However, most commercial fitness apps lack supporting evidence [40]. Only a few fitness apps have been tested for validity and reliability, and most are rated as having moderate to good validity [34,42-44]. Insufficient monitoring of physiological signals (eg, heart rate) during cardiorespiratory fitness assessment was noted among the available apps [40]. Therefore, we designed R Plus Health (Recovery Plus Inc), a digital health app that incorporates all the usual components of a fitness assessment but also monitors physiological signals.

Objective
The aim of this study is to investigate the test-retest reliability of home-based fitness assessments using the R Plus Health app in healthy young adults.

Methods

Participants
A total of 31 participants were recruited with convenience sampling from 4 departments of a technology company in Chengdu, China. Sampling was performed via random draw. The inclusion criteria were healthy adults with normal health examinations, aged between 18 and 75 years, and with the ability to use smartphones. Those who rated more than 3 out of 10 on the visual analog pain scale; had poor compliance or were not willing to cooperate with the assessment; had regular strengthening sessions during the study period; had a history of alcohol abuse or illegal drug use; were pregnant, lactating, or trying to become pregnant; had participated in other clinical trials within 3 months before this study; and had uncontrolled chronic diseases were excluded. The participants received oral and written information about the study, and informed consent was obtained from all participants. This study was approved by the Chinese Ethics Committee of Registering Clinical Trials (ChiCTR2000030905).

R Plus Health App
The R Plus Health app was developed as a tool for healthy adults and patients with chronic diseases. It includes fitness assessments and individualized exercise prescriptions with physiological signal monitors (eg, heart rate monitor). After
Downloading the R Plus Health app, the participants received an informed safety declaration and completed a health questionnaire, which was checked by doctors or other professional health care providers on the web. Through oral and video guidance, the participants were then instructed on how to perform the fitness assessments with maximal effort. The fitness assessments in the app included cardiorespiratory fitness, strength, balance, mobility, and flexibility tests (Figure 1). These fitness assessments have established clinical validity and reliability [12-25,30-33]. To complete the cardiorespiratory fitness test and record a real-time heart rate, the participants were required to wear a heart rate monitor below the sternum on a strap around the chest during testing (Figure 2). The heart rate monitor (Magene H64 dual protocol heart rate sensor) is compatible with the app and has Conformite Europeenne and Federal Communications Commission certification. Finally, according to the results of the fitness assessments and the overall health condition of each participant, a proper individualized exercise prescription was suggested by professional teams in the app.

Figure 1. Video demonstration of the push-up test.

Figure 2. Demonstration of how to wear the heart rate monitor strap.
Assessment Procedures

Eligible participants enrolled in the study, provided informed consent, downloaded the R Plus Health app, and filled in the health questionnaire with the assistance of a physiotherapist. The physiotherapist recorded the basic data, including pain level on a visual analog scale and the overall health condition of the participants, at the baseline and final assessments.

All participants self-administered 2 fitness assessments with a 2- to 3-day interval between assessments to provide the best reproducibility [45]. The fitness assessments were administered sequentially (cardiorespiratory endurance, strength, flexibility, mobility, and balance). The participants followed the guidance and instructions in the app for each fitness assessment.

The 3-minute step test measures cardiorespiratory endurance based on how quickly the heart rate returns to normal after a 3-minute step exercise [12,13]. First, the heart rate monitor strap was worn for a 5-minute rest period beside the 30-cm step (to establish a baseline). After watching the tutorial videos in the app, the participants stepped up and down at 96 beats per minute (bpm) using a metronome for a total of 3 minutes. After finishing the test, the participants rested for 1 minute. The participants could suspend the test if any discomfort occurred.

The push-up and curl-up tests measure muscle strength and endurance in the upper limbs and abdomen, respectively, based on the number of completed repetitions [11,21,23,46]. When performing the push-up test, there were 2 variations in the starting position. The standard push-up test involved having the knees off the ground in the push-up position and was used for male participants. The modified push-up test involved having the knees on the ground and was used for female participants. The participants performed as many push-ups as possible with the correct form within 40 seconds. The curl-up test began with the participants lying on their back, knees bent at approximately 90°, feet flat on the floor, and arms straight with the palms of their hands resting on their thighs. The participants curled up and down at 40 bpm using a metronome. If the participants could not continue or stopped for more than 5 seconds, they clicked the completed button and recorded the repetitions.

The wall squatting test measures muscle strength and endurance in the lower limbs based on the holding time [11,12]. The wall squating test began with the participants in a standing position, feet shoulder width apart and back against the wall; then, both knees were bent at a 90° angle. The participants held this squatting position for as long as possible. When the participants were finished, they could click the completed button and record the total time. If the participants held the position for more than 150 seconds, the app finished the test automatically.

The sit-and-reach test measures the flexibility of the hamstrings and the lower back with a ruler based on the distance [11,30,32]. The participants sat on the floor with their legs straight and their heels in line with a ruler, hands stacked, and palms facing downward. They then reached forward as far as possible along the measuring line. After reaching forward, the participants recorded their distance in centimeters.

The Apley scratch test or the upper extremity (UE) multipattern test measures the mobility of the upper limbs based on the distance between the middle fingers [33]. There were 2 patterns of upper limb flexibility: shoulder flexion, abduction, and external rotation and shoulder extension, adduction, and internal rotation. The participants performed these 2 patterns of movement for each upper limb and recorded the distance between both middle fingers. The results were classified as above average, normal, or below average.

The one-leg stance test measures balance based on the holding time [26]. The participants stood on one leg, bent the other leg 15-20 cm off the ground with their eyes open and their arms beside the hips. The participants maintained their balance for as long as possible. If the participants lost balance, they clicked the completed button, and the time was recorded in the app automatically. If the participants maintained balance for more than 30 seconds, the app finished the test automatically.

To minimize possible diurnal variation in physical fitness, the participants were instructed to perform the 2 assessments at the same time of the day. They were asked to avoid resistance training and exhausting work between assessments to minimize the potential effects of fatigue. After each test, the participants immediately recorded the results on paper to avoid recall effects and then sent them to the researchers. The researchers concealed the data of the participants in an envelope for anonymity and encoded the names as numbers to protect the privacy of the participants.

Outcome Measures

At the baseline assessment, the descriptive data, pain score, and health condition of the participants were evaluated by a physiotherapist. Descriptive data included age, sex, height, and weight. The pain level was assessed using a visual analog scale from 0 (no pain) to 10 (worst pain). Health condition was assessed using a health-related questionnaire in the app and by a physiotherapist.

The outcomes of each fitness assessment included the raw data and converted score. The raw data were recorded as bpm, repetitions, seconds, and an ordinal scale. The converted scores (0-100) were computed using the app through normative data and a self-established score conversion system on the basis of the raw data.

The participants recorded the heart rate in bpm as raw data, and the converted scores used the same units. If someone could not complete the 3-minute step test, the reason was noted [12]. In each cardiorespiratory fitness test, 2 measurements were made: the average resting heart rate during the 5-minute rest period and the 1-minute recovery heart rate after the 3-minute step test.

The outcomes of the push-up, wall squatting, and curl-up tests were recorded as completed repetitions and total time. The flexibility of the lower limbs and lower back was measured in centimeters from negative to positive values. The mobility of the upper limbs was classified as above average, normal, or below average. The one-leg stance test recorded the total time in seconds [26,31-33].

Data Analysis

Statistical analyses were conducted using SPSS 20.0 software (IBM Inc). Descriptive statistics were presented in the form of
mean and SD, and the relative and absolute test-retest reliabilities of the fitness assessments were estimated separately.

**Relative Reliability**

The relative reliability of the fitness assessments was calculated using the intraclass correlation coefficient (ICC) with a 2-way mixed model (type absolute agreement). On the basis of the 95% CIs of the ICC estimates, agreement was rated as poor (<0.5), moderate (between 0.5 and 0.75), good (between 0.75 and 0.9), or excellent (>0.9) [47].

**Absolute Reliability**

The absolute reliability of the fitness assessments was evaluated using the SE of measurement (SEM), the smallest real difference (SRD), and Bland–Altman analyses [47,48]. The SEM expressed the measurement error variation between the assessments within a group and was calculated as $SD_{\text{pooled}} \times \sqrt{(1-\text{ICC})}$ [49]. In this formula, $SD_{\text{pooled}}$ indicates the pooled SD for the 2 assessments. The SRD is a measure of sensitivity to change, represented as the magnitude of the change detected at a certain CI [50]. The $\text{SRD}_{90}$ is defined as the SEM of the difference scores at a 90% confidence level and was calculated as $1.65 \times \sqrt{2} \times \text{SEM}$ [48]. If the difference between the 2 assessments was greater than the SRD, it was interpreted as a real change. For all measurements, the smaller the SEM and $\text{SRD}_{90}$, the greater the reliability.

**Results**

**Overview**

The characteristics of the participants and the descriptive statistics of the fitness assessments at baseline are shown in Tables 1 and 2, respectively. The study enrolled 31 participants (Table 1), which exceeded the minimum sample size of 26 (effect size of 0.5 and power of 0.8) calculated using G*power 3.1 [54]. The average age was 27.25 (4.0) years, and they had negligible pain (mean 0.19 out of 10 on the visual analog scale), which did not worsen during testing.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>27.25 (4.0)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (52)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (48)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>168.66 (7.61)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>60.23 (11.41)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>21.03 (2.75)</td>
</tr>
<tr>
<td>Health status</td>
<td>Normal health examination</td>
</tr>
<tr>
<td>Pain assessment (range 0-10), mean (SD)</td>
<td>0.19 (0.65)</td>
</tr>
</tbody>
</table>
Table 2. Fitness assessments of the participants at baseline (N=31).

<table>
<thead>
<tr>
<th>Domain and test items</th>
<th>Raw data, mean (SD)</th>
<th>Converted scorea, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cardiovascular fitness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HRb at restc (bpm)</td>
<td>74.81 (9.6)</td>
<td>51.23 (16.5)</td>
</tr>
<tr>
<td>1-minute HR after testd (bpm)</td>
<td>92.26 (18.3)</td>
<td>60.19 (19.1)</td>
</tr>
<tr>
<td>UEf strength: push-up (repetitions)</td>
<td>12.94 (9.3)</td>
<td>58.71 (18.3)</td>
</tr>
<tr>
<td>Abdominal strength: curl-up (repetitions)</td>
<td>19.55 (13.7)</td>
<td>51.29 (18.8)</td>
</tr>
<tr>
<td>LEg strength: wall squatting (seconds)</td>
<td>63.03 (26.1)</td>
<td>53.23 (18.1)</td>
</tr>
<tr>
<td>LE flexibility: sit-and-reach (centimeters)</td>
<td>2.85 (14.2)</td>
<td>57.74 (25.3)</td>
</tr>
<tr>
<td><strong>Balance ability</strong></td>
<td></td>
<td>93.23 (19.4)</td>
</tr>
<tr>
<td>Right leg stance (seconds)</td>
<td>31.77 (14.4)</td>
<td>—h</td>
</tr>
<tr>
<td>Left leg stance (seconds)</td>
<td>30.55 (9.9)</td>
<td>—</td>
</tr>
<tr>
<td><strong>UE mobilityi</strong></td>
<td></td>
<td>65.48 (18.8)</td>
</tr>
<tr>
<td>UE multipattern (above average), n (%)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Right UE</td>
<td>23 (74)</td>
<td></td>
</tr>
<tr>
<td>Left UE</td>
<td>16 (52)</td>
<td></td>
</tr>
<tr>
<td>UE multipattern (normal), n (%)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Right UE</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>Left UE</td>
<td>6 (19)</td>
<td></td>
</tr>
<tr>
<td>UE multipattern (below average), n (%)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Right UE</td>
<td>5 (16)</td>
<td></td>
</tr>
<tr>
<td>Left UE</td>
<td>9 (29)</td>
<td></td>
</tr>
</tbody>
</table>

aConverted score (0-100) from raw data in the app using normative data.
bHR: heart rate.
cResting heart rate measurement.
dbpm: beats per minute.
eHeart rate recovery 1 minute after the 3-minute step test.
fiUE: upper extremity.
fgLE: lower extremity.
hNot available; no converted score was calculated respectively because the scores were averaged in balance ability.
iThe upper extremity multipattern test was categorized into 3 classes (above average, normal, and below average).

Table 2 shows the results of the baseline fitness assessments as raw data (mean [SD]) and converted score (0-100). At the baseline assessments, the average heart rate was 74.81 bpm at rest, and the 1-minute recovery heart rate was 92.26 bpm after the 3-minute step test. In the strength tests, the average number of completed repetitions was 12.94 push-ups and 19.55 curl-ups, and the average holding time for the squatting test was 63.03 seconds.

**Relative Reliability**

Table 3 summarizes the test-retest reliability of all the fitness assessments. On the basis of the raw data, the ICCs for all tests were 0.8-0.99. On the basis of the converted scores, the ICCs for all tests were 0.69 to 0.99. In most tests, the 95% CI was >0.5.
Table 3. Test-retest reliability of the fitness assessments (N=31).

<table>
<thead>
<tr>
<th>Test items</th>
<th>ICC(^a) for the raw data</th>
<th>ICC for the converted score</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR(^b) at rest(^c)</td>
<td>0.80 (0.58-0.90)</td>
<td>0.69 (0.34-0.85)</td>
</tr>
<tr>
<td>1-minute HR after test(^d)</td>
<td>0.92 (0.84-0.96)</td>
<td>0.82 (0.63-0.92)</td>
</tr>
<tr>
<td>UE strength(^e)</td>
<td>0.97 (0.94-0.99)</td>
<td>0.97 (0.93-0.99)</td>
</tr>
<tr>
<td>Abdominal strength(^f)</td>
<td>0.98 (0.95-0.99)</td>
<td>0.94 (0.87-0.97)</td>
</tr>
<tr>
<td>LE strength(^g)</td>
<td>0.93 (0.85-0.96)</td>
<td>0.82 (0.63-0.92)</td>
</tr>
<tr>
<td>LE flexibility(^h)</td>
<td>0.89 (0.77-0.95)</td>
<td>1</td>
</tr>
<tr>
<td>UE mobility(^i)</td>
<td>N/A(^j)</td>
<td>0.99 (0.98-0.99)</td>
</tr>
<tr>
<td>Right leg stance</td>
<td>0.99 (0.98-0.99)</td>
<td>0.75 (0.5-0.88)</td>
</tr>
<tr>
<td>Left leg stance</td>
<td>0.89 (0.77-0.95)</td>
<td>0.75 (0.5-0.88)</td>
</tr>
</tbody>
</table>

\(^a\)ICC: intraclass correlation coefficient (at a 95% CI).
\(^b\)HR: heart rate.
\(^c\)Resting heart rate measurement.
\(^d\)1-minute HR after test: heart rate recovery 1 minute after the 3-minute step test.
\(^e\)UE strength: upper extremity strength (push-up test).
\(^f\)Curl-up test.
\(^g\)LE strength: lower extremity strength (wall squatting test).
\(^h\)LE flexibility: lower extremity flexibility (sit-and-reach test).
\(^i\)UE mobility: upper extremity mobility (upper extremity multipattern test).
\(^j\)N/A: not applicable; no intraclass correlation coefficient value was calculated because the raw data of the upper extremity mobility test was the percentage of participants, not a continuous variable.

**Absolute Reliability**

The absolute reliability and Bland–Altman analyses are presented in Table 4. The SEM and SRD\(_{90}\) were 1.44-6.91 and 3.36-16.11, respectively, across the different assessments. The mean differences in UE strength, lower extremity (LE) flexibility, and right leg balance tests were close to 0. The 95% CI of the mean difference contained 0, indicating no significant systematic error between the 2 assessments in strength (−6.28 to 3.89 in the LE strength test and −1.54 to 0.89 in the UE strength test), flexibility (−2.65 to 3.57 in the LE flexibility test), and balance tests (−1.75 to 0.07 in the right leg stance test and −5.58 to 0.93 in the left leg stance test).
Table 4. Absolute reliability of the fitness assessments in raw data.

<table>
<thead>
<tr>
<th>Raw data of test items</th>
<th>SEMa</th>
<th>SRD90b</th>
<th>Bland–Altman analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>d^c</td>
</tr>
<tr>
<td>HR at rest^g (bpm^h)</td>
<td>4.28</td>
<td>9.99</td>
<td>5.61</td>
</tr>
<tr>
<td>1-minute HR after test^i (bpm)</td>
<td>5.18</td>
<td>12.08</td>
<td>7.19</td>
</tr>
<tr>
<td>UE strength^j (repetitions)</td>
<td>1.61</td>
<td>3.76</td>
<td>−0.32</td>
</tr>
<tr>
<td>Abdominal strength^k (repetitions)</td>
<td>2.08</td>
<td>4.85</td>
<td>−1.74</td>
</tr>
<tr>
<td>LE strength^l (s)</td>
<td>6.91</td>
<td>16.11</td>
<td>−1.19</td>
</tr>
<tr>
<td>LE flexibility^m (cm)</td>
<td>4.71</td>
<td>10.99</td>
<td>0.46</td>
</tr>
<tr>
<td>Right leg stance (s)</td>
<td>1.44</td>
<td>3.36</td>
<td>−0.84</td>
</tr>
<tr>
<td>Left leg stance (s)</td>
<td>3.28</td>
<td>7.66</td>
<td>−2.32</td>
</tr>
</tbody>
</table>

aSEM: SE of measurement.
bSRD_{90}: smallest real difference at a 90% confidence level.
cd: mean difference between 2 trials.
dSD_{diff}: SD of mean difference.
eSD_{diff}/\sqrt{n}.
fLOA: limits of agreement (d±[SD_{diff}×1.96]).
gHR at rest: resting heart rate measurement.
hbpm: beats per minute.
i1-minute HR after test: heart rate recovery in 1 minute after the 3-minute step test.
jUE strength: upper extremity strength (push-up test).
kAbdominal strength: curl-up test.
lLE strength: lower extremity strength (wall squatting test).
mLE flexibility: lower extremity flexibility (sit-and-reach test).

Figures 3-10 show the Bland–Altman plots of the differences between the 2 measurements for all tests. Reference lines show mean differences between time 1 and time 2 (solid line) and 95% LOA for the mean difference (dotted lines). The differences for most of the tests were within the 95% CI. The LOA were −5.32 to 16.55 for the heart rate at rest and −6.34 to 20.73 for the 1-minute heart rate after test. The LOA were −6.81 to 6.17 in the UE strength test, −9.58 to 6.10 in the abdominal strength test, and −28.38 to 25.99 in the LE strength test. The LOA were −16.14 to 17.06 in the LE flexibility test, −5.70 to 4.02 in the right leg stance test, and −19.70 to 15.06 in the left leg stance test. There were at most 3 outliers in the 1-minute heart rate after, LE strength, and right leg stance tests.
Figure 3. The Bland–Altman plots of differences between the 2 measurements in heart rate at rest. HR: heart rate.

Figure 4. The Bland–Altman plots of differences between the 2 measurements in 1-minute heart rate recovery. HR: heart rate.
Figure 5. The Bland–Altman plots of differences between the 2 measurements in abdominal strength assessments. ab: abdominal.

Figure 6. The Bland–Altman plots of differences between the 2 measurements in upper extremity strength assessments. UE: upper extremity.
Figure 7. The Bland–Altman plots of differences between the 2 measurements in lower extremity strength assessments. LE: lower extremity.

Figure 8. The Bland–Altman plots of differences between the 2 measurements in LE flexibility tests. LE: lower extremity.
**Figure 9.** The Bland–Altman plots of differences between the 2 measurements in right leg stance tests. R: right.

**Figure 10.** The Bland–Altman plots of differences between the 2 measurements in left leg stance tests. L: left.
Discussion

Principal Findings

This is the first study to investigate the test-retest reliability of home-based fitness assessments using a mobile health app in young, healthy adults. The results showed a moderate to good reliability of the fitness assessments. Therefore, through video and oral guidance, the app was shown to be reliable when applied to young users.

The self-administered fitness assessments in the app were feasible, with a low risk of injury. All participants completed the fitness assessments with the guidance of the R Plus Health app. Although some participants enrolled in the study had mild pain, they did not worsen after the fitness assessment. In other clinical research, it has been shown that mobile apps are able to conduct ecological momentary assessments, manage, and monitor patients with good adherence, detect symptoms, and evaluate the condition of a patient [55-57]. Therefore, well-designed mobile apps could offer a feasible means of self-assessment for clients and clinicians.

The results of our study were consistent with those of previous reliability studies [14]. Among the fitness assessments in the app, the test-retest reliabilities were moderate to good in this study. On the basis of the raw data, the ICCs for all tests were 0.8-0.99, indicating good to excellent reliability. On the basis of the converted scores, the ICCs for all tests were 0.68-0.99, indicating moderate to good reliability. The 95% CIs were above 0.5 in most tests. One previous study investigated the reliability of web-based versus supervised cardiovascular fitness assessments using the Young Men’s Christian Association 3-minute step test for college students [14]. The results of that study showed that there were no significant differences in the recovery heart rate between the 2 groups and that self-assessed cardiovascular fitness measurements were reliable [14]. Another study investigating the reliability of the Chestor Step Test in patients with chronic obstructive pulmonary disease showed good reliability (ICC>0.8) [58]. In a previous analysis of strength fitness tests, reliability was established in adolescents, with ICCs of 0.7-0.9 in push-up, curl-up, and wall squatting tests [59]. For balance tests, the ICCs of single-leg stance tests were found to be >0.77 in young adults using a computerized balance platform [60]. These findings suggest that, regardless of the methods of assessing fitness capacity (eg, web-based and supervised assessments), the use of standard procedures and precise guidance under signal monitoring can ensure an accurate measure of actual performance. Self-administered fitness assessments in the R Plus Health app can be one of these efficient and reliable methods.

In addition to the relative reliability, the absolute reliability can demonstrate the agreement and sensitivity of the mean differences between the assessments. The SRD is a measure of sensitivity to change and represents the magnitude of the change at a certain confidence level [50]. If the difference between 2 assessments was larger than the SRD, it could be considered a real change, and the smaller the SEM and SRD90 of the difference, the greater the reliability. In this study, the SEM and SRD90 ranged from 1.44-6.91 and 3.36-16.11, respectively. For example, if the change was more than 16.11 in the wall squatting test, it was considered real at a 90% confidence level. In this study, the SRD90 in the wall squatting, push-up, and curl-up tests were 16.11, 3.76, and 4.85, respectively. These values were greater than the between-assessment changes reported in a previous study, which were 6.2, 2.6, and 0.1 for the wall squatting, push-up, and curl-up tests, respectively [59]. Different results might be because of different populations, ages, and experimental designs.

The Bland–Altman analyses and plots were generated to measure the repeatability of 2 measurement systems or of several trials using one method [49,51]. The scattering of data points within the 95% LOA and a smaller range between the 2 limits indicated higher agreement [52,53]. The 95% CI of the mean difference contained 0, indicating no significant systematic error between the 2 assessments for the strength, flexibility, and balance tests. The range of the LOA was slightly narrower in the UE strength (−6.81 to 6.17), abdominal muscle strength (−9.58 to 6.10), and right leg stance (−5.70 to 4.02) tests, indicating higher agreement. There was at least one outlier in each fitness assessment, and at most 3 outliers (in the 1-minute heart rate, LE strength, and right leg stance tests), which might be due to familiarization or fatigue in the second test.

Sufficient physical fitness is critical in daily life. It can decrease the risk of cardiovascular disease, pain, and injuries and improve the performance of life activities [9,18-20]. From the results of the cardiorespiratory fitness assessments in this study, the mean heart rate after 1-minute recovery from the step test was 92.26 bpm, indicating above average fitness base on the normative data [61]. In the LE strength wall squatting test, the mean holding time was 63.03 seconds, indicating an average fitness level [62]. In the LE flexibility sit-and-reach test, the mean distance was 2.85 cm, categorized as an average fitness level [11]. Even though the enrolled participants were generally in good health, they were below average in some of the fitness components. In the push-up test for UE strength and the curl-up test for abdominal muscle strength test, the mean number of repetitions was 12.94 and 19.55, respectively, which was below average based on the normative data and showed a need for improvement [63,64]. In the single-leg stance balance test, the mean holding time was 30 seconds (31.77 seconds for the right leg and 30.55 seconds for the left leg), indicating a below average fitness level [65]. Lack of muscle strength and balance can increase the risk of falls, pain, and injuries and limit daily life activities [24-27]. Therefore, comprehensive fitness assessments are essential.

Each participant differed in their performance in the physical fitness assessments according to variable self-conditions between the 2 assessments, and the results also differed from one participant to another. Even in healthy participants without chronic diseases, mild pain can lead to low strength in the extremities. Pain can inhibit muscle firing, and the lack of muscle contraction can decrease the stability of the joints and in turn, produce pain [66]. In other situations, insufficient muscle strength can lead to poor cardiorespiratory fitness. Evidence has shown that muscular fitness is related to cardiovascular prognosis and mortality [67]. As a result, according to the
individual situation, it is important to detect weaknesses in the fitness profile and provide proper assessments and advice to clients. Through a comprehensive fitness assessment composed of cardiovascular endurance, strength, flexibility, and balance tests, the R Plus Health app can provide clinicians with a complete picture of the clients’ fitness. Clinicians can then choose to provide other detailed assessments on the web or at the clinic, which not only increases the efficiency of the evaluations but also decreases the medical and economic burden.

Limitations and Future Studies
This study had several limitations. First, the level of difficulty in similar assessments differed from one participant to another, which may lead to ceiling or floor effects. According to the individual situation, automatic adjustment of the grade of assessments will be essential. Second, it is difficult to ascertain the accuracy of the performance assessments in the app without professional supervision. That is, the results of the app might not be identical to testing under professional supervision. In this study design, the results from different testing situations (with or without supervision) could not be compared. One solution to this problem would be to apply suitable monitoring equipment (eg, motion capture analysis and artificial intelligence techniques) to increase the precision of the assessments. However, this creates an additional technological burden.

Cross-validation of the outcomes collected by the app versus professional staff will be the subject of future studies. Third, the study recruited young, healthy adults, so the results of the fitness assessments should not be generalized to other populations, such as older adults or patients with chronic diseases. Therefore, the fitness assessments in the app need to be conducted in other populations to compare the results between the app and clinical testing. Testing of the R Plus Health app in additional populations will be conducted in the future.

Conclusions
Home-based fitness assessments using a mobile health app were reliable and feasible in young, healthy adults. The results showed moderate to good reliability, and the testing process caused negligible pain effects. This study highlighted an important contribution of mobile health apps to health care, that is, that healthy adults can self-administer fitness tests and thereby reduce overall costs. The results of mobile fitness assessments can offer a reliable understanding of a person’s health condition and help prescribe a safe and suitable exercise training regimen. Expansion of the use of this technology to different populations (eg, patients with chronic diseases or users with poor fitness) will offer widespread benefits to both patients and the health care system.
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Abstract

Background: Mobile health (mHealth) interventions for weight management can result in weight loss outcomes comparable to in-person treatments. However, there is little information on implementing these treatments in real-world settings.

Objective: This work aimed to answer two implementation research questions related to mHealth for weight management: (1) what are barriers and facilitators to mHealth adoption (initial use) and engagement (continued use)? and (2) what are patient beliefs about the appropriateness (ie, perceived fit, relevance, or compatibility) of mHealth for weight management?

Methods: We conducted semistructured interviews with patients with obesity at a single facility in an integrated health care system (the Veterans Health Administration). All participants had been referred to a new mHealth program, which included access to a live coach. We performed a rapid qualitative analysis of interviews to identify themes related to the adoption of, engagement with, and appropriateness of mHealth for weight management.

Results: We interviewed 24 veterans, seven of whom used the mHealth program. Almost all participants were ≥45 years of age and two-thirds were White. Rapid analysis identified three themes: (1) coaching both facilitates and prevents mHealth adoption and engagement by promoting accountability but leading to guilt among those not meeting goals; (2) preferences regarding the mode of treatment delivery, usability, and treatment content were barriers to mHealth appropriateness and adoption, including preferences for in-person care and a dislike of self-monitoring; and (3) a single invitation was not sufficient to facilitate adoption of a new mHealth program. Themes were unrelated to participants’ age, race, or ethnicity.

Conclusions: In a study assessing real-world use of mHealth in a group of middle-aged and older adults, we found that—despite free access to mHealth with a live coach—most did not complete the registration process. Our findings suggest that implementing mHealth for weight management requires more than one information session. Findings also suggest that focusing on the coaching relationship and how users’ lives and goals change over time may be an important way to facilitate engagement and improved health. Most participants thought mHealth was appropriate for weight management, with some nevertheless preferring in-person care. Therefore, the best way to guarantee equitable care will be to ensure multiple routes to achieving the same behavioral health goals. Veterans Health Administration patients have the option of using mHealth for weight management, but can also attend group weight management programs or single-session nutrition classes or access fitness facilities. Health care policy does not allow such access for most people in the United States; however, expanded access to behavioral weight management is an important long-term goal to ensure health for all.

(JMIR Form Res 2021;5(12):e29916) doi:10.2196/29916
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Introduction

Obesity affects roughly 40% of adults in the United States [1] and is associated with many negative outcomes, including social stigma and chronic conditions, such as diabetes and heart disease [2,3]. Although weight management requires long-term, complex behavior change, behavioral weight management programs result in reduced weight, morbidity, and mortality [4-6]. For example, MOVE!®, the Veterans Health Administration’s (VHA) flagship weight management program, has been associated with reductions in cardiovascular disease [7] and reductions in diabetes complications [8]. However, while 94% of VHA patients with overweight or obesity are offered weight management programs, only 10% use them [9]. Research outside the VHA in the United States does not typically focus on initial engagement in weight management programs because it is difficult to define the denominator of the target population. However, existing work outside Veterans Affairs (VA) also suggests low engagement rates [10-14].

Mobile health (mHealth) interventions for weight management can result in weight loss outcomes comparable to in-person treatments, although results are mixed [15-17]. For example, Track is an mHealth intervention for adult patients with obesity and related comorbidities (eg, diabetes, hypertension) [18]. It provides app-based self-monitoring in addition to dietician-delivered counseling calls with tailored feedback. In a 12-month effectiveness randomized controlled trial at a community health center, participants randomized to Track were more likely to lose at least 5% of their baseline weight. Given the ubiquity of smartphones [19], increasing access to mHealth for weight management could increase weight management program use and improve patient health. However, there is relatively little information on implementing mHealth for weight management in routine practice settings, particularly among older adults and with regard to patient-level factors [20].

In this work, we performed a qualitative analysis of patient interviews to answer two research questions about implementation outcomes among a sample of primary care patients with obesity: (1) what are barriers and facilitators to mHealth adoption and engagement? and (2) what are patient beliefs about the appropriateness of mHealth for weight management? We conducted this work at the VA Palo Alto Health Care System, which had recently implemented an evidence-based [21] commercial smartphone app designed to facilitate weight management and other health behaviors. Starting in March 2019, VA Palo Alto patients were offered access to this app for at least 6 months. The mHealth program includes app-based content (eg, self-monitoring, information modules, and exercises) and a live coach to facilitate goal setting and attainment. Depending on patient preference, the content on the app can be used alone or with coach support. There is also more formal coach-supported content (eg, sessions based on the Diabetes Prevention Program). As noted by Hermes and colleagues [20], obtaining patient-level information on adoption of, engagement with, and appropriateness of mHealth interventions is especially important for implementing patient-facing mHealth. VHA was an important setting for this work as VHA patients represent a population not typically studied in mHealth contexts (eg, older adults [22]).

Methods

Recruitment and Interviews

Starting in March 2019, the VA Palo Alto Health Care System offered primary care patients with obesity access to an mHealth program for weight management (Vida [21]). The mHealth program was tailored for VHA patients—for example, there was an effort to hire coaches with firsthand military experience or military experience via family members, or those who worked in the military as civilians. Coaches also received online training in military culture via VHA’s Talent Management System.

The program was advertised to and by primary care clinicians, behavioral health staff, and weight management clinicians. It was also advertised at the main hospital’s weekly farmers market, and through flyers and social media. In consultation with the Public Affairs Office, ads and images were selected to represent a diverse population with regard to age, sex, and ethnicity. After learning about the mHealth program in one of the aforementioned ways, patients had to contact VA Palo Alto staff, express interest, and meet minimal criteria (ie, access to a smartphone with internet, no uncontrolled mental or physical health conditions). Patients were then given an access code they could use to download the app and begin the mHealth program.

Between February 2020 and October 2020, we used administrative data to obtain a randomly chosen list of 77 potential participants who were VA Palo Alto adult primary care patients with obesity (ie, body mass index $\geq 30$) who had been given an mHealth access code. We excluded 36 patients from this list who no longer had a BMI $\geq 30$, or who had a hospitalization or suicide attempt in the past 30 days, cognitive impairment, and/or a psychotic disorder diagnosis. We mailed opt-out letters to the remaining 41 patients, calling potential participants who did not opt out or otherwise contact study staff. Interested and eligible patients completed the consent process and a one-time interview over the phone (n=24 for a response rate of 59%). We mailed opt-out letters in February, August, and October 2020. We completed interviews in February, March, June, September, October, and November 2020. Therefore, data collection was complete by November 2020. All participants who completed the consent process also completed the interview. Interviews lasted roughly 45-60 minutes. Detailed, typewritten notes were taken during interviews. COVID-19–related technology problems prevented staff from recording all interviews. However, roughly half of the interviews were digitally audio-recorded (n=11). In most cases, each interview consisted of one staff member and one participant. The semistructured interview guide covered beliefs about weight and weight management and was part of a larger study on that topic. Questions most relevant to the present work are in Table 1 (full guide available upon request). We paid participants $50.
Table 1. Most relevant interview questions and prompts.

<table>
<thead>
<tr>
<th>Question</th>
<th>Relevant prompts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you ever tried to lose weight?</td>
<td>• N/A</td>
</tr>
<tr>
<td>Why did you try to lose weight?</td>
<td>• N/A</td>
</tr>
<tr>
<td>How have you tried to lose weight?</td>
<td>• How/where did you learn about/use Vida?</td>
</tr>
<tr>
<td></td>
<td>• What made it easy to learn about Vida?</td>
</tr>
<tr>
<td></td>
<td>• What made it difficult to learn about Vida?</td>
</tr>
<tr>
<td>What got in the way of you trying to lose weight?</td>
<td>• What got in the way of using Vida?</td>
</tr>
<tr>
<td></td>
<td>• Would tailored information have changed your experience with Vida?</td>
</tr>
<tr>
<td></td>
<td>• Did the coach and examples seem relevant to you?</td>
</tr>
<tr>
<td></td>
<td>• What would have helped you use Vida?</td>
</tr>
<tr>
<td></td>
<td>• What do you think of the idea of an app with a live coach to help with weight</td>
</tr>
<tr>
<td></td>
<td>management?</td>
</tr>
<tr>
<td>What helped you try to lose weight?</td>
<td>• What helped you use Vida?</td>
</tr>
<tr>
<td></td>
<td>• How did the coach affect your experiences with Vida?</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Analysis

We used rapid qualitative analysis methods informed by Neal and colleagues [23] and Nevedal and colleagues [24] to answer the research questions: (1) what are barriers and facilitators to mHealth adoption (initial use) and engagement (continued use, ie, 2 or more uses)? and (2) what are patient beliefs about the appropriateness (ie, perceived fit, relevance, or compatibility [20]) of mHealth for weight management? Rapid analysis has been shown to be faster than and as effective as other forms of qualitative analysis for relatively straightforward research questions such as ours [24,25].

During and after each interview, we completed a matrix in Microsoft Excel (Microsoft Corp) to identify key information about participants’ mHealth experiences. The matrix had a row for each participant. Columns included deductive codes related to our primary research questions: whether participants used Vida, mHealth barriers, and mHealth facilitators. There were societal barriers and facilitators columns to note factors related to sociodemographic information and/or discrimination. There was also an “other notes” column, where researchers could document information that did not fit into the aforementioned columns. After all other information was entered into the matrix, we added columns for participants’ gender, age, and race/ethnicity to help us identify whether there were patterns across those demographic groups. Analysts also wrote a memo for each participant describing the entire interview.

After all interviews were complete, JYB and KA separately performed inductive analysis by reviewing each barriers and facilitators column and looking for themes—that is, repetition of topics, salience of topics to participants, and negative cases (cases that were different or unique compared to other people). They used the same process across rows to identify possible themes within participants, finding none. The authors then met to review themes and resolve discrepancies (there were few), following which the two authors separately reviewed interview memos to search for additional information on existing themes or information on new themes. After meeting to compare results, noting high agreement and no new themes, the authors settled on a final list of themes and representative quotes from participants. All methods were approved by the Stanford University Institutional Review Board.

Results

Overview

We interviewed 24 veterans, 6 of whom were women. Only 2 participants were aged <45 years, and we had roughly equal numbers of participants aged 45-65 years and ≥65 years. Two-thirds of our sample was White; other participants reported their race/ethnicity as Black or African American, Asian, Hispanic, or other. Table 2 provides additional detail. A total of 7 participants reported adopting the mHealth program, 4 of whom were women. For simplicity and to use the language of mHealth, in the sections below we refer to participants who adopted the mHealth program as users and those who did not adopt the mHealth program as nonusers.
We identified three themes related to the adoption of, engagement with, and appropriateness of mHealth, which are described below. Other than noting a greater proportion of women used the mHealth program than men, we identified no themes related to gender, age, or race/ethnicity. Some findings did not fit under the specific themes, but influenced the presentation of themes. First, most participants had tried multiple weight loss methods, including other forms of mHealth. Second, barriers and facilitators to mHealth adoption were similar between users and nonusers, although the latter necessarily described hypothetical reasons. Finally, improving overall health was the main weight management motivator for participants.

**Theme 1: Coaching Both Facilitates and Prevents mHealth Adoption and Engagement**

A participant who used the mHealth program described this theme most succinctly: “the coach…is a double-edged sword, people need accountability, but at the same time they are sometimes afraid of accountability.”

Participants said the live coach facilitated adoption and engagement by facilitating accountability. As a user noted, the coach “makes you responsible to answer to someone,” adding that the accountability was “a big part of [my] success, setting goals and expectations helped me a lot.” This was also true for nonusers, with seven of 17 participants who did not use the mHealth program saying they liked the idea of receiving health coaching via mHealth and two expressing a desire to get another the mHealth program access code after the interview. As one participant who did not use the mHealth program said, the coach was appealing because “I always desire to have someone whom I am accountable to, who is knowledgeable and supportive. In the end we are all humans and need support.” Of note, users and nonusers generally did not report a desire to have a coach matched to them solely on demographic characteristics (“I don’t care if they’re male, female, Black, white”). Instead, they focused on the importance of connecting to the coach in at least one way, which they were as likely to describe as being related to hobbies (eg, types of physical activity) versus a demographic characteristic (eg, gender).

At the same time, participants also described how coaches could prevent adoption and engagement. First, feelings of guilt engendered by not meeting goals led participants to stop meeting with the coach and to stop using the app. For some participants, this was also linked to shame, with one participant stating the following:

*I didn’t like the feeling of answering to someone when I am not successful, I felt like I wasn’t doing enough, and I used to feel ashamed when I would think about talking to the coach. This made me resistant to using Vida.*

For this participant, the feelings applied to doctors as well. For others, the guilt was linked to past health struggles:

*I can’t think of any drug addict or person who has a flaw that likes to continuously focus on it. For me it was like, jeez, I have to keep talking about this. Did I do this food? Did I do this activity? And it’s like oh, I didn’t do it today. I would feel bad because I didn’t stick to the plan. I know I’m not disappointing her, but that’s just the way it would go.*

Notably, this participant acknowledged that the coach was not judgmental, but that did not alleviate feelings of guilt. Comments from nonusers also suggest a fear of disappointing even a hypothetical coach:

*Yes, what I really like about the idea is being accountable to somebody. Being able to talk to someone who can understand your issue and is going to be helpful. I would like my coach to be encouraging, supportive and understanding. [A coach that doesn’t] make a big deal when you miss something [and] instead says, “it’s okay you missed it today it’s not end of the world, start a new day from tomorrow.”*

High coach turnover rates also prevented mHealth engagement as it resulted in some participants having multiple coaches. Participants described frustration arising from multiple rapport-building attempts with new coaches, and ultimately disengagement. As one participant said:

*[The coach] enhanced the whole experience, I looked forward to talking to her every week, but then I stopped losing weight which frustrated me…and then [I] had to travel and my counselor changed. I didn’t feel like building a relationship with a new person.*

**Theme 2: Preferences Regarding the Mode of Treatment Delivery, Usability, and Treatment Content**
Were Barriers to mHealth Appropriateness and Adoption

While participants said mHealth was generally appropriate for weight management, they also noted that it was not appropriate in all cases. In this way, the mode of treatment delivery served as a barrier for users and nonusers alike. For example, some participants simply preferred in-person treatment. As a nonuser noted, “I like the convenience of phone meetings, but there is a better accountability when you have in person appointments.” Another nonuser suggested connecting patients to peers, for example, “through a connected app where you’re connected with somebody else in a different part of the country…and you’re both going to lose weight together. You have a friend and you’re committed with somebody.”

Some users described a preference for in-person treatment, despite being willing to try mHealth. One noted that the mHealth program may not have worked for her because the coach “was on the video thing…she wasn’t in my face, she didn’t know me a whole lot,” adding that “it’s a physical thing, in person, not over the phone. I just didn’t connect with [virtual care].”

Half of participants who adopted the mHealth program thought usability was poor—namely, that entering dietary information was more difficult than other apps they used. Some participants noted they were already using a different kind of mHealth for weight management. With regard to treatment content, several participants said they did not use the mHealth program or did not like using the mHealth program because they did not like monitoring their food. Although, one participant noted that “I can’t say that I enjoy logging my food, but I have to acknowledge that it makes a difference.”

Participants also noted that treatment preferences could change with life circumstances and competing demands. For example, some noted that they learned about the mHealth program toward the end of MOVE! and thought it would serve as way to maintain weight management behaviors once MOVE! ended. However, for at least one participant, by the time MOVE! ended, his daughter’s needs superseded his own goals and prevented mHealth adoption. For a user, her husband’s mental health care took a substantial amount of time, which left her limited time to engage in health behavior change. In addition, as another user noted, one’s own health could prevent engagement in mHealth-related behaviors: “I was swimming for a few months and then I had an open sore and I [couldn’t] get into the pool.”

Theme 3: A Single Invitation Was Not Sufficient to Facilitate Adoption of a New mHealth Program

All participants in this study were given an access code for the mHealth program. However, the most common—and therefore primary—barrier to mHealth adoption among participants was not remembering they received an access code, with 12 of 17 nonusers giving this response. Of these 12, two participants remembered seeing ads for the mHealth program, suggesting some familiarity with the program.

Discussion

Principal Findings

This is one of the first studies to assess adoption and appropriateness of mHealth for weight management among a group of middle-aged and older adults in a real-world setting. Most participants viewed mHealth as appropriate for weight management. However, despite seeking out and being given free access to an app with a live coach, the majority did not complete the registration process. As a result, the primary barrier to adoption was not remembering they had access, suggesting potential problems with the feasibility of the implementation of this mHealth intervention. For those who adopted the mHealth intervention, barriers to engagement included guilt and shame related to not meeting goals, competing demands of everyday life, and poor usability. Notably, these barriers were not related to the age of participants. Other than women being more likely to use the mHealth program, we did not find noticeable patterns by gender, age, race, or ethnicity.

Perhaps the most novel finding is that coaching was a double-edged sword for participants. Coaching enticed people to adopt the mHealth intervention. However, if they did not consistently achieve their goals, coaching became a barrier to continued engagement. Both guilt (discomfort with one’s actions) and shame (feeling like a person who cannot achieve goals) were forces for disengagement [26]. There is a literature on guilt and shame in relation to health behaviors. For example, Thøgersen-Ntoumani and colleagues found that higher ratings of self-compassion in response to dietary lapses were associated with less guilt and stronger goal perseverance intentions and self-efficacy during weight loss attempts [27]. These results suggest that promoting self-compassion may encourage participation in coaching interventions when guilt and shame may be at play. However, guilt, shame, and self-compassion have not been a focus of the health coaching literature. Our findings suggest this may be an important area of future research. It is possible that mHealth coaching for weight management requires more advanced training to build the rapport necessary to overcome guilt and shame.

In addition, our findings highlight the importance of acknowledging and working with ambivalence during behavior change interventions. Motivational interviewing, which is a counselling method used to resolve ambivalence, is associated with weight loss in the context of eHealth and telehealth weight loss programs [28]. Although it is a part of Vida coach training, our findings suggest that coaches may need to spend additional time addressing ambivalence to ensure continued engagement. Further, our findings related to guilt, shame, and ambivalence may explain why coaching did not improve outcomes in an mHealth intervention designed to increase physical activity among veterans, even though coaching was front-loaded to increase engagement [29]. These factors should be addressed in future research.

It is also notable that participants generally did not have demographic criteria for coaches. Instead, they focused on a need to connect with the coach across varied affinities. In this study, the mHealth program was adjusted and coaches were
trained to account for military culture. Therefore, while not mentioned by participants, it is possible that military-related tailoring was sufficient for participants to feel an affinity to the coach. This is heartening given that the intersectional nature of identity [30] means that it is impossible to demographically match all patients and coaches. At the same time, data from in-person medical settings suggest that demographic matching can influence health outcomes; for example, mortality is lower for Black infants when Black physicians provide care [31]. An important area of future research includes determining whether outcomes are better when coaches are matched on specific characteristics and whether this is more important for historically marginalized populations.

Our results also add to other findings from VHA patients using a web-based weight management program. A qualitative study of women veterans using an online version of the Diabetes Prevention Program had some similar results—the women liked the ability to access intervention materials at any time on the internet, but some did not like self-monitoring [32]. That digital program resulted in higher participation rates than standard VHA weight management programming [33], further highlighting the potential utility of digital health in this context.

Our most actionable finding may be that a single referral to mHealth is insufficient for adoption. Although this finding is related to a relatively simple theme, solutions may be complex. The Expert Recommendations for Implementing Change (ERIC) suggest implementation strategies that might facilitate adoption, including developing and distributing educational materials, obtaining and using patient and family feedback, and using mass media [34]. In the context of mHealth, this could include repeated follow-up contacts via phone, SMS text message–based reminders, and/or marketing materials sent to interested patients more than once. Implementation efforts of other digital health programs in VHA suggest that engaging clinicians and leadership will be especially important [35]. Health care systems could also learn from the private sector while using resources like the Digital Health Checklist to ensure a match between private sector and health care ethical standards [36].

**Limitations**

Limitations include a focus on VHA participants. VHA is an integrated health care system that provides primary and specialty physical and mental health care to its patients. People receiving care in stand-alone clinics may have different experiences. In addition, we did not have objective information on whether participants used a specific mHealth program within the app (eg, a program that had a specific number of sessions) as barriers and facilitators could differ across finite versus infinite programs. We also do not have information regarding participants’ views of military-related tailoring. Although the random sample of users invited to participate in this research should have helped account for potential differences between people who used the program earlier versus later, given our small sample and limited information about the denominator of people offered the program, the sample may not be representative.

The primary limitation of this study relates to a primary conclusion—few participants who received an access code to a new mHealth program adopted it. Including fewer users than nonusers in our sample could have led to missed themes related to adoption. However, similarities in descriptions of barriers and facilitators to adoption between users and nonusers ameliorate this concern. Other strengths include our older sample and an analysis based on real-world mHealth use, which are not commonly studied.

**Conclusions**

Our findings suggest that implementing an mHealth intervention for weight management in an integrated system primarily serving older adults requires more than one information session. Findings also suggest that focusing future research on the coaching relationship and how users’ lives and goals change over time will be important for facilitating engagement and improved health. Most participants thought the mHealth intervention was appropriate for weight management, with some nevertheless preferring in-person care. Therefore, the best way to ensure equitable care will be to ensure multiple routes to achieving the same behavioral health goals. VHA patients have the option of using mHealth for weight management, but can also attend group weight management programs or single-session nutrition classes, or access fitness facilities. Health care policy does not allow this for most people in the United States; however, expanded access to behavioral weight management programs is an important long-term goal to ensure health for all.
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Abstract

Background: Fatigue is one of the most common and debilitating symptoms of multiple sclerosis (MS), experienced by more than 80% of people with MS. FACETS (Fatigue: Applying Cognitive Behavioral and Energy Effectiveness Techniques to Lifestyle) is an evidence-based, face-to-face, 6-session group fatigue management program for people with MS. Homework tasks are an integral part of FACETS and are currently undertaken in a paper-based form. Feedback from a consultation undertaken with FACETS attendees and health care professionals with experience in delivering the FACETS program suggested that being able to complete the homework tasks digitally would be desirable, potentially enhancing engagement and adherence and enabling on-the-go access to fit into busy lifestyles. Relative to other long-term conditions, there are few apps specifically for MS and, of those available, many have been developed with little or no input from people with MS.

Objective: The purpose of this mixed methods study was to create a digital toolkit comprising the homework tasks (eg, activity diary, goal planner, thought diary) of the FACETS program for people with MS, considering end users’ unique requirements throughout the design, build, prototyping, and testing stages.

Methods: Phase 1 involved the elicitation of detailed user requirements for the toolkit via 2 focus groups with previous attendees of FACETS (n=3 and n=6) and wireframing. Phase 2 involved supervised usability testing with people with MS (n=11) with iterative prototyping. The usability sessions involved going through test scenarios using the FACETS toolkit on an Android test phone with video capture and concurrent think-aloud followed by completion of the System Usability Scale (SUS) and a semistructured interview collecting feedback about design, content, and functionality.

Results: The mean SUS score for the digital toolkit was 74.3 (SD 16.8, 95% CI 63.2-85.6; range 37.5-95), which equates to an adjective rating of good and a B grade (70th-79th percentile range) on the Sauro-Lewis curved grading scale. A number of usability and design issues (such as simplifying overall screen flow to better meet users’ needs) and suggestions for improvements (such as using location-based services and displaying personalized information and progress via a central dashboard) were addressed and implemented during the usability testing cycle.
Conclusions: This work highlights the importance of the participation of people with MS across the entire development cycle, working to a human-centered design methodology to enable a considered and MS-centered solution to be developed. Continued horizon scanning for emergent technological enhancements will enable us to identify opportunities for further improvements to the FACETS toolkit prior to launch. The toolkit supports self-monitoring and management of fatigue and has potential applicability to other long-term conditions where fatigue is a significant issue.

Introduction

Background

Multiple sclerosis (MS) is a neurological condition affecting the central nervous system. More than 2.5 million people worldwide have MS with over 130,000 in the United Kingdom [1,2] at an estimated cost to the UK economy of £3.3 to £4.2 billion (US $4.5 to $5.7 billion) per annum [3]. Fatigue is one of the most common and debilitating symptoms of MS [4], experienced by over 80% of people with MS [5], and the main reason for stopping work early [6]. FACETS (Fatigue: Applying Cognitive Behavioral and Energy Effectiveness Techniques to Lifestyle) is a group-based, face-to-face fatigue management program for people with MS developed by members of our team that has been shown to be effective in a national multicenter randomized controlled trial (RCT) funded by the UK MS Society [7-11]. In response to the COVID-19 pandemic, some health care professionals have been delivering the FACETS program virtually (via video conferencing) with initial participant feedback promising.

The program is delivered in 6 weekly sessions [8]. A key component of the FACETS program is the homework tasks that provide an opportunity for participants to try out what they have learned and put it into practice in their daily lives (Table 1).

Table 1. Overview of the FACETS program.

<table>
<thead>
<tr>
<th>Session no.</th>
<th>Session title</th>
<th>Homework elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is MS-related fatigue?</td>
<td>Activity and fatigue diary; energy measure</td>
</tr>
<tr>
<td>2</td>
<td>Opening an energy account</td>
<td>Rest, activity, and sleep planner</td>
</tr>
<tr>
<td>3</td>
<td>Budgeting energy and smartening up goals</td>
<td>Goal-setting exercise</td>
</tr>
<tr>
<td>4</td>
<td>Stress response; cognitive behavioral model</td>
<td>Fatigue thought diary</td>
</tr>
<tr>
<td>5</td>
<td>Putting unhelpful thoughts on trial</td>
<td>Thought challenge sheet</td>
</tr>
<tr>
<td>6</td>
<td>Recapping and taking the program forward</td>
<td>Keeping-on-track planner</td>
</tr>
</tbody>
</table>

Given the favorable results from the national multicenter RCT of FACETS [9-11] and subsequent rollout of the program, team members conducted a consultation on behalf of the MS Society to gather views from stakeholders (people with MS and health care professionals) about potential digital delivery models to enhance reach [12]. Self-guided web-based delivery models for fatigue management have shown promise in MS, although dropout rates have tended to be relatively high [13,14], a common issue encountered in eHealth trials [15]. Findings from the consultation indicated that stakeholders considered an online delivery model of FACETS to be of value [12], although not a direct replacement for the face-to-face version. An online e-learning package was deemed the best way to deliver a minimum viable solution—a product requiring only a limited amount of development time that is implemented with a minimal number of features to provide a basic working model with scope for future expansion and improvement. This has now been launched by the MS Society [16].

During the consultation, it also became apparent there were no high-quality free apps that could support digital completion of the FACETS homework tasks. A separate key recommendation, therefore, was to initiate a project to create a free stand-alone digital toolkit consolidating the structured homework elements of the FACETS program [12]. This project forms the focus of our paper.

Smartphone ownership and use is high in people with MS [17-19]. An app format would have the advantage of permitting on-the-go access and real-time symptom logging and use of reminders, potentially enhancing adherence to the homework tasks [12,20].

"Everywhere I go, I've got my phone. If I've got a few minutes, I sit and fill it in and if it's fresh and current, I wouldn't fill in paperwork. Even on the course, I'd fill in the paperwork the night before, or the morning I was coming to the class. But if I had it on my phone, I'd be more inclined to fill it in. [Previous attendee of the face-to-face FACETS program] [12]
The 2018 MS Society/Nuffield Trust data and technology report presents a vision of “personalized, coordinated, and empowering care for people with MS, enabled by effective technology,” noting that “Digital transformation and the possibilities it provides have not yet been realised within the care and support people with MS access” [21,22]. A complementary mobile solution enabling the FACETS homework elements to be made interactive and portable aligns closely with recommendations from the MS Society data and technology report and action plan, particularly in the areas of having more control over care and accessible and coordinated care [21-23]. It would help to meet the aims of the UK MS Society research strategy in relation to self-management and implementation [24] and would address the third (fatigue) and fourth (self-management) James Lind Alliance research priorities for MS [25].

In their 2017 systematic review of MS apps available from US app stores, Giunti et al [26] noted there were few apps available for MS relative to other long-term conditions such as cancer and diabetes [27-29]. While there are mobile apps available for fatigue management in MS [30-33], they did not meet our requirements of being free to use. To date, only a fatigue management app for cancer, which draws upon cognitive behavioral principles, has been evaluated in a full-scale RCT [34-36]. While there are separate apps available to support self-management of MS symptoms (including diaries and symptom loggers), these did not align sufficiently with the FACETS homework elements, and most were not free.

Preliminary Work

Findings from a 2018 systematic search and scoping review by Giunti et al [37] suggested that most MS-specific apps lack features desired by people with MS. They and others have called for greater involvement of people with MS and health care professionals before digital solutions are implemented [37-40], noting the importance of understanding condition-specific factors when designing mobile health (mHealth) apps [37-39]. Developers need to consider the requirements of people with MS and possible MS symptoms (blurry vision, reduced fine motor control, cognitive impairment, and fatigue) throughout the development, prototyping, testing, and implementation of any digital solution [21-23,38,41,42].

Initial requirements for the FACETS toolkit were categorized using the MoSCoW framework [43], a simple method used across business disciplines to enable project teams and stakeholders to define requirements: must have (a necessity for meeting the specified goal), should have (beneficial but not essential for a successful product), could have (desirable but not important), and won’t have this time (future possibilities but not feasible for immediate implementation). Findings from the consultation [12] informed the initial set of draft requirements, and a stakeholder workshop and interviews with service users were conducted to explore client expectations regarding digitization and begin gathering baseline requirements [44]. An affinity diagram and personas (fictional characters that incorporate composite attributes of target users) were created and used in the early design phases [44]. A card-sorting task (involves ordering, grouping, and naming of objects or concepts) was undertaken with the research team to guide the design of the navigational structure [44]. Paper designs were sketched leading to the creation of low-fidelity wireframes and, subsequently, to the first interactive high-fidelity design prototype.

The toolkit was primarily aimed at complementing the existing FACETS face-to-face program and the MS Society online course. This meant that it needed to remain tethered to the existing materials and the way they are structured to ensure consistency. A secondary consideration was that there might be users downloading the toolkit who had not attended FACETS but who might wish to use elements of the toolkit for recording data relating to their MS and fatigue. A further consideration was that in the future the toolkit might be used to share information with health care providers [45] or expanded to include more content from the FACETS program; the toolkit might also be considered relevant for other long-term conditions [46].

Choosing the type of technology to use for the toolkit was challenging as this is a constantly evolving area. One recommendation from Beatty et al [47] in the context of an evaluation of an intervention for cancer-related distress was that future online programs should be multiplatform to facilitate access across a full range of devices. The FACETS toolkit was initially developed for Android—chosen due to its larger market share and lower anticipated cost of development compared to Apple iOS [48]. Given that a key requirement was access to the toolkit without Wi-Fi and that it would potentially need to align with the MS Society’s e-learning course [16] (in addition to the face-to-face program) [7], mobile web solutions were not considered suitable. The toolkit was developed using an agile approach following Google’s Material Design guidelines [49] and industrial best practices, with reference to the adapted technology acceptance model [50-52]. Google user interface guidelines [53] were followed when creating and using icons and widgets, and core app quality guidelines [54] were followed to ensure a baseline satisfactory user experience. Coding started in October 2018. Several prototypes were developed that incorporated all MoSCoW requirements identified as must have and should have [43]. Initial versions concentrated on implementing basic operational functionality that could then be expanded upon or altered as required.

Methods

Study Design

This was a mixed methods study [55] involving quantitative approaches (MS-specific and demographic questions and the System Usability Scale [SUS] [56]) and qualitative approaches (focus groups, think-aloud protocol, and semistructured interviews). Ethical approval for this research was obtained from Bournemouth University (ref. 17430).

Participants and Recruitment

Participants were recruited via a local MS center (individuals who had participated in a previous study and had given permission to be contacted about future research), a local MS support group mailing list, and via an advertisement on the MS Research, Treatment, and Education website. For both the phase
1 focus groups and phase 2 supervised usability testing studies, participants who contacted the research team were emailed participant information sheets with information about the study. Inclusion criteria included being age 18 years or older, having a self-reported diagnosis of MS, experiencing fatigue impacting daily life, and being an active smartphone user (phase 1 only). See Figure 1 for schematic of phases of study.

**Figure 1.** Schematic of study phases. FACETS: Fatigue: Applying Cognitive Behavioral and Energy Effectiveness Techniques to Lifestyle; pwMS: people with multiple sclerosis; SUS: System Usability Scale.

### Procedures

The focus groups (phase 1) were held at a conference center in Bristol. Supervised usability sessions (phase 2) were held at a conference center in Bristol and on the Bournemouth University campus. Both venues were accessible, and taxi-booking and reimbursement of travel expenses were offered to all participants. To minimize participant burden, we obtained written informed consent via a participant agreement form on the day of the focus groups or usability sessions. In phase 2, we audiorecorded and filmed some parts of the supervised usability testing sessions. If participants did not wish to be audiorecorded or filmed, we offered a one-to-one session with notes taken as an alternative. Two copies of the agreement form were countersigned by the researcher. One copy was given to participants for their records, and one copy was retained by the researcher. The main ethical consideration related to fatigue, which is a major issue for people with MS. Focus groups and usability sessions included regular rest breaks and provision of refreshments, and we emphasized that participants could take a break or stop participating at any time. Duration of sessions was no longer than 90 minutes.

#### Phase 1. Focus Groups to Elicit User Requirements

This phase involved the elicitation of detailed user requirements and wireframing. Two focus groups (n=3 and n=6) with previous attendees of the FACETS face-to-face program were held to gather feedback about requirements and preferences for the toolkit (Multimedia Appendix 1). These were facilitated by AP (in Bristol, an MS assistant practitioner also attended) and audiorecorded and transcribed verbatim. A second set of design prototypes was then created using an interactive prototyping tool, and feedback was obtained from focus group attendees in person and via paper-based semistructured questionnaires completed after attendance. Based on this feedback, a third set of design prototypes was created prior to development commencing.

#### Phase 2. Supervised Usability Testing Sessions

Participants (n=11) were asked to use elements of the toolkit and complete up to 2 specific test scenarios (lasting 30 minutes in total) on a supplied Android mobile phone (Table 2). Videocapture of their hands (via a usability rig) and face/top half of their body was undertaken as they interacted with the toolkit while concurrently thinking aloud (give a running commentary). They also completed demographic and MS-specific questions and the SUS [56]. Participants were asked about initial impressions of the version of the toolkit they had tested and for feedback on its design, content, and functionality during a subsequent 30-minute (audiorecorded) semistructured interview based on a topic guide (Multimedia Appendix 2). The digital health postdoctoral researcher (AP) led the usability sessions (n=11). The developer (DP) attended all sessions, and ST (research psychologist) attended 9 sessions. Testing commenced with a stable prototype release; later release versions were created based on user feedback and tested with users iteratively (see Figure 2 for example screenshots of a prototype release).
### Table 2. Mapping of FACETS\(^a\) sessions to the toolkit elements and usability test scenarios.

<table>
<thead>
<tr>
<th>Homework task in face-to-face program</th>
<th>Toolkit element</th>
<th>Test scenarios</th>
<th>Participants (1-11) who tested element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 1: activity and fatigue diary; energy measure</td>
<td>Activity diary</td>
<td>Add one or more activities (e.g., vacuuming, swimming, making breakfast, gardening) performed recently. Make a change to the activity just added, and view it to check that the information was amended correctly.</td>
<td>1-5</td>
</tr>
<tr>
<td>Week 2: rest, activity, and sleep planner</td>
<td>Rest and sleep routine</td>
<td>Thinking about your wake-sleep routine, add a wind-down alarm (for when typically planning to start getting ready for bed) and a wind-up alarm (for when typically planning to start to wake up in the morning). Then create one or more rest periods during the day, setting the duration (scheduling for times when you might wish to take a rest during a typical day). Test out a few alarm options and see if they work correctly.</td>
<td>1-3</td>
</tr>
<tr>
<td>Week 3: goal-setting exercise</td>
<td>Goal planner</td>
<td>Create one or more SMART (specific, measurable, achievable, realistic, time for review) goals (a lifestyle change you would like to make). Some possible ideas for areas for change could be exercise routines, relaxation practice, incorporating rest periods, and establishing sleep-wake routines.</td>
<td>4-9</td>
</tr>
<tr>
<td>Week 4: fatigue thought diary</td>
<td>Thought diary</td>
<td>Think about a situation that triggered strong emotions and unhelpful thoughts related to fatigue. Describe the situation in the thought diary along with up to 3 unhelpful thoughts, and select the emotions experienced at the time. Then rate strength of belief for each unhelpful thought and for the accompanying emotions.</td>
<td>10-11</td>
</tr>
<tr>
<td>Week 5: thought challenge sheet</td>
<td>Thought diary</td>
<td>Select a thought to challenge. Start off by identifying any unhelpful thinking styles, think of one or more alternative thoughts, and rate strength of belief. Then rerate strength of belief in the original thought, and rerate the strength of the associated emotions.</td>
<td>10-11</td>
</tr>
<tr>
<td>Week 6: keeping-on-track planner</td>
<td>Keeping-on-track planner</td>
<td>Help the user maintain momentum: complete a plan that focuses on the next 3 months (this element is still under development).</td>
<td>—(^b) (element not yet developed)</td>
</tr>
</tbody>
</table>

\(^a\)FACETS: Fatigue: Applying Cognitive Behavioral and Energy Effectiveness Techniques to Lifestyle.

\(^b\)Not applicable.

**Figure 2.** Dashboard and homework element screenshots from working prototype v0.0.3.
Analysis

The SUS [56] is a standardized questionnaire for collecting usability evaluations of a system being tested and has been shown to have good validity and reliability [57], including in the evaluation of mobile health apps [58]. Standard scoring is between 0 and 100 [57], which the Sauro-Lewis curved grading scale [59] converts to a normative percentile score and associated grade. These grades can range from A (best imaginable on the adjective rating scale by Bangor et al [60]) to F (worst imaginable). Participant ratings on the SUS were collected during 2019. Quantitative ratings from the questionnaire were summarized using descriptive statistics.

Focus group and interview recordings were transcribed and thematically analyzed using a deductive approach that focused on the domains covered in the topic guide (focusing on design, functionality, and content). A generic qualitative approach to thematic analysis was used [61] with interresearcher interpretation. Following familiarization with the transcripts, a member of the team charted themes in a matrix. Possible enhancements and amendments to the toolkit (logged by the developer on GitHub) and field notes taken during the think-aloud sessions were also considered in the analysis process. Subsequently, another team member familiarized themselves with the transcripts and the matrix of initial themes. They developed an agreed coding scheme using an analytical framework that combined a priori issues from the original topic guide and emerging themes [62].

Results

Participant Characteristics

Focus groups comprised 8 females and 1 male; all participants had previously attended the face-to-face FACETS program. Self-reported descriptives for the usability testing participants (n=11) are presented in Table 3. All study participants consented to being recorded.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (64)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD), range</strong></td>
<td>49 (8.41) 34-62</td>
</tr>
<tr>
<td><strong>Type of MS, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Relapsing remitting</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Secondary progressive</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Primary progressive</td>
<td>2 (18)</td>
</tr>
<tr>
<td><strong>APDDS(^b), mean (SD), range</strong></td>
<td>6.8 (2.5) 2-9(^c)</td>
</tr>
<tr>
<td>1: mild symptoms that don’t limit activity</td>
<td></td>
</tr>
<tr>
<td>2: noticeable symptoms with mild, small impact</td>
<td></td>
</tr>
<tr>
<td>3: limitations on activities of daily living</td>
<td></td>
</tr>
<tr>
<td>4: interferes with walking, can walk 300-500 m</td>
<td></td>
</tr>
<tr>
<td>5: can walk 100-200 m but often uses a stick</td>
<td></td>
</tr>
<tr>
<td>6: needs a stick or single crutch</td>
<td></td>
</tr>
<tr>
<td>7: needs 2 canes or walker to walk 20 m</td>
<td>3 (27)</td>
</tr>
<tr>
<td>8: wheelchair is main form of mobility; can move from wheelchair without help</td>
<td>2 (18)</td>
</tr>
<tr>
<td>9: wheelchair is main form of mobility; help needed to move with wheelchair</td>
<td>2 (18)</td>
</tr>
<tr>
<td><strong>Time since diagnosis (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>3 (27)</td>
</tr>
<tr>
<td>6-10</td>
<td>2 (18)</td>
</tr>
<tr>
<td>11-15</td>
<td>3 (27)</td>
</tr>
<tr>
<td>16-20</td>
<td>2 (18)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>1 (9)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Working full time (&gt;30 hours per week)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Use of mobile apps, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never use</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Use a few</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Use a lot</td>
<td>6 (55)</td>
</tr>
<tr>
<td><strong>Has attended face-to-face FACETS(^e) program, n (%)</strong></td>
<td>7 (64)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>SUS(^f)</strong></td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>75 (37.5-95)</td>
</tr>
<tr>
<td>Mean (SD) [95% CI]</td>
<td>74.3 (16.81) [63.2, 85.6]</td>
</tr>
<tr>
<td><strong>Sauro-Lewis adjective rating, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>A/A+</td>
<td>5 (45)</td>
</tr>
<tr>
<td>B</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Value</td>
</tr>
<tr>
<td>---------------</td>
<td>-------</td>
</tr>
<tr>
<td>C</td>
<td>2 (18)</td>
</tr>
<tr>
<td>D</td>
<td>2 (18)</td>
</tr>
<tr>
<td>E</td>
<td>1 (9)</td>
</tr>
</tbody>
</table>

aMS: multiple sclerosis.
bAPDDS: Adapted Patient-Determined Disease Steps.
cPossible scores on the APDDS scale range from 0-10 corresponding to 11 ordinal levels of functioning. However, 2 participants gave ratings indicating they perceived their functioning to fall between ordinals (1 participant between 7-8 and another participant between 8-9) and for the summary statistics these were scored as 7.5 and 8.5, respectively.
dNot applicable.
fSUS: System Usability Scale.

### Focus Groups

Below we summarize the key toolkit requirements suggested by focus group participants:

- Should be a “tool to help rather than a time-consuming task”
- Suitable for those unfamiliar with FACETS
- Important to include positive aspects
- Include self-monitoring feedback (eg, dashboard and graphs)

Below we summarize preferences for the toolkit expressed by focus group participants:

- App should be freely available at app stores
- Reminder (eg, reminders to take rests) and note functions would be useful
- Would like relaxation module to be included
- Linking with Alexa is a good idea

### System Usability Scale

Summary statistics for the SUS scores are presented in Table 3, and frequencies of ratings for each of the 10 SUS items are presented in Figure 3. Overall, the median SUS score for the toolkit was 75 and the mean was 74.3 (SD 16.81; 95% CI 63.2 to 85.6; range 37.5-95.0). This equates to an adjective rating of good [60] and a B (70th to 79th percentile range) on the Sauro-Lewis curved grading scale [59]. The majority of participants (8/11) thought they “would like to use this toolkit frequently” (the version of the prototype they tested; SUS-Q1). Most considered the toolkit easy to use (9/11; SUS-Q3) with 55% (6/11) believing most people would learn to use it quickly (SUS-Q7). The majority (7/11, 64%) considered the toolkit’s functions to be well integrated (SUS-Q5).

![Figure 3. System Usability Scale—item response frequencies.](image)

### Usability Feedback

Below we organized the feedback from the usability sessions encompassing general comments and those related to design, functionality, and content, mapped to the toolkit elements. We considered suggestions made for additional functionality. We also included relevant feedback elicited during the focus groups.
**General Comments**

Overall, users found the app relatively easy to navigate, liked its look and feel, and felt that they would quickly get used to the system.

I did like it and I liked the colors because they are bright but they’re not too bright, it was quite, it looked quite vivid I think it is fair to say, which is good. I think it was quite easy to navigate round. I mean once you got the basic, you know, the three dots and the three lines, from there you can pretty much go anywhere and yes I think it was quite good [P203, Usability sessions]

I found my way around easy. I think initially I just had to get to grips with it. Just to look where things were but...I like the menu structure, it was easy to follow. [P204, Usability sessions]

However, sometimes users noted difficulty in keeping track of where they were in the app, and early versions of the recap section were found to be confusing.

I’m quite visual and I couldn’t picture the structure of where I was in the...you know...hierarchy of areas, kind of thing, so that was kind of confusing because I then couldn’t then think “Oh I need to skip that bit.” [P202, Usability sessions]

Users wanted content and information to be kept brief and easy to understand, without unnecessary repetition and with options to skip content. As one user noted in a focus group in phase 1, it should be “a tool to help rather than a time-consuming task.” Users were in favor of the inclusion of video in addition to audio and text.

You have to be careful not to over...put so much information that it becomes overwhelming, that you can analyze down to so much and you think I can’t think about this anymore and you put too much into it. [P211, Usability sessions]

I don’t want to be spending too much time doing it so I’m missing out on doing things... [P205, Usability sessions]

Yes you know I am ok reading text but I don’t want to read too much, so you know it is balancing it between video and text. [P207, Usability sessions]

Users liked the concept of section-based onboarding and said that prompts and examples were useful, particularly for those with fatigue and cognitive issues. They noted the importance of ensuring reminders are neutral and nonjudgmental in tone.

Yes and you know people with MS we do sometimes get flustered and forget how to do things, so a reminder every now and again, the option to be able to go back and actually see how I do this. [P204, Usability sessions]

Yes I think...if somebody is struggling a bit and it keeps saying, “You should be doing this.” But if it said, “Would you like to go?”, that, that seems a bit more neutral. [P208, Usability sessions]

One user said they would like the app to “look more like a game” (P2011, Usability sessions). The app was seen to be a helpful self-monitoring tool that would be useful for describing fatigue levels, activity patterns, and symptoms to an individual’s clinical team. It was noted that it could also include content that would help family and friends understand more about MS fatigue and its impact.

As well as having the ability to be able to explain to someone who doesn’t have MS, “Do you know what? Watch this video on this app that I’ve got.” [P203, Usability sessions]

Users felt that the app could be a useful tool not only alongside the FACETS program but also before or after the program and could be used to gather information prior to a referral by a clinical team for fatigue.

But anyway, it would have been really, really good to have had an app with videos or animations when newly diagnosed to talk through the premise of FACETS, almost maybe as a precursor to attending the course. [P203, Usability sessions]

Yeah, because my stuff at the moment goes into spreadsheets and when I have to phone up to say, “Oh, I think I am having a relapse,” they ask you a whole bunch of questions: “Have you done this?” “Have you done that?” “When was the last episode you had?” “What is your fatigue like?” All these questions it’s all on a little Excel sheet on my phone at the moment but this will be a bit more of a proper user interface to get that kind of stuff... [P204, Usability sessions]

I think for me this is a really hugely useful parallel tool alongside the course or, kind of, after the course [P202, Usability sessions]

I mean it would be brilliant for me, I went on the FACETS course a really long time ago, or it feels like a really long time ago now, so to have all of that information would be really good to refresh my memory. [P203, Usability sessions]

Users noted that the app could be useful for those with other conditions where fatigue is a symptom.

I think it could be useful...I think it could be infinitely useful for all people with MS, but not just MS, all people who have fatigue, who have a condition that is...causes fatigue. [P208, Usability sessions]

**Activity Diary**

**Feedback**

The activity diary was seen to be a helpful way of enabling users to consider activity and fatigue patterns.

Okay, so yes there, that’s quite good for monitoring because actually then you could start to build up a pattern of what makes you feel really fatigued, couldn’t you? [P201, Usability sessions]

So it’s as if you can put something in so you don’t overbook yourself you know...and my thing is that I
am supposed to have two rest days a week you know; it’s like reminding people it’s fine, rest is part of management really. [P209, Usability sessions]

Enabling the user to choose from a prepopulated activity list (and eventually using predictive text suggestions) rather than manual entry was viewed as a useful time-saving feature. It would also make a break down of activity type possible.

I think...I think more is probably, I know it’s difficult to put in more, but in terms of fatigue, it’s often the quite nuanced type of activity that is worse or better... it wouldn’t be particularly helpful to have the broad categories because actually work means doing so many different types of things that um... [P202, Usability sessions]

The use of location-based services to pull and record relevant information, such as the outside temperature (heat often adversely affects MS fatigue), was suggested by a focus group participant.

P101: ...if it can be linked into the weather, like today it is humid so we have got to think take the shade, keep cool. [Focus Group 1]

Prototype Changes Made to This Section

Design changes implemented based on usability feedback included implementing swipe to refresh layouts, updating the calendar view originally used to reduce background thread load, fixing a problem whereby activities entered between 12:00 AM and 1:00 AM were not displaying, and revising the layout to improve flow. Location-based suggestions and the addition of predictive text functionality were implemented.

Rest and Sleep Planner

Feedback

Functionality issues reported included the variable quality of some of the alarm tone sounds included as default on the test phone.

Participant: ...and I wake up to the sound of birds, which is nice, it’s not...

Interviewer 1: Yeah, I was looking at those and they are...they are much more...

Participant: It is nicer than a belting alarm... [P202, Usability sessions]

Concern was also expressed by users over the initial layout and legibility of the clock display and rest, wind-up, and wind-down periods chosen (Table 2).

Yeah so if I’m looking at that, right ok, especially with my eyesight problems, I’ve got to read through this whole list to find the thing I want. You’ve got icons next to it, so sleep and wake has got a little cog and half-moon icon next to it but if that...what I mean is if that was bigger and maybe colorful then I could go to it quicker and say right that’s what I want to go back and have a look at my sleep patterns. [P210, Usability sessions]

Prototype Changes Made to This Section

We amended the visuals to include the duration of wind-up and wind-down periods (Table 2). We also ensured it was easy to read by making the layout tabular in order to separate new rest and sleep/wake routines. Particular attention was paid to customizing how the alarm options could be set and configured. Technical problems that required resolution included issues with the ringtone preview and selection on certain devices, and the alarms not resetting upon phone restart.

Goal Planner

Feedback

Participants considered the opportunity to set goals a very useful part of the face-to-face program. Suggestions were made to improve user understanding within a screen-based format by offering the ability to view hypothetical worked examples to help convey the concept of SMART (specific, measurable, achievable, and realistic with time for review) goals.

...if you click, 'yes I understand that', then yes it goes on to the next bit or if 'no' then the health care professional would tell you what SMART means because you don’t need another MS person telling you that. [P207, Usability sessions]

Users noted that having the ability to select personalized, customizable reminders for entered goals and review and update them could increase engagement with the toolkit.

Prototype Changes Made to This Section

The option to note a goal quickly and come back to it later to apply SMART criteria was implemented following user feedback. Case study examples were added to enhance understanding of the concept of SMART goals as this can be difficult for some to understand. Other changes made to improve functionality included adding in pop-up logic to provide guidance to the user when 'no' was selected in the 'realistic' field of the SMART criteria and revising the layout to make it more consistent with the activity diary.

Thought Diary and Thought Challenge

Feedback

As can be seen in Table 2, elements 4 and 5 of the FACETS homework had been integrated into one section (Thought Diary) to reduce the complexity of screen flow for the user. Feedback from users suggested that although this section was useful, further simplification was required.

Yes I think this thought summary that’s useful because, you had to think about how you were thinking in reflection to the impact it’s had on you, and I found that quite useful to think, because you do exhaust yourself worrying about everything. [P211, Usability sessions]

Well, because I’d already rated it once, that was the original frustration of what that incident or whatever was causing me. I don’t think, by the time I’d got to reflecting on the thing and gone back and reviewed what was going on and how I could approach it differently or this, that and the other, I didn’t think it
made me any less frustrated or angry from the point that I’d already rated it. [P210, Usability sessions]

Prototype Changes Made to This Section

The screen flow and structure was simplified further (eg, by removing the requirement to provide ratings for strength of belief in alternative thoughts).

Additional Features and Other Issues

Adding a notes function (to enable the quick addition of general pieces of information or thoughts for later expansion or reflection) was suggested as a way of reminding users about historical health-related information (eg, about new symptoms that had emerged, ongoing concerns, other scheduled appointments) that could be useful at MS review consultations (sometimes held a year apart).

When you are newly diagnosed you just, there is this barrage of questions and they don’t come to you when you are sat in front of the consultant or even the nurse and you go home and you think, “Oh god I wish I had asked that.” Oh do you know what I’ve just had a thought, maybe having a notes app, a notes section to write down, you know, notes about your [...] fatigue or notes about anything else MS-related that you need to talk to your nurse or doctor about, that might be nice. [P203, Usability sessions]

I use the notes in my phone a lot, so, er, information that I am told...almost everything, if it doesn’t go into my phone at the time, it gets lost. For instance, I have got the swimming timetable, which I would then put into my fatigue management diary... [P208, Usability sessions]

Displaying progress on the dashboard and allowing the user to apply custom queries to data entered (such as their most fatiguing or enjoyable activities) were suggested as ways to enhance engagement. A customizable dashboard could allow the user to create a display containing summary information most relevant and useful to them.

Yes because I would refer back to this and kind of look at what I have done and gauge my fatigue levels. [P204, Usability sessions]

It would be good to have one that was a weekly... so you could see what days you were particularly, you know, it’s like actually I need...I have got a lot that I am trying to achieve on that day, so I need to know that I need to have a rest on that day or before.... [P207, Usability sessions]

Although most participants liked the idea of being able to visualize their fatigue levels over time, one participant felt that this could be disheartening. A customizable dashboard would mean that this feedback could be turned off if a user did not find it helpful.

Yeah if you could turn it on and off or something so you wouldn’t have to see it if you didn’t want to see it or something, yeah it could, if you had that over several weeks and you’re just looking at red, it could

be sort of like a bit demoralizing yes. [P205, Usability sessions]

Users liked the text-to-speech feature that we included in the recap content.

The fact that you watch or even [with] text you can have somebody saying it at the same time, I find that really helpful for myself, because just reading stuff sometimes it doesn’t, it doesn’t go in properly. [P204, Usability sessions]

It helps there was a voice saying the words as well because it breaks it up. [P204, Usability sessions]

The text was really easy to read, but having it read to me was really useful. [P208, Usability sessions]

Feedback from users in the initial usability sessions suggested they found the synthesized text-to-speech voice overly robotic.

Then as you went on she turned more robotic and more... yes, less human and I think it would be better to be told by somebody sounding a bit more personal. Whether it’s a man or a woman it doesn’t really matter I suppose, it’s just yeah the right person, but yeah. [P205, Usability sessions]

As the voice was device-dependent, we only had a certain degree of control over it, but we did find slowing it down a little made it sound more natural.

Usability testers considered the possible integration of voice-activated speakers as a positive method of engagement potentially saving time and energy and requiring less dexterity. In some of the sessions, we gave a demo of inputting a diary entry using Google Assistant, and this was well received.

Yeah. That’s exactly what I would like. Something like that I would use. [P210, Usability sessions]

Ensuring that help and support functions on the toolkit accommodated the needs of those unfamiliar with the FACETS program was seen as important. Different types and levels of information would be required for those using the toolkit in conjunction with the FACETS face-to-face program or the e-learning course versus those using it independently. The need for this information to be structured more logically to improve the user journey was highlighted in early usability sessions where users experienced difficulties navigating the recap menu.

So yeah, if I clicked on the activity diary and it says recap, I think I don’t know what that is. [P202, Usability sessions]

Additional Material Incorporated Into Toolkit

We implemented a notes section as suggested, text-to-speech functionality (available in recap sections) was added, and expanded help sections were developed. The concept of the personalized, customizable dashboard was developed gradually as more toolkit elements were introduced and tested over time.
Discussion

Principal Findings
In its current form the FACETS toolkit was evaluated as good on the SUS, and qualitative feedback from usability sessions indicated that users felt the toolkit would be useful. Users provided numerous suggestions for improving the toolkit in terms of design, functionality, and content. Some suggestions were implemented immediately following feedback from usability testers. Although the digital format necessitated the simplification of some aspects of the toolkit elements (to reduce cognitive demands and fatigue), it also presented opportunities to create synergies and interactivity between toolkit elements and the dashboard along with visualization and customization possibilities [63].

Findings from previous research suggest that most MS-specific apps lack features desired by people with MS [37,64], resulting in poor uptake [63]. Giunti et al [37] and others have noted the importance of taking into consideration condition-specific factors when designing mHealth apps [39]. The involvement of people with MS throughout the design, prototyping, and usability phases of the toolkit means that such considerations have played a pivotal role. Examples include providing a customizable color scheme (for those with visual difficulties), using icons where possible (to aid memory), providing signposting, and incorporating guidance (eg, buttons to indicate additional scrolled content or the availability of additional information or definitions).

There was some degree of tension between maintaining consistency with the original paper-based FACETS homework tasks and capitalizing on the possibilities afforded by the digital format. The toolkit was developed based on the homework elements of FACETS but did not provide an exact one-to-one mapping. For example, after review of the initial prototype by the team, the thought diary and thought challenge homework elements were combined into one tool as it was felt that the original screen flow was complex to navigate and could lead to frustration or disengagement by users (Table 2) [65].

Comparison With Prior Work
As noted in the introduction, there are currently few mobile apps for fatigue management in MS. A review of mHealth in MS by Gromisch et al [66] identified 3 mHealth-based apps and 1 web-based platform that promote fatigue self-management through a variety of approaches [66]. These include cognitive behavior therapy principles (MS Energise, which draws upon the FACETS program [30-32]), gamification of energy management via stamina credits (More Stamina [67,68]), and use of validated self-assessments and medication and activity diaries (MSMonitor; web-based platform) [69]. One app (MS Telecoach) focuses on increasing physical activity levels via telemonitoring (accelerometers and self-reported fatigue) and telecoaching (advice, motivational messages, and goal setting) [70].

Similar to findings from the MS Energise [32] and More Stamina [67] usability studies, user feedback for the digital toolkit suggested a need to simplify some aspects. A cross-national qualitative study on facilitators and barriers to using mHealth tools for managing MS highlighted the importance of clear, simple design and features to enhance user accessibility and engagement [40].

Users in the MS Energise usability study suggested text-to-speech functionality would be helpful [32]. We obtained similar feedback in our early usability sessions and incorporated text-to-speech functionality into the recap sections. Users reported finding this useful, describing how it broke up content and aided concentration.

The More Stamina app incorporates gamified elements in the form of stamina credits [67]. In this study, one user said that they would like the digital toolkit to be more game-like. In previous work, we obtained mixed feedback in relation to gamification from both people with MS and health care professionals in the context of fatigue management [12]. Giunti et al [67] found that in their formative work for More Stamina, people with MS reported a preference for collaborative gamified tasks rather than competitive tasks. Untire, a fatigue management app for cancer-related fatigue, incorporates gamified elements (such as progression bars, rewards, and badges) [34]. Gamified elements could be incorporated as optional features in a future version of the digital toolkit. This will be an important area to explore further with users.

The Untire app for cancer-related fatigue allows users to invite a buddy so that they can manage their fatigue with a family member or friend [34]. Feedback from users in this study suggested that the digital toolkit could be a useful tool to help family members and friends understand more about MS fatigue.

In the MS Energise usability study, users felt the app could be particularly helpful for people with MS soon after diagnosis [32]. Similar comments were made in relation to the digital toolkit, and it was seen to offer potential as a tool that could support communication with the clinical team about fatigue and ongoing monitoring, assessment, and treatment. Most testers in this study had been diagnosed for more than 5 years, so further testing of the toolkit is needed with participants who are relatively newly diagnosed.

During field testing of MS Energise, the authors reported that a task involving the identification of unhelpful thoughts in a fictional character gave rise to unhelpful thoughts in some users [30]. In our study, one user reported that seeing a visual display or heatmap of their own fatigue ratings could be demoralizing. Findings such as these underscore the importance of working closely with users throughout the development lifecycle.

Prototyping
Due to the power and graphical capabilities of smartphones, mobile apps can be overdesigned [42,71] leading to the paradox of choice [65], where users struggle to process an overwhelming amount of content or too many interface options. The use of online interactive prototyping tools for initial design iterations helped the project team envision their ideas more effectively than with paper alone. They also helped address some of the challenges of working in different locations and across digital and health fields. We recommend the use of an interactive
prototyping tool to maximize the advantages of participatory design [72,73] in early design stages. Like Giunti et al [38], we found the use of personas (fictional characters that incorporate composite attributes of target users) a helpful way to capture and convey the varied nature of MS during preliminary stages of development [44].

Mobile Platforms
A mobile platform offers scope for greater personalization than the paper-based FACETS program materials. As noted, while most participants liked the idea of being able to visualize their fatigue levels over time, one participant noted that this could be disheartening. While self-monitoring can help people with long-term conditions to feel more in control [74], it can also evoke negative emotional reactions [75,76]. In the longer term, we intend to offer customization of the dashboard enabling users to specify the information they wish to visualize or focus on so that it is relevant and meaningful to them. We also explored the best ways to support users to make sense of their self-monitoring data [76].

Suggested methods of highlighting progress included using tracking to document accessed sections and displaying progress on a central dashboard, also highlighted in our previous consultation [12]. Over a longer period of time, this might provide the user (and potentially their health care team) with the ability to track data relating to fatigue and could help to reinforce the FACETS program principles and support users in making lifestyle changes. In the longer term, the toolkit offers possibilities for longitudinal symptom and self-monitoring, data sharing, and greater integration of self-management strategies into daily life, with potential applicability to other long-term conditions. For example, fatigue is a significant and debilitating symptom in a number of neuromuscular disorders [77] and post-COVID-19 [78]. The FACETS program has recently been piloted with a group of long COVID-19 patients using a videoconference delivery format [79].

Digital Tools
Digital tools like wearables and apps are now starting to help users manage the logistics of their long-term conditions, reminding them to take their medication [80] or helping them manage injection sites [81]. In some conditions like diabetes, significant progress has been made in developing and embedding specific technologies to support self-management [82] and empower patients [22], such as flash glucose monitoring [83]. These have yet to make much impact in MS to date [21-23,64], and concerns over the quality, sustainability, and effectiveness of some solutions remain [84]. Global app stores currently have no direct links with official medical organizations like the NHS or obligations to regulate apps on their behalf. Other enhancements might include the ability to collect biometric real-time data by using plug-in oximeters and wearable monitoring devices [92] (although improvements in accuracy are required). There is also the possibility of linking recorded data from the toolkit (such as FACETS attendance, activities logged, and goals set) to secure online sources such as the UK MS Register [93]. The toolkit’s database design and security structures allow for this possibility.

Suggested methods of highlighting progress included using tracking to document accessed sections and displaying progress on a central dashboard, also highlighted in our previous consultation [12]. Over a longer period of time, this might provide the user (and potentially their health care team) with the ability to track data relating to fatigue and could help to reinforce the FACETS program principles and support users in making lifestyle changes. In the longer term, the toolkit offers possibilities for longitudinal symptom and self-monitoring, data sharing, and greater integration of self-management strategies into daily life, with potential applicability to other long-term conditions. For example, fatigue is a significant and debilitating symptom in a number of neuromuscular disorders [77] and post-COVID-19 [78]. The FACETS program has recently been piloted with a group of long COVID-19 patients using a videoconference delivery format [79].

Digital Tools
Digital tools like wearables and apps are now starting to help users manage the logistics of their long-term conditions, reminding them to take their medication [80] or helping them manage injection sites [81]. In some conditions like diabetes, significant progress has been made in developing and embedding specific technologies to support self-management [82] and empower patients [22], such as flash glucose monitoring [83]. These have yet to make much impact in MS to date [21-23,64], and concerns over the quality, sustainability, and effectiveness of some solutions remain [84]. Global app stores currently have no direct links with official medical organizations like the NHS or obligations to regulate apps on their behalf. Other enhancements might include the ability to collect biometric real-time data by using plug-in oximeters and wearable monitoring devices [92] (although improvements in accuracy are required). There is also the possibility of linking recorded data from the toolkit (such as FACETS attendance, activities logged, and goals set) to secure online sources such as the UK MS Register [93]. The toolkit’s database design and security structures allow for this possibility.

Strengths and Limitations
A limitation of this research is that the prototype toolkit has only been tested to date in a closed, controlled environment with a limited number of potential users (n=11). It has been argued, however, that 10 or more testers is adequate to identify the majority of usability issues [94]. A further limitation is that currently the toolkit is only available on Android.

The process of developing the digital toolkit was highly iterative and agile; where possible we implemented user suggestions for improvements as we went along. For example, in response to user suggestions, we incorporated the capability for real-time weather data in the activity diary (that could be time stamped at time of input or called back retrospectively) and text-to-speech functionality (available in recap sections).

Emergent Technologies and Future Enhancements
Emergent technological enhancements (such as Google Voice and Google Assistant) offer further opportunities for improved personalized eHealth solutions [87] and increased engagement [88] and adherence [89]. We are currently exploring the use of voice-activated speakers and assistants such as Google Assistant or Amazon Alexa to enable the input of information via voice rather than keyboard, an innovative way to reduce screen fatigue. We have successfully prototyped this in a closed test with further development planned.

Enhancements could also encompass how a digital toolkit could be used intelligently for smart home-based monitoring and assessment via mobile devices [90]. Emerging technologies such as artificial intelligence, machine learning, and remote monitoring of condition markers could provide opportunities for more tailored and personalized care, from services to treatments [21]. For example, personalized advice and support could be offered based on user responses (in the longer term learned by artificial intelligence) to improve engagement.

Areas for further exploration might focus on the use of the toolkit for self-management and monitoring [64] and facilitating communication with health care or other service providers (such as long-term disability benefits assessors [91]) [39,75]. User suggested enhancements made to the prototype included the ability to add notes, which could be used for meetings with health care providers. Other enhancements might include integration of the toolkit with existing data streams. This could include the ability to collect biometric real-time data by using plug-in oximeters and wearable monitoring devices [92] (although improvements in accuracy are required). There is also the possibility of linking recorded data from the toolkit (such as FACETS attendance, activities logged, and goals set) to secure online sources such as the UK MS Register [93]. The toolkit’s database design and security structures allow for this possibility.
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Strengths of this study include the multidisciplinary project team, involvement of people with a range of MS types and mobility throughout, the use of mixed methods, and our agile approach to development. Our testing protocols were designed to take fatigue-related issues into account including ensuring testing locations were fully accessible, providing taxis (if required) to the usability testing location, providing refreshments, and incorporating rest breaks.

Future Research
The keeping-on-track planner (section 5 of the toolkit) is currently still under development. The next phase of the study will involve people with MS remotely testing the prototype using their own Android smartphones and providing feedback via an online semistructured questionnaire (telephone interviews with a subsample). This will enable additional comments, ideas, and development glitches to be identified by a wider range of users across a broader range of mobile devices and actioned prior to release. We will next pilot the toolkit in conjunction with the FACETS program (either face-to-face or virtual) and the e-learning course (similar to the real-world usability testing of MindClimb, an app developed to support skills practice alongside group cognitive behavioral therapy for anxiety in adolescents [20]).
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Abstract

Background: Insomnia is a prevalent and debilitating disorder among veterans. Cognitive behavioral therapy for insomnia (CBTI) can be effective for treating insomnia, although many cannot access this care. Technology-based solutions and lifestyle changes, such as physical activity (PA), offer affordable and accessible self-management alternatives to in-person CBTI.

Objective: This study aims to extend and replicate prior pilot work to examine whether the use of a mobile app for CBTI (cognitive behavioral therapy for insomnia coach app [CBT-i Coach]) improves subjective and objective sleep outcomes. This study also aims to investigate whether the use of the CBT-i Coach app with adjunctive PA improves sleep outcomes more than CBT-i Coach alone.

Methods: A total of 33 veterans (mean age 37.61 years, SD 9.35 years) reporting chronic insomnia were randomized to use either the CBT-i Coach app alone or the CBT-i Coach app with a PA intervention over 6 weeks, with outcome measures of objective and subjective sleep at pre- and posttreatment.

Results: Although the PA manipulation was unsuccessful, both groups of veterans using the CBT-i Coach app showed significant improvement from baseline to postintervention on insomnia (P<.001), sleep quality (P<.001), and functional sleep outcomes (P=.02). Improvements in subjective sleep outcomes were similar in those with and without posttraumatic stress disorder and mild-to-moderate sleep apnea. We also observed a significant but modest increase in objective sleep efficiency (P=.02).

Conclusions: These findings suggest that the use of a mobile app–delivered CBTI is feasible and beneficial for improving sleep outcomes in veterans with insomnia, including those with comorbid conditions such as posttraumatic stress disorder or mild-to-moderate sleep apnea.

Trial Registration: ClinicalTrials.gov NCT03305354; https://clinicaltrials.gov/ct2/show/NCT03305354

(JMIR Form Res 2021;5(12):e29573) doi:10.2196/29573
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Introduction

Background

Sleep disturbances, especially chronic insomnia (difficulty falling and staying asleep), are among the most prevalent complaints following military deployments, particularly in post-9/11 veterans of Operations Enduring Freedom, Iraqi Freedom, and New Dawn [1-4]. According to an evaluation of medical records of approximately 10 million US veterans, 91% were prescribed at least one sleep medication, with sleep apnea (47%) and insomnia (26%) being two of the most common diagnoses [5]. There are both service-related and psychological reasons why sleep disturbances can emerge during deployment and endure past active military service. These include unusual sleep–wake schedules because of military work schedules, separation from family and loved ones, poor sleeping conditions that are detrimental to good sleep hygiene, and threat of or actual injury to self or others and associated subjective arousal [6,7]. Moreover, military service can have additional repercussions for postdeployment reintegration into civilian life [8], including greater risk for specific psychiatric comorbidities of sleep disturbance such as posttraumatic stress disorder (PTSD) [9], depression [10], and chronic pain [11].

The co-occurrence of mental and physical symptoms with sleep disturbance can add complexity to this health issue. For instance, evidence now suggests that sleep disturbance can precede or follow the onset of depression, suggesting that in some cases, sleep disturbance can increase the likelihood of depressive symptoms [12-14], including in veterans [10]. It is also possible that both sleep disturbance and depression are different manifestations of an underlying metabolic or energy regulatory dysfunction, as it has been theorized that energy regulation is the key function of all nervous systems [15,16].

Regardless of the root cause, sleep disturbance in post-9/11 veterans also commonly co-occurs with poor functional health and reduced social and community engagement [17-19]. Chronic insomnia is a transdiagnostic health problem affecting physical, cognitive, and emotional functioning [4,20], which in turn can complicate veteran community reintegration (CR) or the ability to return to family, vocational, and community life [21]. Research on insomnia suggests that poor sleep can negatively affect specific areas of CR, such as academic functioning issues [22], employment success [23], and social relationships related to loneliness and feelings of belonging [24]. Poor functioning and CR are a particularly serious and common problem for veterans with mental health concerns who frequently do not themselves seek out or avail health care [25,26]. This further affects the difficulty of treating poor sleep, as the confluence of insomnia and comorbid mental health concerns in veterans together can negatively affect treatment efficacy for sleep outcomes [27,28].

Cognitive Behavioral Therapy for Insomnia

The use of over-the-counter sleep aids and prescription medications is common and remains a frontline treatment for insomnia [29]. However, meta-analytic research is mixed, with some showing that pharmacological and nonpharmacological insomnia interventions have comparable efficacy [30] and others suggesting that behavioral interventions show greater improvements in sleep quality than pharmacological interventions [31]. The effects of nonpharmacological interventions tend to be more durable than sleep medications, with treatment gains persisting after treatment [32].

Consequently, cognitive behavioral therapy for insomnia (CBTI) is considered the gold standard nonpharmacological treatment for insomnia in terms of both effectiveness and efficacy [32-34]. This manualized treatment implements multiple cognitive and behavioral techniques, including sleep restriction, psychoeducation, and cognitive restructuring, and has been evaluated as a frontline intervention among veterans [35,36]. However, for veterans facing competing demands from work, school, family, and other health concerns, adherence to in-clinic CBTI treatment can be poor [37]. A major barrier to in-person CBTI treatment is its time-intensive nature, which reduces both accessibility and adherence [7].

Mobile apps delivering self-management–based, personalized CBTI have the potential to reduce these barriers and assist with in-person treatments [38-40]. To capitalize on this delivery option, the cognitive behavioral therapy for insomnia coach app (CBT-i Coach app; US Department of Veterans Affairs) was launched in 2013 [41]. Although the app was not intended to completely replace CBTI provider–delivered interventions, it is a valuable adjunct to provide sleep-management tools and educational resources and, in particular, to track self-reported sleep metrics and subjective sleep. Although existing research is preliminary, the CBT-i Coach app has shown promise in positively affecting sleep when used in coordination with individual CBTI treatments [42] and as a stand-alone self-management option [43].

In addition to preliminary, positive research findings on self-management of insomnia via mobile sleep apps, interest in physical activity (PA) for insomnia treatment has also increased as clinicians look for conjunctive behavioral interventions for sleep improvement. Often, treatment as usual for insomnia includes a health care provider’s recommendation for improving lifestyle choices such as eating a healthier diet and increasing exercise as a way to promote better sleep [7]. Such routine clinician suggestions for increasing PA are based on research studies suggesting that taking more daily steps is positively associated with both longer sleep duration and better sleep quality at night [44]. Even modest increases in PA have been proposed to provide an easily accessible, nonpharmacological treatment alternative for sleep disturbance [45]. Specifically, some research suggests that long-term use of moderate aerobic exercise can improve sleep quality and functioning in individuals with insomnia [46] and obstructive sleep apnea (OSA) [47]. However, a recent meta-analysis found both positive and negative associations between daily PA and sleep duration [48], suggesting that other factors such as insomnia severity and mental health comorbidities may affect the direction of an often-assumed positive relationship between exercise and sleep.

Given the common recommendation for increased PA in patients with insomnia, these findings suggest that future research is needed to actively explore what impact, if any, PA can have for patients already using a common insomnia self-management program.
This Study

In a recent pilot project, we used a combination of the CBT-i Coach app and a home-based objective sleep monitor to assess and provide feedback to post-9/11 veterans regarding their home-based sleep behaviors [40]. The CBT-i Coach app had high usability, and veterans with insomnia showed improvements in both self-reported and sleep monitor–assessed sleep quality. This study also revealed that a large proportion of these veterans (54%) unexpectedly screened positive for OSA using the WatchPAT (Itamar Medical, Inc) at-home sleep monitor, a sleep monitor validated for detecting OSA [49]. As we excluded individuals for whom either of the 2 initial home-based sleep tests suggested greater than mild sleep apnea, this pilot was unfortunately unable to characterize the impact of the mobile sleep intervention on their insomnia. In addition, prior research has suggested that a PA adjunct could potentially provide additional benefits to sleep outcomes in veterans, even for those with mild-to-moderate sleep apnea.

This project seeks to replicate initial pilot results on sleep outcomes, while extending prior work to include veterans with mild-to-moderate sleep apnea. We also assess the outcomes of PA as an adjunctive treatment in a second intervention group that used the CBT-i Coach app and guide them to increase their PA via increased daily steps (PA). Thus, we conduct a single-blind, pilot randomized controlled trial (RCT; randomized 1:1) with the following 2 arms: (1) CBT-i Coach app use only (CBT-i only) and (2) CBT-i Coach app use plus a PA intervention (CBT-i +PA). We examine the following a priori, preregistered Clinical Trials.gov (identifier: NCT03305354) for sleep hypotheses and analyses:

1. The group using the CBT-i Coach app for 6 weeks, with an additional PA intervention component (CBT-i +PA), would report better subjective sleep outcomes (self-reported insomnia severity, sleep quality, and functional sleep) and objective sleep outcomes (sleep efficiency) compared with participants using only the CBT-i Coach app.
2. There would be pre- to postintervention improvements in subjective sleep outcomes, objective sleep efficiency, and functional measures for all participants (both CBT-i +PA and CBT-i only).

In addition, we examine 2 a priori registered hypotheses related to functional health and community engagement:

1. There would be improvements in self-reported community integration and functioning outcomes over the course of the trial for each group and for the full sample.
2. There would be improvements in subjective sleep as reported by participants in the CBT-i Coach app sleep diaries for total sleep, sleep efficiency, and self-reported sleep quality, for each group and for the full sample.

Methods

Participant Recruitment

The study was approved by the institutional review board of the VA Bedford Healthcare System, Bedford, Massachusetts. Veterans were recruited via flyers, presentations, community outreach, provider referrals, and recruitment letters. Interested veterans were phone screened for study eligibility. The participant flow has been described in Figure 1.
Participant Demographics

The mean age of the randomized sample was 37.61 years (SD 9.35 years), and the mean BMI was 28.03 (SD 4.27; ie, overweight). Participants (25/33, 76% men and 8/33, 24% women) had an average baseline insomnia severity index (ISI) of 17.91 (SD 4.05), indicating moderately severe clinical insomnia. Approximately 76% (25/33) identified as White and 18% (6/33) identified ethnically as Hispanic. No participants had been diagnosed with apnea before enrollment; however, the WatchPAT sleep assessment (completed by 32/33, 97% of the enrolled participants) revealed that 38% (12/32) had an apnea–hypopnea index (AHI) score corresponding to no or minimal apnea, 25% (8/32) had mild apnea, 31% (10/32) had moderate apnea, and 6% (2/32) had severe apnea. In addition, none of the participants had previously used the CBT-i Coach app (0/33, 0% of participants), and only some (4/33, 12%) participants had previously used the Fitbit (Fitbit Inc) tracker and mobile app (see Table 1 for detailed demographic information).
Table 1. Descriptive statistics at baseline for participants by group (N=33).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CBT-i Coach only group (n=17)</th>
<th>CBT-i Coach+physical activity (n=16)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.24 (8.74)</td>
<td>39.06 (10.00)</td>
<td>37.61 (9.35)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.84 (4.43)</td>
<td>29.30 (4.12)</td>
<td>28.03 (4.27)</td>
</tr>
<tr>
<td>Baseline ISI*, mean (SD)</td>
<td>18.00 (3.57)</td>
<td>17.81 (4.57)</td>
<td>17.91 (4.05)</td>
</tr>
<tr>
<td>Baseline weekly steps, mean (SD)</td>
<td>9487 (5628)</td>
<td>9942 (4841)</td>
<td>9697.14 (5181)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (71)</td>
<td>13 (81)</td>
<td>25 (76)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (29)</td>
<td>3 (19)</td>
<td>8 (24)</td>
</tr>
<tr>
<td>Apnea ratesb, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or minimal</td>
<td>5 (31)</td>
<td>7 (44)</td>
<td>12 (38)</td>
</tr>
<tr>
<td>Mild</td>
<td>4 (25)</td>
<td>4 (25)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Moderate</td>
<td>6 (38)</td>
<td>4 (25)</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Severe</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Raceb, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>13 (76)</td>
<td>12 (75)</td>
<td>25 (76)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>2 (12)</td>
<td>3 (19)</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Japanese</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>American Indian</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (12)</td>
<td>1 (6)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>4 (24)</td>
<td>2 (13)</td>
<td>6 (18)</td>
</tr>
<tr>
<td>Not Hispanic/Latino</td>
<td>13 (76)</td>
<td>14 (87)</td>
<td>27 (82)</td>
</tr>
<tr>
<td>Income (US $b, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;11,999</td>
<td>2 (12)</td>
<td>1 (7)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>12,000-24,999</td>
<td>3 (18)</td>
<td>0 (0)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>7 (41)</td>
<td>4 (27)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>50,000-99,000</td>
<td>1 (6)</td>
<td>3 (20)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>4 (24)</td>
<td>7 (47)</td>
<td>11 (34)</td>
</tr>
</tbody>
</table>

*aISI: insomnia severity index.

bNot required to answer or missing data point; numbers may not add up to the total sample of N=33.


Overview
For 6 weeks, all participants were asked to use the CBT-i Coach app, to which we added self-management support. Participants were randomized to either (1) use of the CBT-i Coach app alone (CBT-i alone) or (2) CBT-i Coach plus PA intervention (CBT-i+PA). Those in the CBT-i+PA group were asked to use the CBT-i Coach app and increase their average daily step count by 10% each week or until they walked 10,000 steps a day. All participants were loaned a Fitbit Charge 2, WatchPAT, and iPod Touch on which the CBT-i Coach app was installed (iOS version 2.3). Participants wore the WatchPAT 3 times: (1) one night soon after study enrollment; (2) a second time, generally within the first week after enrollment; and (3) one night after they had completed the 6-week intervention. On average, the time between participants’ first and last WatchPAT data collection night was 44 days.

CBT-i Coach App
The CBT-i Coach app offers sleep psychoeducation, tools for tracking sleep (eg, daily sleep diaries), and sleep hygiene recommendations, including cultivating a conducive sleep environment, engaging in regular exercise, and maintaining a healthy diet. In-app relaxation tools include guided imagery audio clips, tips for winding down, breathing tools, and progressive muscle relaxation. A behavioral plan can also be reviewed and updated in the CBT-i Coach app, including setting
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reminders for when to go to sleep and get out of bed, completing sleep diaries, taking insomnia assessments, engaging in scheduled worry time, and stopping caffeine intake for the day. The CBT-i Coach app allows users to see graphical depictions of their sleep diary data and ISI scores. Additional CBTI worksheets were embedded in a separate in-house–created app (Sleep Help app) and included wakeful activities, coping self-statements, constructive worry, and a relaxation log similar to worksheets from the workbook Quiet Your Mind and Get To Sleep [50]. The daily input of a sleep diary required approximately 2 to 3 minutes per day to complete. The amount of time that individual participants allotted to additional CBT-i Coach app activities that were suggested (but not required) for participants via the self-management guide (see the following section) varied. We estimated that these required an additional 3 (eg, completing a sleep assessment) to 6 minutes (eg, progressive muscle relaxation meditation).

**Self-management Guide**

A self-management guide (Multimedia Appendix 1; CBT-i +PA group version), available on both the iPod Touch and paper copy, provided week-by-week suggestions for using elements of the app and the worksheets. For each week of the 6-week intervention, the guide suggested what materials to read in the app; which features to use, such as completing a daily sleep diary each morning; and which worksheets to complete. Participants in the CBT-i +PA arm were provided with additional instructions, guidelines, and resources to help motivate and support their weekly step increases. Specifically, their version of the self-management guide reminded these participants to increase their daily step counts every week, reminded them to track their steps daily in their paper log, and requested that they boost their step counts by 10% weekly. They were also provided with a 24-page researcher-modified motivational and instructional guide titled Stepping Out, which was based on prior research, clinical guidelines, and national walking guidebooks (ie, Stepping Out Mature Adults: Be Healthy, Walk Safely [51]). Completion of these PA-specific tasks added approximately 8 to 10 minutes per week to their activities. This PA intervention was purposefully light touch and involved gentle motivational reminders, simulating common real-world clinical suggestions given to patients and allowed us to assess the feasibility of a PA adjunct for a possible future implementation trial.

**WatchPAT Sleep Monitor**

Objective sleep was recorded using a WatchPAT (model WP200U) sleep monitor (Itamar Medical, Inc). The WatchPAT sleep monitor is a Food and Drug Administration–approved device that assesses objective sleep parameters and is valid for screening measures of OSA [49] and broad sleep stage measures (eg, rapid eye movement [REM] vs non-REM) as compared with polysomnography-based measures [52]. The WatchPAT is worn like a wristwatch and has been well-validated for use in measuring steps [53].

**PA Monitor**

PA was recorded with a Fitbit Charge 2, a wireless-enabled tool that provides measures of heart rate, quality of sleep, number of steps walked, steps climbed, and estimates calories burned. It is worn like a wristwatch and has been well-validated for use in measuring steps [53].

**Measures**

**Overview**

Participants had to have served in the military since 2001 in Iraq or Afghanistan and report current insomnia defined by an ISI score>10 with a duration of at least 1 month and impaired daytime functioning as measured by endorsing much or very much on ISI item 7. This ISI cutoff was chosen from prior research, which found that a total score of ≥11 on the ISI indicated insomnia disorder in clinical samples with 97.2% sensitivity and 100% specificity [54]. As some research has suggested that insomnia is underdiagnosed in the veteran population [5], participants were not required to have a formal, prior diagnosis of insomnia disorder within their electronic medical records. Participants were excluded if they demonstrated moderate-to-severe cognitive impairment on the Telephone Mini Mental State Exam [55] and excessive alcohol use on the Alcohol Use Disorders Identification Test-Concise [56] or reported periodic leg movement symptoms or a circadian rhythm disorder. As subjective and objective measures of sleep often do not correlate highly in patients with insomnia [57] and can differentially predict treatment outcomes [54], we followed best practices and measured the impact of our intervention on both subjective and objective sleep outcomes.

**Subjective Sleep Measurement**

Self-reports of insomnia, sleep quality, and functional outcomes because of sleep were measured at baseline and final assessment visits using the ISI, the Pittsburgh Sleep Quality Index (PSQI), and the Functional Outcomes of Sleep Questionnaire–10 items (FOSQ-10), respectively. The ISI has been shown to be sensitive to changes in insomnia severity with CBTI interventions [58,59], with possible scores ranging from 0 to 28 and higher scores indicating more severe insomnia. The PSQI, a global measure of perceived sleep quality, has been extensively used in sleep trials and has been shown to be sensitive to changes after CBTI [37,59]. Scores on the PSQI range from 0 to 21, with a higher score indicating worse sleep quality. The FOSQ-10 [60] was used to assess the impact of sleepiness on functioning in everyday activities. Possible scores range from 5 to 20, with higher scores indicating a better functional status. In this sample, Cronbach α were acceptable (ISI, Cronbach α=.70; PSQI, Cronbach α=.75; and FOSQ-10, Cronbach α=.82). Sleep diary data were collected through the CBT-i Coach app and included self-reported total sleep time, sleep quality (1=very poor to 5=very good), and app-calculated sleep efficiency (percentage of time spent asleep while in bed).
Objective Sleep Measurement

Objectively measured sleep efficiency was obtained from the WatchPAT across 3 nights. To control for first night effects, we used the second WatchPAT sleep assessment night as the preintervention sleep efficiency (on average, approximately 8 days after enrollment). The WatchPAT calculates the proportion of REM sleep using a genetic algorithm (ie, a machine learning technique) to determine REM sleep onset and offset. The WatchPAT recorded total sleep time, total and percent time spent in light, deep and REM sleep stages, AHI, respiratory disturbance index, and number of awakenings; for this study, sleep efficacy was the primary measure of interest.

Functioning and Mental Health Outcomes

Additional outcomes included social engagement, community engagement, and health-related quality of life. The Lubben Social Network Scale–6 items (LSNS-6) [61] is a 6-item scale measuring 5 aspects of social isolation and social networks, with scores ranging from 0 to 30 and higher scores indicating lower levels of social isolation. The Community Integration Questionnaire (CIQ) [62] is a 15-item self-report measure that assesses productivity and engagement in activities in the home and in social settings, with a range of 0 to 39 points and greater scores indicating greater community engagement. Finally, the Veterans RAND 12 Item Health Survey (VR-12) [63] is a reliable and effective measure that documents perceived change in veterans’ health-related quality of life. It provides both a mental component score (MCS) and a physical component score (PCS) ranging from 0 to 100, with higher scores indicating better functioning. The LSNS-6 (α=.87) and VR-12 (α=.94) showed good internal reliability. The CIQ showed poor internal reliability in this sample (α=.40), and as such, CIQ results should be interpreted with caution.

Additional measures were used to assess whether our randomization process resulted in balanced groups in terms of mental health and physical symptoms. These were evaluated using the Patient Health Questionnaire (PHQ)-15 [64], depressive symptoms using the PHQ-9 [65] and pain disability index [66], and PTSD symptoms with the PTSD checklist (PCL-5) [67]. Each of these measures demonstrated good internal consistency (PHQ-15: α=.83; PHQ-9: α=.82; pain disability index: α=.82; and PCL-5: α=.95).

Procedure

After a brief phone screen to assess for potential eligibility based on veteran status, age, and insomnia severity, participants were scheduled for an initial study visit to complete the consent process, eligibility testing, and baseline study activities. At the initial study visit, participants were provided with an informed consent document detailing the study expectations, procedures, requirements for participation (including use of different technologies such as the CBT-I Coach app, Fitbit, and WatchPAT), assessment schedule, and compensation. The informed consent document and Health Insurance Portability and Accountability Act authorization form were also reviewed verbally by a research staff member (BAP, EDR, or SAR) before being signed by the participant. The potential participants were then provided with an opportunity to ask any questions. Only after all questions were answered did the participants sign the written consent to participate and complete self-report measures and surveys. Participants were then randomly assigned to CBT-i alone or CBT-i +PA intervention. A researcher demonstrated the use of the iPod Touch, CBT-i Coach app, Fitbit, WatchPAT, and Sleep Help app. All participants were instructed to complete daily sleep diaries, complete activities in the self-management guide, and wear the WatchPAT once during the next week. A follow-up visit was scheduled for the participant to return after wearing the WatchPAT to assess whether participants screened positive for severe sleep apnea. Individuals randomized to the CBT-i +PA condition were given a step-tracking document, an adapted handbook for safely increasing one’s steps [68], and instructions to increase their step count by 10% each week over the 6 weeks.

During the second visit, a researcher downloaded and printed the data from the WatchPAT sleep report. Individuals with no apnea diagnosis or a positive screen for mild or moderate OSA (AHI<30/hour of sleep) at either the first or second WatchPAT testing were retained in the trial, and those with severe OSA (AHI>30/hour of sleep) were excluded from further participation and referred to a primary care provider. Given the well-known first night effect in which sleep can be negatively affected by sleep monitoring [69], particularly in those with insomnia [70], participants then completed a second night of WatchPAT monitoring within the coming week, which was reviewed again. At the third and final in-person visit (ie, postintervention), participants returned all devices, completed a postintervention survey battery and interview, and received their final WatchPAT report. Participants received US $15 for the 2 in-person assessment screenings during preintervention, US $15 for a midintervention phone assessment, and US $400 for the postintervention assessment.

Power Analysis

To meet our original pilot goal of ultimately calculating a reliable effect size for a later fully-powered RCT, we conducted a priori power analyses for the proposed nonparametric analyses (using GPower 3.1 [71]). For an effect size Cohen f=0.3 (moderate via Cohen conventions; α=.05, 1-β=.80, 2 groups with 5 potential covariates), we would need N=45 for each of the 2 groups. For this pilot RCT, we proposed that N=15 per group would provide a reasonable estimate of the effect sizes for each group for the future RCT, as numerous such studies appear in the peer-reviewed literature with similar group numbers (eg, group N=10, 11, or 17 [72]).

Data Analysis Plan

We first assessed the potential differences between groups on sleep, functioning, and mental health outcomes. In addition, we completed a planned manipulation check to ensure that participants in the CBT-i+PA group increased their steps relative to the CBT-i alone group. To address our a priori hypotheses, we evaluated whether subjective (ISI, PSQI, and FOSQ-10) and objective sleep efficiency changed from preintervention to postintervention using analyses suitable for our small sample size, namely Wilcoxon signed rank tests and Mann–Whitney U tests comparing the medians of distributions. To address our functioning and mental health hypotheses, we used Wilcoxon signed rank tests to assess changes between baseline and
postintervention on the LSNS-6, CIQ, and VR-12 MCS, and PCS scores. Outcomes were analyzed using an intent-to-treat approach, which included all randomized participants. To account for missing data, we used a last observation called forward method so we could use the last completed follow-up as outcome data for all participants not removed for meeting exclusion criteria (eg, severe apnea) or initial protocol noncompliance (eg, not completing the full baseline procedures for intervention onboarding).

Results

Preliminary Analyses

Nonparametric Wilcoxon signed rank tests revealed no significant group differences between the CBTI alone and CBT-i+PA groups on baseline subjective and objective sleep measures (ISI, PSQI, FOSQ-10, and sleep efficiency). The daily use of the CBT-i Coach app was high; participants on average completed sleep diaries for 86% (36/42 days) of study nights. In addition, there were no significant between-group differences in baseline mental and physical health on the VR-12. However, importantly, groups differed significantly at baseline on the PCL-5 (P=.03, with a median score of 20.50 for the CBTI alone group and a median score of 42.50 for the CBTi+PA group. Thus, post hoc analyses were conducted to assess the potential impact of the differences in PTSD symptoms on sleep outcomes. Manipulation check analyses revealed that there were no significant differences between baseline steps (mean 10,193, SD 6161) and postintervention steps (mean 8382, SD 4629) for the CBTI alone group (Z=.08; P=.41) and no significant differences between baseline steps (mean 9485, SD 4798) and postintervention steps (mean 7653, SD 3941) for the CBT-i+PA group (Z=−1.96; P=.05). In addition, the CBT-i+PA group did not significantly increase their steps compared with the CBTI alone group (Z=−0.92; P=.37), indicating a failure of the PA manipulation.

Sleep Outcomes

There were no significant differences between the CBT-i alone group and the CBT-i+PA group from preintervention to postintervention for the ISI (U=66; P=.37), PSQI (U=76; P=.98), FOSQ-10 (U=77.5; P=.74), or sleep efficiency (U=54; P=.60; see Table 2 for mean, median, and SD descriptive information by group).

Across all participants using the CBT-i Coach app (ie, without considering group and per a priori hypothesis 2), there was a significant decrease in ISI scores (Z=−4.31; P<.001) from preintervention (median 16.00) to postintervention (median 11.00), which reflects a decrease from moderate clinical insomnia (ISI range 15-21) to subthreshold insomnia (ISI range 8-14), although the 5-point median decrease was below the suggested 6-point cutoff for clinical improvement. Of the 26 final participants, 24 (92%) reported reduced insomnia symptoms over the 6-week intervention, and 2 (8%) reported increased insomnia symptoms. There was also a significant decrease in PSQI scores (Z=−3.57; P<.001) from preintervention (median 14.00) to postintervention (median 9.00), with 77% (20/26) of participants reporting improved sleep quality, 15% (4/26) reporting their sleep as worse, and 8% (2/26) reporting no difference. The median PSQI score at postintervention (median 9.00) fell below the suggested cutoff for clinically significant insomnia for veterans (cutoff=10).

There was also a significant increase in FOSQ-10 scores (Z=3.13; P<.002) from preintervention (median 14.00) to postintervention (median 15.58), with 77% (20/26) of participants reporting better functional sleep outcomes and 23% (6/26) reporting worse functioning. The median improvement of 1.58 points was slightly below the suggested clinically significant minimal important difference (1.7-2.0), although this minimal important difference is suggested for participants with greater insomnia severity because of narcolepsy or diagnosed OSA. Given the high rate of sleep apnea, we also ran a post hoc analysis to investigate the impact of baseline apnea on changes in sleep outcomes. Those without apnea reported significant improvement in their ISI (Z=−2.807; P=.005), as did participants with mild to moderate sleep apnea (Z=−3.19; P<.001), suggesting that mild to moderate apnea did not prevent intervention-related ISI improvement.

Using available WatchPAT data (n=23), we observed a significant increase in sleep efficiency (Z=−2.4; P=.02) from preintervention (median 84.13) to postintervention (median 85.32). Specifically, 65% (15/23) of participants showed an increase in sleep efficiency over the 6-week intervention from the second WatchPAT monitor assessment to the last, whereas 35% (8/23) showed a reduction in overall sleep efficiency. In addition, post hoc Friedman tests for nonparametric repeated measures were used to compare total sleep times, sleep efficiency, and sleep quality reported in the CBT-i Coach app sleep diary across the 6 weeks of the trial for the full sample (CBT-i and CBT-i +PA). Using this self-reported data, there were no significant differences across weekly averages for total sleep (χ²[5,22]=2.3; P=.81) or sleep efficiency (χ²[5,22]=9.3; P=.10). However, there was a significant increase in reported sleep quality across the 6 weeks (χ²[5,22]=12.6; P=.03), with post hoc Bonferroni-adjusted tests revealing a significant increase in sleep quality from week 1 (median 2.64) to week 5 (median 3.14; P=.03).
Table 2. Outcome measures at preintervention and postintervention.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Scale</th>
<th>CBT-i&lt;sup&gt;a&lt;/sup&gt; only group (n=14)</th>
<th>P value</th>
<th>CBT-i+physical activity group (n=12)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Preintervention</td>
<td>Postintervention</td>
<td>Preintervention</td>
<td>Postintervention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Values, mean (SD)</td>
<td>Values, median (range)</td>
<td>Values, mean (SD)</td>
<td>Values, median (range)</td>
</tr>
<tr>
<td>ISF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0-28</td>
<td>17.64 (3.77)</td>
<td>16.00 (13.00-26.00)</td>
<td>10.86 (4.24)</td>
<td>11.00 (3.00-22.00)</td>
</tr>
<tr>
<td>PSQI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0-21</td>
<td>13.07 (3.29)</td>
<td>13.50 (8.00-19.00)</td>
<td>9.86 (4.24)</td>
<td>9.50 (3.00-18.00)</td>
</tr>
<tr>
<td>FOSQ-10&lt;sup&gt;d&lt;/sup&gt;</td>
<td>5-20</td>
<td>13.67 (3.50)</td>
<td>14.33 (5.83-19.00)</td>
<td>15.57 (3.27)</td>
<td>16.25 (9.50-19.33)</td>
</tr>
<tr>
<td>LSNS-6&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0-30</td>
<td>11.64 (7.40)</td>
<td>11.50 (1.00-21.00)</td>
<td>11.71 (7.13)</td>
<td>12.00 (2.00-22.00)</td>
</tr>
<tr>
<td>CIQ&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0-39</td>
<td>28.43 (3.00)</td>
<td>29.00 (22.00-32.00)</td>
<td>27.57 (3.98)</td>
<td>28.30 (21.00-33.00)</td>
</tr>
<tr>
<td>VR-12&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0-100</td>
<td>44.70 (9.04)</td>
<td>43.74 (22.34-56.61)</td>
<td>43.44 (9.06)</td>
<td>43.43 (24.31-56.85)</td>
</tr>
<tr>
<td>VR-12PCS&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0-100</td>
<td>38.04 (13.73)</td>
<td>38.84 (18.87-56.61)</td>
<td>44.05 (13.63)</td>
<td>40.26 (26.54-64.35)</td>
</tr>
<tr>
<td>VR-12MCS&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0-100</td>
<td>56.61 (18.87-38.84)</td>
<td>56.61 (18.87-38.84)</td>
<td>56.61 (18.87-38.84)</td>
<td>56.61 (18.87-38.84)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT-i: cognitive behavioral therapy for insomnia coach app.
<sup>b</sup>ISF: insomnia severity index.
<sup>c</sup>PSQI: Pittsburgh Sleep Quality Index.
<sup>d</sup>FOSQ-10: Functional Outcomes of Sleep Questionnaire–10.
<sup>e</sup>LSNS-6: Lubben Social Network Scale–6 items.
<sup>f</sup>CIQ: Community Integration Questionnaire.
<sup>g</sup>VR-12: Veterans RAND 12 Item Health Survey.
<sup>h</sup>PCS: physical component score.
<sup>i</sup>MCS: mental component score.

Functioning and Mental Health Outcomes

Mann–Whitney U tests revealed no significant differences between groups in changes from preintervention to postintervention for the LSNS-6 (U=75; P=.67), the VR-12 PCS (U=78; P=.78), or CIQ (U=46; P=.05). However, there was a significant between-group difference in the VR-12 MCS (U=44; P=.04). Specifically, the CBT-i +PA group had a statistically significant but numerically small and clinically marginal decrease in VR-12 MCS scores from preintervention (median 40.2) to postintervention (median 39.7; see Table 2 for descriptive information by group). Across groups, there were no significant improvements in the LSNS-6 (P=.54), CIQ (P=.88), VR-12-PCS (P=.15), or VR-12 MCS (P=.17).

Additional Post Hoc Analyses of PTSD and Sleep Outcomes

As preliminary analyses revealed a failure of randomization such that by random chance, there was significantly higher PTSD symptomology in the CBT-i + PA group, we conducted post hoc analyses to evaluate the potential impact of PTSD symptom severity on primary sleep outcomes. Compared with participants below the symptom cutoff suggesting no clinically relevant PTSD symptomology, individuals with PTSD symptom severity in the clinical range (as indicated by a score>33 on the PCL-5) had significantly worse subjective sleep pre intervention (Table 3), as reflected in their baseline ISI (Z=−1.99; P=.04), PSQI (Z=−2.18; P=.03), and FOSQ-10 (Z=−2.74; P=.01). However, those with and without clinically significant PTSD symptoms showed significant improvements from preintervention to postintervention on self-reported sleep outcomes. Specifically, veterans with PTSD symptoms in the clinical range reported significant improvements on the PSQI (Z=−2.69; P=.00) and FOSQ-10 (Z=−2.34; P=.02), and PSQI (Z=−2.19; P=.03) scores, as did the group without clinically significant PTSD symptom severity on the ISI (Z=−3.21; P<.001), FOSQ-10 (Z=−2.29; P=.02), and PSQI (Z=−2.92; P=.01). Using the PCL-5 clinical cutoff scores, we also...
compared participants with and without clinically significant PTSD symptom severity in terms of their improvement on the ISI (Z=1.17; \(P=.43\)), FOSQ-10 (Z=−1.42; \(P=.43\)), and PSQI (Z=0.76; \(P=.43\)) and found no statistically significant differences.

Table 3. Mental health symptom measures at preintervention and postintervention (N=26).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Scale</th>
<th>Preintervention</th>
<th>Postintervention</th>
<th>Preintervention</th>
<th>Postintervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, mean (SD)</td>
<td>Values, median</td>
<td>Values, mean (SD)</td>
<td>Values, median</td>
<td>Values, mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(range)</td>
<td>(range)</td>
<td>(range)</td>
<td>(range)</td>
</tr>
<tr>
<td>PCL-5(^b)</td>
<td>0-80</td>
<td>24.21 (17.55)</td>
<td>20.00 (3.00-51.00)</td>
<td>19.43 (13.50)</td>
<td>13.50 (0.00-57.00)</td>
</tr>
<tr>
<td>PHQ-15(^c)</td>
<td>0-30</td>
<td>9.57 (5.06)</td>
<td>8.00 (4.00-22.00)</td>
<td>7.86 (5.02)</td>
<td>6.50 (1.00-18.00)</td>
</tr>
<tr>
<td>PHQ-9(^d)</td>
<td>0-27</td>
<td>9.00 (4.22)</td>
<td>10.50 (2.00-14.00)</td>
<td>7.21 (5.41)</td>
<td>5.50 (0.00-18.00)</td>
</tr>
<tr>
<td>PDI(^d)</td>
<td>0-70</td>
<td>17.43 (12.36)</td>
<td>18.50 (0.00-37.00)</td>
<td>16.71 (15.86)</td>
<td>11.50 (0.00-51.00)</td>
</tr>
</tbody>
</table>

\(^a\)CBT-i: cognitive behavioral therapy for insomnia coach app.  
\(^b\)PCL-5: posttraumatic stress disorder checklist–5 items.  
\(^c\)PHQ: Patient Health Questionnaire.  
\(^d\)PDI: pain disability index.

**Discussion**

**Principal Findings**

We conducted an RCT with 2 arms (CBT-i Coach app and CBT-i Coach app use plus PA) in veterans reporting chronic insomnia to (1) extend our previous pilot findings to a larger and more inclusive group of veterans and (2) examine the additional effect of an adjunctive PA intervention. Although PA manipulation was not effective, this study provides further evidence of the positive impact of the CBT-i Coach app for veterans with insomnia. We replicated our prior CBT-i Coach app findings [40], observing significant improvement from preintervention to postintervention in self-reported sleep quality and functional outcomes related to sleep, this time in a larger and more heterogeneous veteran sample. Participants also reported significant improvement in the ISI, although the median change of 5 points was just below the suggested clinically significant 6-point reduction [73]. Objective sleep efficiency data from the WatchPAT device also revealed a small but significant improvement in sleep efficiency. This concordance of improvement in both subjective and objective sleep measures is notable, as past research has not observed consistent results across subjective and objective sleep measures [74]. This supports the conclusion that self-management–based use of the CBT-i Coach app can improve multiple indicators of sleep quality, quantity, efficiency, and functioning.

**Insomnia and PTSD Findings**

Despite randomization, veterans in the CBT-i +PA arm had significantly higher rates of PTSD. Those with PTSD symptomatology that fell above a cutoff suggestive of clinical severity reported significantly worse insomnia at baseline. This association between PTSD and insomnia is partially reflected in the diagnostic criteria for PTSD, which includes nightmares and sleep disturbances [75], and thus may be because of somatic PTSD symptoms similar to or associated with symptoms of insomnia. Alternatively, veterans with PTSD often experience nightmares and heightened alertness to somatic sensations that can negatively affect their ability to stay asleep.

Interestingly, participants with and without clinical-level PTSD symptom severity had significantly and similarly improved sleep outcomes after 6 weeks of using the CBT-i Coach app. Prior work has shown that CBTI is an efficacious treatment for individuals with comorbid PTSD [59]; however, no prior work has examined this efficacy for app-delivered CBTI. This finding is of practical importance, as a recent survey revealed that some veterans with PTSD prefer treatments focusing on insomnia rather than on PTSD and may also prefer mobile or remote-delivered self-management treatment for insomnia [76]. Mobile-delivered insomnia treatments may additionally provide an entryway to interventions for those who are initially unwilling or unable to access in-person PTSD or other mental health treatments. Future work is needed to disambiguate the potential condition or symptom overlap of PTSD and insomnia and the impact of the CBT-i Coach app on comorbid insomnia and PTSD symptoms.

**Sleep Apnea and CBTI Mobile Intervention**

Our results also emphasize the importance of including veterans with mild or moderate sleep apnea when evaluating behavioral interventions for insomnia. In prior work, we excluded participants with greater than mild sleep apnea, as we were concerned that the CBT-I Coach app may not be effective when the probable etiology of the sleep disturbance was OSA. Although here we excluded participants with severe sleep apnea, the broader inclusion criteria in this study led to a sample where almost one-third (10/32, 31%) had mild-to-moderate sleep apnea. These participants also benefited from the mobile
intervention, with significant improvement in insomnia severity and sleep quality at par with those without apnea. This finding suggests that a mobile CBTi intervention can still benefit veterans with mild-to-moderate sleep apnea.

**Limitations and Future Directions**

Several study limitations must be considered. First, this study used a small sample (n=20 per group) and a single site. Thus, the findings may not be representative of a larger population of veterans with insomnia. Future studies with larger samples will enable the use of parametric analyses and potential covariates (eg, sex and BMI). Second, our PA intervention did not result in the needed step increase that would have enabled us to effectively test our between-group hypotheses. This manipulation failure may have been because of high preintervention step counts for the PA group, which had a baseline mean step count of 9942 (SD 4841), only a few steps away from the 10,000-step goal typically given in PA interventions (ie, a ceiling effect) [77]. The CBT-i Coach app also includes some recommendations for engaging in regular exercise. Thus, it is possible that the non-PA group may have also increased their step count, although they were given self-management instructions that did not mention the PA components and did not receive the walking guide or step-tracking motivational sheet provided to the intervention group. Future research should examine the potential adjunctive role of increased PA in a group that is more sedentary and typical of young to middle-aged US samples.

Finally, because of the failure of PA manipulation, we must be cautious in interpreting outcomes related to the use of the CBT-i Coach app. Owing to our manipulation failure (ie, that participants did not increase their PA through our self-management program), our planned methodology for a pilot, single-blind, 2-group randomized controlled study lacked an effective control group. We also lacked a usual care or an additional intervention group, which would have allowed for a more robust analysis of the CBT-i Coach app’s impact on sleep and functioning. Future research should include a control group that does not use the CBT-i Coach app for more robust comparison testing. We attempted to address this issue by using previously validated clinically significant improvement cutoffs for the ISI, PSQI, and FOSQ-10 to allow for more justifiable conclusions regarding the effect sizes of the within-participant sleep improvements.

**Conclusions**

This study found significant improvements in subjective and objective sleep across all veterans with chronic insomnia who used mobile-delivered CBTi for 6 weeks. In a group instructed to increase their PA and that had greater PTSD symptom severity, no significant improvements in PA were observed. However, these participants instructed to increase their PA were also more physically active at baseline than expected (ie, greater baseline step counts than typical community participants) and thus had relatively less room for improvement. Importantly, we observed improved sleep outcomes in participants with clinically significant PTSD symptoms and in those with mild-to-moderate sleep apnea after app use. This suggests that interventions using mobile-delivered CBTi can be a feasible and efficacious self-management–based insomnia intervention for many veterans, including those with comorbid conditions such as PTSD and those with mild-to-moderate sleep apnea.
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Abstract

Background: Continuous α1a-blockade is the first-line treatment for lower urinary tract symptoms (LUTS) among older men with suspected benign prostatic hyperplasia. Variable efficacy and safety for individual men necessitate a more personalized, data-driven approach to prescribing and deprescribing tamsulosin for LUTS in older men.

Objective: We aim to evaluate the feasibility and usability of the PERSONAL (Placebo–Controlled, Randomized, Patient-Selected Outcomes, N-of-1 Trials) mobile app for tracking daily LUTS severity and medication side effects among older men receiving chronic tamsulosin therapy.

Methods: We recruited patients from the University of California, San Francisco health care system to participate in a 2-week pilot study. The primary objectives were to assess recruitment feasibility, study completion rates, frequency of symptom tracking, duration of tracking sessions, and app usability rankings measured using a follow-up survey. As secondary outcomes, we evaluated whether daily symptom tracking led to changes in LUTS severity, perceptions of tamsulosin, overall quality of life, medication adherence between baseline and follow-up surveys, and perceived app utility.

Results: We enrolled 19 men within 23 days, and 100% (19/19) of the participants completed the study. Each participant selected a unique combination of symptoms to track and recorded data in the PERSONAL app, with a median daily completion rate of 79% (11/14 days). The median duration of the app session was 44 (IQR 33) seconds. On a scale of 1 (strongly disagree) to 5 (strongly agree), the participants reported that the PERSONAL app was easy to use (mean 4.3, SD 1.0), that others could learn to use it quickly (mean 4.2, SD 0.9), and that they felt confident using the app (mean 4.4, SD 0.8). LUTS severity, quality of life, and medication adherence remained unchanged after the 2-week study period. Fewer men were satisfied with tamsulosin after...
using the app (14/19, 74% vs 17/19, 89% at baseline), although the perceived benefit from tamsulosin remained unchanged (18/19, 95% at baseline and at follow-up). In total, 58% (11/19) of the participants agreed that the PERSONAL app could help people like them manage their urinary symptoms.

Conclusions: This pilot study demonstrated the high feasibility and usability of the PERSONAL mobile app to track patient-selected urinary symptoms and medication side effects among older men taking tamsulosin to manage LUTS. We observed that daily symptom monitoring had no adverse effects on the secondary outcomes. This proof-of-concept study establishes a framework for future mobile app studies, such as digital n-of-1 trials, to collect comprehensive individual-level data for personalized LUTS management in older men.
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Introduction

Background

Lower urinary tract symptoms (LUTS) affect more than half of men over the age of 70 years [1] and are associated with an increased risk of falls [2] and psychological distress that impairs health-related quality of life [3]. Clinical practice guidelines for the management of LUTS as a result of presumed benign prostatic hyperplasia list α1a-blockers, such as tamsulosin, as the first-line therapy [4]. Widespread adoption of α1a-blocker therapy for prolonged durations may expose patients, particularly those who are nonresponders, to unnecessary potential harms such as orthostatic hypotension and dizziness, which can result in falls [5] and polypharmacy [6].

Several considerations challenge the existing practice of continuous α1a-blocker use in older men with LUTS. First, randomized clinical trials demonstrate modest efficacy of tamsulosin and other α1a-blockers for improving LUTS, as well as a large placebo effect [7]. This limits the ability of clinicians to identify true responders to chronic tamsulosin therapy and the degree of symptomatic improvement attributable to tamsulosin alone [7,8]. In fact, several small studies have indicated no symptomatic worsening after tamsulosin discontinuation among men with chronic LUTS [9-11] or men concurrently taking a 5α-reductase inhibitor [12-15]. The landmark trials that informed societal guidelines were also conducted predominantly among healthy and younger (age <65 years) White men [7] and may not be generalizable to more racially diverse and older men with multimorbidity and polypharmacy who are most likely to be receiving chronic tamsulosin therapy [16,17]. Fewer benefits and greater harm in this population have led to recommendations against the use of α1a-blockers in older men [18,19]. However, tamsulosin may be safe and effective for a subset of older men with LUTS. A more personalized approach to identifying which older men will and will not benefit from continuing long-term tamsulosin therapy is urgently needed.

Mobile health (mHealth) apps are an emerging platform for personalized health care delivery that have thus far been underused in benign urology [20]. The ability of mHealth apps to achieve high-throughput, low-burden data collection [21] on a wide range of patient-centric outcomes could facilitate daily tracking of LUTS severity and side effects among men receiving chronic LUTS therapy. Previous efforts using mobile apps to track patient-reported outcomes have informed patient-driven care and helped patients with heart failure and depression identify and self-manage potential symptom triggers [22,23]. If men are able and willing to track their symptoms while undergoing LUTS treatment (eg, formal n-of-1 trials or self-experimentation), their data can be used to generate individualized estimates of benefits and harms of both prescribed and self-management LUTS treatments [24-30]. To reduce the burden of frequent symptom assessments, we designed the PERSONAL (Placebo-Controlled, Randomized, Patient-Selected Outcomes, N-of-1 Trials) mHealth app for collecting daily LUTS severity and medication side effect data. However, whether older men are able and willing to use a mobile app to track their LUTS and medication side effects, particularly while receiving chronic α1a-blocker therapy, represents a knowledge gap.

Objectives

In this paper, we report the results of a 2-week pilot study using the PERSONAL mobile app to monitor daily LUTS severity and medication side effects among older men receiving chronic tamsulosin therapy. Our primary objectives are to assess the feasibility and usability of the PERSONAL app as demonstrated by time to reach full recruitment, study completion rates, frequency of symptom tracking, duration of tracking sessions, and app usability rankings. As secondary objectives, we explore whether quality of life measures, medication adherence, LUTS severity, and perception of tamsulosin changed after using the app, as well as the perceived utility of the app. We hypothesize that daily use of the PERSONAL app would not significantly impact these secondary outcomes.

Methods

Design and Setting

We recruited patients from the University of California, San Francisco health care system to participate in a 2-week mobile app–based study to evaluate the feasibility and usability of the PERSONAL app for tracking LUTS severity and tamsulosin side effects. This study was approved by the University of California, San Francisco Institutional Review Board (institutional review board approval: 19-28557), and all participants provided informed consent.
Recruitment

We invited eligible male patients aged >55 years who were monitored by urology clinicians from the University of California, San Francisco, who had previously agreed to be contacted by researchers via the electronic medical record, and who had a diagnosis of LUTS or benign prostate hyperplasia on the basis of International Classification of Diseases-10 billing codes (N40.x) and an active prescription for tamsulosin hydrochloride to participate in this study (Figure 1). On the basis of prior mHealth studies, we determined that we would have 90% power to observe at least one failed primary outcome during this feasibility study with a target sample size of 20 participants. Eligible patients received an invitation by secure message via the electronic medical record portal describing the PERSONAL app and study, and those who were not enrolled in secure messaging received a mailed letter with the same information. Patients who expressed interest in participating were screened for inclusion and exclusion criteria by telephone (Multimedia Appendix 1). Eligible patients were then sent a baseline questionnaire using REDCap (Research Electronic Data Capture; Vanderbilt University), instructed on how to download the PERSONAL app (available for free on theiOS App Store at the time of the study), and scheduled for a phone orientation visit with a study team member.

Figure 1. Study flow diagram. BPH: benign prostatic hyperplasia; EHR: electronic health record; Hx: history; PERSONAL: Placebo–Controlled, Randomized, Patient-Selected Outcomes, N-of-1 Trials.

Orientation and Pilot

The study subjects participated in their orientation visit via a phone call with a study team member who confirmed or facilitated the installation of the PERSONAL app on the participant’s iOS device. Following verbal cues from the study team member, the participants then customized the app (Figure 2A) by selecting at least 1 urinary symptom from a list of 10 and at least 1 tamsulosin side effect from a list of 12, sourced from the tamsulosin Food and Drug Administration label, to track daily for 2 weeks. The participants were informed that this list included potential tamsulosin side effects but that they might also experience them because of reasons unrelated to tamsulosin. Patient-selected symptoms and side effects were used instead of a general symptom questionnaire to minimize the daily time spent answering questions on the PERSONAL app and to maximize the utility of the app for each participant by focusing on the symptoms they found most bothersome (Figures 2B and 2D). The participants were recommended to track 2 to 3 urinary symptoms and 2 to 3 potential medication side effects, but they were allowed to track as many symptoms and side effects as they desired (Multimedia Appendix 2). They also selected the time they preferred for receiving app reminder notifications. After completing the app setup, the participants were oriented on the rest of the PERSONAL app features and practiced recording their first symptoms and side effects. At the end of the orientation visit, the participants were provided with study team contact information for technical app support as needed throughout the study period.

At baseline, we collected participant demographics, social and health-related behaviors, and medical history through a REDCap survey. Physical activity, alcohol use, and social connection or isolation were assessed using the Institute of Medicine Measures of Social and Behavioral Determinants of Health and categorized according to established thresholds [31]. We also assessed the perceptions of the participants regarding medication burden and appropriateness, their willingness to stop medications, and their desire to be involved in medication decisions via the revised Patients’ Attitudes Toward Deprescribing (rPATD) questionnaire (not specific to tamsulosin) [32]. The participants used the PERSONAL app for 2 weeks and completed daily symptom and side effect questionnaires to track the urinary symptoms and potential tamsulosin side effects they had selected (Figure 2E). At any point during the study, the participants were able to graphically visualize their symptom and side effect severity scores over time within the PERSONAL app (Figure 2C). The total number and duration of the tracking sessions were recorded using the PERSONAL app (Multimedia Appendix 3).
Primary Outcomes

To evaluate feasibility, we assessed the time elapsed until our recruitment goal was reached, the percentage of participants who completed the study, the mean number of days with completed symptom tracking, and the mean duration of the tracking sessions. To evaluate usability, the participants completed a previously published and validated usability scale [33] via REDCap asking them to rate qualitative statements describing the app’s frequency of use, ease of use, integration of functions, and ability to be learned by new users, as well as confidence using the app. We also assessed the experience of the patients with the phone-based PERSONAL orientation visit and app setup to determine if in-person orientation visits are needed for future studies. We set the following benchmarks to measure study and app effectiveness: (1) recruitment and retention of 20 eligible men would be completed within 3 to 6 months, (2) >70% of participants would complete the study, (3) the daily questionnaire completion rate would be >50%, (4) the average symptom logging session duration would be <2 minutes, and (5) the mean rating of ease of use of the app would be >3 on a scale of 1 (strongly disagree) to 5 (strongly agree).

Secondary Outcomes

Secondary outcomes were assessed using baseline and follow-up surveys. These included LUTS severity, perceptions of tamsulosin, overall quality of life, and medication adherence. The perceived utility of the app was also assessed at the end of the study.

LUTS severity was measured using questions selected from the validated Lower Urinary Tract Dysfunction Research Network Comprehensive Assessment of Self-Reported Urinary Symptoms questionnaire item bank, which was generated following the principles of the Patient-Reported Outcomes Measurement Information System (PROMIS) initiative funded by the National Institutes of Health [34]. Specifically, 8 questions were asked to assess urinary urgency (frequency of urge episodes and severity of urgency), daytime frequency (number of voids and interval between voids), nocturia, slow or weak urine flow, incomplete emptying, and postvoid dribbling. The responses to these questions were added to obtain a composite LUTS severity score (range 0-30). An additional 8 questions were asked to assess urinary incontinence subtypes, including urgency, stress, and unspecified urinary incontinence. The responses were added to obtain a composite urinary incontinence severity score (range 0-32). The perceptions of tamsulosin were evaluated using questions that inquired whether the participants were satisfied with tamsulosin and whether they felt any perceived benefits from it.

We evaluated the health-related quality of life of the patients using the PROMIS-29 v2.0 [35]. PROMIS scores represent standardized T-scores for a given domain referenced to a population with mean 50 and SD 10, where a higher PROMIS T-score represents having more of the given domain (ie, a higher PROMIS T-score for anxiety represents an individual having greater anxiety). PROMIS T-score thresholds can be interpreted as follows for symptoms (ie, anxiety, depression, fatigue, sleep disturbance, and pain interference): 0 to 55, within normal limits; >55 to 60, mild; >60 to 70, moderate; and >70, severe. PROMIS T-score thresholds can be interpreted as follows for domains (ie, physical function and ability to participate in social roles):
>45, within normal limits; >40 to 45, mild deficit; >30 to 40, moderate deficit; ≤30, severe deficit.

Medication adherence was measured using the Voils Medication Adherence score [36]. The Voils Medication Adherence score ranges from 1 to 5, with higher scores indicating a greater extent of medication nonadherence. Finally, we evaluated the perceptions of the patients regarding the utility of the PERSONAL app on the basis of standardized questionnaires from previous mHealth studies [28].

Mean and SD were calculated for scores with normal distribution, and median and IQR were calculated for scores with skewed distribution. Statistical significance was set at $P<.05$. All analyses were performed using STATA (version 15.1; StataCorp LLC).

Results

Demographics

After our initial study invitation, 124 men expressed interest in the study, 102 were excluded via telephone screening, and 19 were ultimately enrolled in the study between March 3 and March 26, 2020 (Figure 1). The mean age of the participants was 70 (SD 7) years, and 32% (6/19) of them self-identified their race or ethnicity as Asian, Hispanic, or other (Table 1). Most participants had completed a bachelor’s degree or higher (16/19, 84%) and reported no difficulty in paying basic living expenses (14/19, 74%). More than a third of the participants were socially isolated (7/19, 37% on the basis of frequency of communication or getting together with family, friends, or neighbors in a typical week; frequency of attending religious services, clubs, or organizations in the past year; and marital status), and 21% (4/19) screened positive for alcohol use. Hypertension, prostatitis, and visual impairment were the most common comorbidities, with a mean of 2 (SD 1.5) comorbidities per participant. The participants generally disagreed that medications were burdensome (mean rPATD score 2.7, SD 1.0), that their current medication regimen was inappropriate (mean rPATD score 2.7, SD 0.8), and that they had a willingness to stop medications (mean rPATD score 2.2, SD 0.8), and agreed that they desired to be involved in their medication regimen determination (mean rPATD score 4.2, SD 0.5).
Table 1. Demographics, health-related behaviors, and medical history of 19 study participants.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>70 (7)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>13 (68)</td>
</tr>
<tr>
<td>Black</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Highest degree earned, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Doctorate or professional</td>
<td>3 (16)</td>
</tr>
<tr>
<td>**Ability to pay for basic living expenses, n (%)</td>
<td></td>
</tr>
<tr>
<td>Not hard at all</td>
<td>14 (74)</td>
</tr>
<tr>
<td>Somewhat hard</td>
<td>4 (21)</td>
</tr>
<tr>
<td>Very hard</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Social and health-related behaviors, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Physical activity(^a)</td>
<td></td>
</tr>
<tr>
<td>Inactive</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Insufficiently active</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Sufficiently active</td>
<td>13 (68)</td>
</tr>
<tr>
<td>Ever smoked at least 100 cigarettes</td>
<td>11 (58)</td>
</tr>
<tr>
<td>Current smoking</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Positive screen for alcohol use(^b)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>Social connection or isolation score(^c)</td>
<td></td>
</tr>
<tr>
<td>Most isolated</td>
<td>7 (37)</td>
</tr>
<tr>
<td>Very isolated</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Somewhat isolated</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Not isolated</td>
<td>3 (16)</td>
</tr>
<tr>
<td><strong>Self-reported medical history</strong></td>
<td></td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>10 (53)</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Angina</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Stroke or intracerebral hemorrhage</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Parkinson disease or multiple sclerosis</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Demographic</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Visual impairment</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Prostatitis</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Number of comorbidities, mean (SD)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>Revised Patients' Attitudes Toward Deprescribing score, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Burden subscore</td>
<td>2.7 (1.0)</td>
</tr>
<tr>
<td>Appropriateness subscore</td>
<td>2.7 (0.8)</td>
</tr>
<tr>
<td>Willingness to stop medications subscore</td>
<td>2.2 (0.8)</td>
</tr>
<tr>
<td>Involvement in medications subscore</td>
<td>4.2 (0.5)</td>
</tr>
</tbody>
</table>

aPhysical activity was calculated in minutes per week engaged in moderate to strenuous activity and was categorized as inactive (0 min/week), insufficiently active (1–149 min/week), and sufficiently active (150+ min/week).

bAlcohol use was tabulated as a composite value integrating alcohol consumption frequency (How often do you have a drink?) and density (How many standard drinks on a typical day? How often do you have ≥ 6 drinks on one occasion?), and a score of ≥4 indicated a positive screening.

cSocial isolation was assessed as a composite value integrating not interacting with others, not attending social gatherings (church, meetings, or clubs), and not being married. The values could then be interpreted as follows: most isolated (0 to 1 point), very isolated (2 points), somewhat isolated (3 points), and not isolated (4 points).

Feasibility

The time required to reach our enrollment goal was 23 days. A total of 95% (19/20) of the enrolled participants completed the study (1 participant was enrolled but did not complete the baseline survey and was therefore excluded from subsequent analyses) and tracked their symptoms on the PERSONAL app for a median of 11 out of 14 (IQR 3) days. They spent a median of 44 (IQR 33) seconds on each tracking session. When symptom severity scores were visualized over time, we observed significant heterogeneity among the participants, with some men exhibiting highly variable symptom severity and others reporting stable symptom severity (Figure 3).
Figure 3. Change in urinary symptom severity over time for 19 study participants. Each panel in this figure visualizes the change in urinary symptom severity for an individual study participant.

Usability

The PERSONAL app usability results are presented in Table 2. On a scale of 1 (strongly disagree) to 5 (strongly agree), the participants generally agreed that the PERSONAL app was easy to use (mean 4.3, SD 1.0), that they could imagine people learning to use it quickly (mean 4.2, SD 0.9), and that they felt confident using the app (mean 4.4, SD 0.8). They agreed less on whether they would use the app frequently (mean 2.7, SD 1.2). The participants generally disagreed with statements describing the PERSONAL app as awkward to use, having a high learning curve, or requiring technical support to use. They agreed that the phone-based orientation was useful.
Table 2. Perceived usability of PERSONAL (Placebo–Controlled, Randomized, Patient-Selected Outcomes, N-of-1 Trials) app.

<table>
<thead>
<tr>
<th>Experience</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PERSONAL app</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td></td>
</tr>
<tr>
<td>Would use app frequently</td>
<td>2.7 (1.2)</td>
</tr>
<tr>
<td>Easy to use</td>
<td>4.3 (1.0)</td>
</tr>
<tr>
<td>Various functions well integrated</td>
<td>3.5 (1.2)</td>
</tr>
<tr>
<td>Imagine people would learn to use quickly</td>
<td>4.2 (0.9)</td>
</tr>
<tr>
<td>Felt confident using app</td>
<td>4.4 (0.8)</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td></td>
</tr>
<tr>
<td>Found app unnecessarily complex</td>
<td>1.7 (0.9)</td>
</tr>
<tr>
<td>Would need technical support to use</td>
<td>1.5 (0.9)</td>
</tr>
<tr>
<td>Too much inconsistency in app</td>
<td>1.9 (0.8)</td>
</tr>
<tr>
<td>Awkward to use</td>
<td>1.6 (0.9)</td>
</tr>
<tr>
<td>High learning curve</td>
<td>1.5 (0.9)</td>
</tr>
<tr>
<td><strong>PERSONAL orientation visit and app setup</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td></td>
</tr>
<tr>
<td>Comprehensive to get started with study</td>
<td>4.3 (0.8)</td>
</tr>
<tr>
<td>Tracked symptoms most important to patient</td>
<td>4.2 (0.7)</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td></td>
</tr>
<tr>
<td>Could set up app without orientation</td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>In-person orientation would be more helpful</td>
<td>1.5 (0.8)</td>
</tr>
<tr>
<td>Needed more guidance after</td>
<td>1.7 (1.0)</td>
</tr>
<tr>
<td>Unable to track all prioritized symptoms</td>
<td>2.7 (1.1)</td>
</tr>
<tr>
<td>Unable to track all prioritized side effects</td>
<td>2.1 (1.0)</td>
</tr>
</tbody>
</table>

*aScale: 1, strongly disagree, to 5, strongly agree.*

Secondary Outcomes

Table 3 displays the results of the secondary outcomes assessed at baseline and follow-up. LUTS severity remained unchanged throughout the study period (LUTS severity score at baseline: mean 12, SD 5; at follow-up: mean 12, SD 5). After using the PERSONAL app for 2 weeks, fewer men were satisfied with tamsulosin (14/19, 89% of the participants responded Yes when asked “Taking all things into account, are you satisfied with your tamsulosin medication?” vs 17/19, 74% at baseline), although the perceived benefits from tamsulosin remained unchanged (18/19, 95% responded Yes when asked “Have you had any benefit from your tamsulosin medication?” at both baseline and follow-up). Overall, the participants reported normal health-related quality of life at baseline, and their PROMIS T-scores did not worsen after using the PERSONAL app for 2 weeks. The participants also reported high medication adherence before and after using the PERSONAL app (Voils score at baseline: mean 2.3, SD 0.2; at follow-up: mean 2.4, SD 0.3).
Table 3. Patient-reported secondary outcomes at baseline and follow-up.

<table>
<thead>
<tr>
<th>Secondary outcome</th>
<th>Baseline</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LUTS(^a) severity and treatment satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUTS severity score(^b), mean (SD)</td>
<td>12 (5)</td>
<td>12 (5)</td>
</tr>
<tr>
<td>Urinary incontinence severity score(^c), mean (SD)</td>
<td>1 (2)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Extremely or very bothered by urinary symptoms, n (%)</td>
<td>3 (16)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Satisfied with tamsulosin, n (%)</td>
<td>17 (89)</td>
<td>14 (74)</td>
</tr>
<tr>
<td>Any perceived benefit from tamsulosin, n (%)</td>
<td>18 (95)</td>
<td>18 (95)</td>
</tr>
<tr>
<td><strong>Quality of life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROMIS(^d)-29 v2.0 T-scores, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical function</td>
<td>52 (8)</td>
<td>52 (8)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>52 (10)</td>
<td>51 (9)</td>
</tr>
<tr>
<td>Depression</td>
<td>48 (8)</td>
<td>46 (7)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>47 (10)</td>
<td>47 (9)</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>56 (5)</td>
<td>54 (4)</td>
</tr>
<tr>
<td>Ability to participate in social roles</td>
<td>56 (10)</td>
<td>52 (10)</td>
</tr>
<tr>
<td>Pain interference</td>
<td>50 (11)</td>
<td>50 (9)</td>
</tr>
<tr>
<td><strong>Medication adherence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voils Medication Adherence score, mean (SD)</td>
<td>2.3 (0.2)</td>
<td>2.4 (0.3)</td>
</tr>
</tbody>
</table>

\(^a\)LUTS: lower urinary tract symptoms.
\(^b\)Sum of nonincontinence items from the Lower Urinary Tract Dysfunction Research Network assessing urgency, daytime frequency, nocturia, slow or weak urine flow, incomplete emptying, and postvoid dribbling (range 0-30; higher score indicates greater severity).
\(^c\)Sum of incontinence items from the Lower Urinary Tract Dysfunction Research Network assessing urgency, stress, and unspecified urinary incontinence (range 0-32; higher score indicates greater severity).
\(^d\)PROMIS: Patient-Reported Outcomes Measurement Information System.

**Utility**

The perceived utility of the PERSONAL app is presented in Table 4. More than half (11/19, 58\%) of the participants reported that the PERSONAL app could help people like them manage their urinary symptoms. In the absence of additional guidance or clinician involvement, the participants rated the utility of the PERSONAL app on a scale of 1 (not at all helpful) to 5 (extremely helpful) for keeping track of symptoms (mean 2.9, SD 1.6), working with physicians to achieve treatment goals (mean 3.0, SD 1.6), noticing things that help with urinary symptoms (mean 2.6, SD 1.6), and building confidence in the approach to managing urinary symptoms (mean 2.9, SD 1.7).

Table 4. Perceived utility of PERSONAL (Placebo-Controlled, Randomized, Patient-Selected Outcomes, N-of-1 Trials) app.

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belief that PERSONAL app can help manage LUTS(^a), n (%)</td>
<td>11 (58)</td>
</tr>
<tr>
<td><strong>Perceived utility of PERSONAL app for LUTS management(^b), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Keeping track of symptoms</td>
<td>2.9 (1.6)</td>
</tr>
<tr>
<td>Working with physicians to achieve treatment goals</td>
<td>3.0 (1.6)</td>
</tr>
<tr>
<td>Identifying urinary symptom triggers</td>
<td>2.3 (1.5)</td>
</tr>
<tr>
<td>Noticing things that help with urinary symptoms</td>
<td>2.6 (1.6)</td>
</tr>
<tr>
<td>Confidence in approach to urinary symptoms</td>
<td>2.9 (1.7)</td>
</tr>
</tbody>
</table>

\(^a\)LUTS: lower urinary tract symptoms.
\(^b\)Scale: 1, *not at all helpful* to 5, *extremely helpful.*
Discussion

Principal Findings
In this pilot study of a mobile app for tracking daily LUTS severity and medication side effects, we demonstrated that recruiting and retaining older men receiving chronic tamsulosin therapy to use the PERSONAL app is highly feasible; the participants were able to complete the study and track their symptoms almost every day for 2 weeks, and more than half of them found the app helpful despite no clinician involvement or additional guidance beyond symptom tracking. We also observed no adverse effects of daily symptom monitoring on the secondary outcomes of LUTS severity, health-related quality of life, and medication adherence. Interestingly, fewer participants reported satisfaction with tamsulosin after the symptom tracking period.

Feasibility of Tracking LUTS With the PERSONAL App
As a proof-of-concept study, the PERSONAL pilot demonstrated that a mobile app could be used to track daily symptoms and side effects among older men taking tamsulosin for LUTS. The participants agreed that the app was easy to use, that people could learn to use it quickly, and that they felt confident using the app without additional guidance. High observed rates of daily questionnaire completion suggest that the interface of the app and questionnaire length were not so burdensome as to discourage the participants from tracking their symptoms. The duration of the average tracking session further showed how quickly men could record their daily symptoms. The findings that the PERSONAL app can build high user engagement in a feasible length of time align with those of similar studies assessing mobile app feasibility in optimizing psychotherapy in community psychiatric clinics and routine follow-up care in breast cancer survivors [37,38]. Although longer follow-up is needed to determine how the duration of tracking influences sustained engagement and perceived burden, these findings indicate that it is possible to collect a large volume of data on urinary symptoms and medication side effects from older men with relatively low perceived burden for a period of at least 2 weeks. High-volume individualized data may be particularly valuable in clinical or research settings where changes (or lack thereof) in symptoms or side effects observed after an intervention or modification of treatment strategy could inform the patient and their clinician and guide subsequent management decisions, although this hypothesis needs to be tested in future studies.

Heterogeneity in Patient-Selected Symptom Tracking
Of note was the degree of heterogeneity in both the symptoms prioritized for tracking among the participants and daily symptom severity during the pilot. LUTS can refer to a range of different symptoms, including both voiding sequelae such as hesitancy, poor stream, straining, prolonged urination, incomplete bladder emptying, and dribbling, and storage sequelae such as frequency, urgency incontinence, and nocturia [39]. Consequently, follow-up studies have identified different urinary symptoms as the most bothersome, among them urge urinary incontinence [40,41] and nocturia [42]. The reasons for this heterogeneity include underlying anatomical pathophysiology, personal lifestyle, cultural backgrounds, and psychosocial factors. Regardless, the capacity to capture such heterogeneity at the individual level allows for the directed management of the particular symptoms of a patient rather than a broader diagnosis. Similarly, variability in symptom severity hinges on factors such as cultural mindsets toward health and a subjective threshold to report symptoms [43], further emphasizing the need for more granular data and individualized recommendations.

Monitoring for Unintended Consequences of Daily Symptom Tracking
After tracking their symptoms for 2 weeks using the PERSONAL app, the participants did not experience changes in LUTS severity, quality of life, or medication adherence. This may be because such perceptions of LUTS, quality of life, and medication adherence are more fixed opinions rather than perspectives that easily fluctuate, especially during a short-term study. It is also possible that, because this was a single-arm pilot without a comparator, the participants were not able to experience what life off tamsulosin might be like—which could have subsequent implications for the perception of LUTS, quality of life, and medication adherence. Although short-term studies with daily symptom tracking appear unlikely to have unintended adverse consequences, the risk may increase with studies of longer duration. Despite no change in perceptions of adherence, fewer participants were satisfied with tamsulosin after using the PERSONAL app for 2 weeks. One potential reason for this finding is that tracking their symptoms and side effects showed the participants direct evidence that their most bothersome symptoms were poorly controlled or that they experienced side effects more often than they expected. Increased monitoring may have also made them aware that their symptoms did not necessarily correlate with the dosing schedule of tamsulosin, thus diminishing its benefit. The app could also have served as a physical reminder of the burden of taking daily medication, resulting in less satisfaction with tamsulosin itself. Although our sample size was small for this pilot study, these findings serve as testable hypotheses for further exploration.

Perceived Utility of the PERSONAL App
More than half of the participants agreed that the PERSONAL app would be helpful when working with a clinician to achieve their treatment goals. They believed that these additional data on the day-to-day variability in LUTS severity and medication side effects might influence LUTS management and could be useful to share with their clinician. However, in the absence of more detailed guidance or clinician involvement, the participants found the PERSONAL app neither helpful nor unhelpful. This finding suggests that men do require additional support to interpret the variability in their symptoms and connect this variability to various symptom triggers or treatments. In the absence of self-experimentation or alternating treatments, the PERSONAL app does not help participants determine if either their self-management techniques or tamsulosin is effective in reducing LUTS severity or side effects. This information will be used to develop more personalized recommendations for
participants in larger planned individualized crossover (or n-of-1) trials using the PERSONAL app.

**Strengths and Limitations**

The strengths of our study include the demonstration of successful remote patient recruitment and enrollment, high patient engagement and participation, and the novel use of patient-selected outcomes to minimize participant burden and maximize the number of repeated symptom assessments. This study also provides key feasibility and usability data to guide improvements in the PERSONAL app. This low-burden approach to data collection using the PERSONAL app may also facilitate the use of individualized crossover or n-of-1 trials [44] to further personalize LUTS management by testing interventions with short wash-out periods, such as tamsulosin therapy, on an individual patient. Subsequent integration of self-experimentation or n-of-1 trial protocols into a mobile app would allow patients to assess their personalized response to specific therapies in terms of LUTS severity and intervention side effects [45].

Our study has some limitations. First, although one-third of the study participants were people of color, we did not recruit any Black or African American participants and cannot comment on whether the PERSONAL app has similar feasibility or usability outcomes in this population. Future studies will require more explicit recruitment goals and customized approaches to recruit a more diverse patient population, including transcultural adaptations of questionnaires and surveys. Second, the participants in our pilot study were highly educated and had a high socioeconomic status, although 21% (4/19) found it somewhat difficult to pay for basic living expenses. This limits our ability to comment on whether other populations of older men who may not be as educated or wealthy may have greater difficulty using an mHealth app to track their symptoms and medication side effects. However, other studies have demonstrated widespread accessibility of and comfort with smartphone use irrespective of socioeconomic status [46]. Third, our pilot study used detailed baseline and follow-up questionnaires that may have impacted the desire of the participants to enroll in the study. In future studies, it may be possible to reduce the number of question items while still capturing appropriate granularity, particularly for questionnaires that participants will complete repeatedly during study follow-up. Fourth, we used a version of the rPATD that assesses general attitudes toward deprescribing rather than a more recently developed version that is specific to tamsulosin [47]. However, we found that men in both studies reported similar attitudes regarding willingness to consider targeted deprescribing. Finally, the participants remained on the same LUTS treatment throughout the study period; therefore, we were unable to provide them with personalized estimates of tamsulosin efficacy or side effects, which is a direction for future study.

**Conclusions**

In conclusion, the PERSONAL app pilot demonstrated high feasibility and usability of a mobile app for tracking and visualizing daily LUTS severity and medication side effects among older men receiving chronic tamsulosin therapy. The PERSONAL app did not change the LUTS severity, health-related quality of life, or medication adherence of the patients. Future directions of study include leveraging the high-volume data collected via the PERSONAL app to develop individualized estimates of benefits and harms from LUTS interventions in older men.
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Abstract

Background: Several app-based studies share similar characteristics of a light touch approach that recruit, enroll, and onboard via a smartphone app and attempt to minimize burden through low-friction active study tasks while emphasizing the collection...
of passive data with minimal human contact. However, engagement is a common challenge across these studies, reporting low retention and adherence.

**Objective:** This study aims to describe an alternative to a light touch digital health study that involved a participant-centric design including high friction app-based assessments, semicontinuous passive data from wearable sensors, and a digital engagement strategy centered on providing knowledge and support to participants.

**Methods:** The Stress and Recovery in Frontline COVID-19 Health Care Workers Study included US frontline health care workers followed between May and November 2020. The study comprised 3 main components: (1) active and passive assessments of stress and symptoms from a smartphone app, (2) objective measured assessments of acute stress from wearable sensors, and (3) a participant codriven engagement strategy that centered on providing knowledge and support to participants. The daily participant time commitment was an average of 10 to 15 minutes. Retention and adherence are described both quantitatively and qualitatively.

**Results:** A total of 365 participants enrolled and started the study, and 81.0% (n=297) of them completed the study for a total study duration of 4 months. Average wearable sensor use was 90.6% days of total study duration. App-based daily, weekly, and every other week surveys were completed on average 69.18%, 68.37%, and 72.86% of the time, respectively.

**Conclusions:** This study found evidence for the feasibility and acceptability of a participant-centric digital health study approach that involved building trust with participants and providing support through regular phone check-ins. In addition to high retention and adherence, the collection of large volumes of objective measured data alongside contextual self-reported subjective data was able to be collected, which is often missing from light touch digital health studies.

**Trial Registration:** ClinicalTrials.gov NCT04713111; https://clinicaltrials.gov/ct2/show/NCT04713111

**KEYWORDS**

stress; wearable; digital health; frontline; COVID-19; health care worker; alternative; design; app; assessment; sensor; engagement; support; knowledge

**Introduction**

**Background**

The ubiquity of smartphones and the growing availability of wearable sensors has enabled a new era of digital health research [1-3]. The importance of this new form of remote health research has never been more apparent in light of the COVID-19 pandemic, which posed unprecedented challenges for the conduct of traditional research involving face-to-face contact [4]. Wearable devices such as smartwatches, smart rings, and bands enable the passive collection of broad semicontinuous physiological and activity information. Smartphones enable the collection of passive information in the form of activity tracking, phone use, and social media patterns, and high-frequency active tasks, surveys, and ecological momentary assessments. The benefits of remote digital health research involving these digital technologies include access to large sample sizes, cost efficiency, elimination of the necessity for travel, and ease of data collection owing to the capabilities to collect passive data. Participants can be remotely enrolled via eConsent frameworks [5] and recruited by social media channels. Accordingly, recruitment, consent, and onboarding can be conducted entirely outside of the clinic or site through the convenience of smartphones. Further, remote digital technologies enable the collection of rich multimodal data involving self-reported subjective and objective measured indicators of disease at semicontinuous or high frequencies. Importantly, these high-resolution data captures are possible outside health care or research visits in real-world settings. Yet, maintaining participant engagement throughout a digital health longitudinal study has proven a challenge [6-8]. The rapport built and safety net provided by the in-person visit represent a difficult gap to fill, particularly with additional remote technology usability challenges.

Several large app-based studies are described in the literature [9-11]. These studies share similar characteristics of a light touch approach that recruit, enroll, and onboard via a smartphone app and attempt to minimize burden through low-friction active study tasks while emphasizing the collection of passive data. Concerningly, there is strikingly low retention and adherence rates in app-based remote studies. Over half of participants tend to drop out after the first week of participation, while attrition and adherence differs significantly by important sociodemographic factors [6]. In addition to problems with engagement, there are common selection biases across studies tending to enroll White, university/college-educated participants with higher rates of women, reflecting nongeneralizable samples [6]. Further, patients more likely to use digital health trackers are more adherent to chronic disease medication use, suggesting those unlikely to engage in some digital tools may reflect less healthy populations [11]. Predictors of low digital engagement include lack of usability and accessibility, participant privacy and security concerns, perceived utility and motivation, and lack of support [7,8,12]. Although the light touch approach minimizes human contact with participants through fully remote enrollment and follow-up via an app, the lack of “human-in-the-loop” and clear value proposition for participants may inadvertently lower their engagement. Digital health cohorts being recruited via a clinic referral compared to recruitment conducted entirely through an app show higher rates of retention and adherence [6]. The light touch approach also minimizes the collection of self-reported subjective data to reduce participant...
The use of participant incentives and rewards still prevail as one of the most used components for a successful engagement strategy. The use of smartphones makes personalized rewards and reminders possible [13]. Leveraging behavioral psychology, informed strategies for reward scheduling, smartphones can incentivize adherence through rewards for study task completion. Participant-tailored push notifications for task reminders can be implemented and have been noted as preferred by participants in digital health research [14]. Beyond incentives, treating participants differently than the traditional blinded participant and including them as codrivers in the research process, could prove a powerful way to engage, retain, and accelerate learning for long-term engagement.

The shift to participatory research that tends to involve patient advisory groups who provide input on study design documents such as consent forms [15] and study protocols is already being conducted. However, in the context of digital health and in the use of digital technologies, these participatory models tend to only include users after the relevant technology has been developed. These approaches can be extended further, described by some as “user centered designs,” where participants and patients might be included from the early design to implementation phases and might help shape how the technology is used [16]. Further, participant-centered initiatives [17,18] aim to include participants as equal partners in the entire research process in testing the feasibility of digital technologies for health and wellness. Two recent app-based studies [14] involving a patient- and citizen-centric design, achieved increased retention and adherence when compared to that typically reported in such studies, which demonstrates the promise of these more patient-centered approaches.

Here, we describe an example of an alternative to the light touch digital health study that involves active app- and wearable-based assessments coupled with an extensive digital engagement participant-centric strategy. Our objective was to demonstrate that participant-centric engagement approaches might enable a digital health study with improved participant experience, likelihood to retain in the study, and adherence to protocols.

A Case Example: The Stress and Recovery in Frontline COVID-19 Health Care Workers Study

The COVID-19 pandemic has caused unprecedented stress on health care systems in affected countries and, in particular, on the health care workers working directly with patients with COVID-19. Health care providers faced and continue to face numerous stressors relating to higher risk of COVID-19 exposure, unpredictable work shifts and shifting health care policies, and worry over family member risk. This frontline health care population provides a unique example to test the feasibility of detecting stress using wearable-based technology and smartphone apps. Further, this population could inform understanding of how stress impacts susceptibility to infection, given the damaging impact of stress on our immune system [19]. The accurate measurement of stress responses in real time and in naturalistic settings has so far been a challenge [20], limiting our understanding of how different facets of acute or sustained stress increases susceptibility to breakdown and disease. Studies of stress in frontline populations exist [21], but focus on self-reported stress during aperiodic frequencies, as opposed to high-resolution approaches using digital technologies. Further, studies aimed at objective stress detection using sensor-based tools, irrespective of population, are typically limited to controlled experimental settings (eg. [22]). There are few studies applying wearable technologies used in real-world settings for the detection of stress. Among the few pilot studies that have been conducted [20,23–25], wearable technologies are showing promise for detecting shifts in health status, stress, and well-being across different populations.

The COVID-19 pandemic reflects a unique natural experimental condition where frontline workers were exposed to substantial stress beyond that already present in their pre–COVID-19 day-to-day work environment. Their on-shift time provided a naturally occurring “stress on” period, while their off-shift time provided a “stress off” period and an opportunity to follow an individual’s recovery from stress. The aims of the Stress and Recovery Study were to:

- Assess the feasibility of a participant-centric digital approach to collect both participant-reported subjective and objective measured longitudinal high-resolution data on immediate stress responses, intermediate signs of stress, recovery from stress, and COVID-19 infectivity by engaging frontline health care workers in the use of digital sensors
- Determine the feasibility of detecting and tracking changes in immediate, intermediate stress, and recovery from stress in frontline health care workers working with patients in the COVID-19 pandemic environment

Methods

Overview

This study involved engaging US frontline health care workers from a variety of locations who were either working directly with patients with COVID-19 or whose work routines were shifted as a result of the COVID-19 pandemic. This study used a participant-centric design [16–18] (Figure 1) that comprised three primary components and a follow-up period of 4 to 6 months: (1) patient-reported active and passive assessments of stress and symptoms from a smartphone app; (2) objective measured assessments of acute stress from wearable sensors; and (3) a participant codriven engagement strategy that centered on providing knowledge and support involving regular check-in phone calls with study staff, using participant feedback in real time to improve and fine-tune the research protocol to improve participant experience, and the addition of new study subarms. A virtual event was held where researchers and participants who wished to join were able to engage in an online group setting (anonymously) halfway through enrollment. This study was approved by the Institutional Review Board, Advarra (4UCOVID1901, Pro00043205) and was registered with ClinicalTrials.Gov (NCT04713111).

https://formative.jmir.org/2021/12/e32165
Recruitment and Onboarding

Frontline health care workers were recruited from May to August 2020. A multipronged recruitment approach was developed that involved engaging trusted leaders from organizations and sites with high outreach to our target population (eg, American Association of Critical Care Nurses), engaging supervisors at selected health care institutions, and a social media campaign (eg, Facebook, Twitter, and LinkedIn). Tailored workplace-specific recruitment materials were developed and, during the enrollment period, assessed in real time how participants were learning about the existence of the study to understand the most effective recruitment strategies. Recruitment materials were distributed through workplace-specific newsletters and websites, and through our social media channels.

Population

Frontline health care workers were invited to participate including medical doctors, doctors of osteopathy, physician assistants, registered nurses, advanced practice registered nurses, and other allied health care workers. Inclusion criteria were must be working directly with patients with COVID-19, slated to do so within the next 2 weeks, or work routines have been moderately or extremely impacted by the COVID-19 pandemic; older than 18 years; able to speak, write, and read English; able to provide informed consent; no known SARS-CoV-2 current or past infection; and must own a personal iOS mobile phone (OS11 and above) with willingness to download and use the study apps and sync phone with all study sensors.

App-Based Data Assessments

Active study data were collected and managed in a REDCap (Research Electronic Data Capture [26,27]) database, hosted and managed by the Center for International Emergency Medical Services [28]. REDCap is a secure, web-based software platform designed to support data capture for research studies. The MyCap app interface leverages REDCap and was used to produce a study app for the collection of participant-reported active data. Participants were instructed to download the MyCap app from the app store and register with the MyCap app through a unique QR Code provided to them by study staff.

Via the study app, participants were prompted to complete daily, weekly, every 2-week, monthly, and one time measures that involved sociodemographic factors, self-reported measures of daily perceived stress, intermediate signs of stress (sleep, mood, and cognition), additional health-related symptoms, influenza-like illness, individual characteristics, and cognitive active tasks (see Multimedia Appendix 1, Table S1 [29-51]). For the first half of the study ResearchKit’s active tasks [29] (Trail Making, Reaction Time, and Spatial Span Memory) were used every day, rotating the tasks each day. For the second half of the study these were replaced with Cambridge Cognition’s active tasks [30,31] (emotional bias test, psychomotor vigilance, and n-back test) rotating every other day. The study intended to include the Cambridge Cognition active tasks from the outset; however, their implementation was delayed while establishing the technical integration with the MyCap app.

The study sample was initially limited to iOS users because of anticipated nonfunctionality with the ResearchKit apps but intended to include Android users when shifting to the Cambridge Cognition tasks. However, upon pilot-testing the REDCap app with the first set of enrolled Android users, it was found that the app itself had compatibility issues. Therefore, a subset of 12 Android users enrolled in the study who did not participate in the app-based assessments.

The daily burden for completing app-based assessments was estimated at an average of 5 minutes per day (minimum daily burden 3.5 minutes, maximum daily burden 8.5 minutes), with some daily tasks taking longer and other days shorter, which depended on the cadence of the one time, weekly, every 2 week, or monthly measures. This estimate was calculated from the expected task length, not from timed participant data. A schedule was produced that spread out the one-time measures on different
days within the first month, while weekly and every 2-week tasks were scheduled on different days to balance the daily burden.

Participants were given the option to download two third-party apps as part of their participation: HealthMode Cough app and RescueTime. The cough app was used to capture momentary cough during study follow-up and RescueTime as a measure of screen time (eg, time spent in and category of apps) as a proxy for objective stress and mood.

**Wearable Assessments**
Participants were mailed an Oura smart ring. The Oura Ring 2 [52] is made of a light durable titanium shell and includes a temperature sensor, a gyroscope, a 3D accelerometer, and an infrared optical pulse sensor. There was a one-time setup process where the participant synced their ring to the Oura smartphone app that they were instructed to download. Throughout the study, the participant was instructed to open the Oura smartphone app to sync data off the ring over Bluetooth. The sensor collects a variety of nighttime data streams such as heart rate, heart rate variability, and objective sleep quality measures (Multimedia Appendix 1, Table S1). Participants were provided with their own symptom summaries via the Oura app. Participants were instructed to wear the ring only while off shift owing to potential infectivity risks generally associated with the ring wearing while at work in health care settings, which was especially relevant as participants were actively working with patients. This did not meaningfully hamper relevant data collection because we were most interested in measuring parameters associated with recovery from stress while participants were off shift. It was expected that the daily burden associated with using sensors, remembering to charge them, and working through sensor issues to be approximately 2 to 4 minutes per day.

**Engagement**
The study engagement strategy centered on providing information and support to participants while engaging them as codrivers of the research. This strategy had two aims: (1) to engage participants in the use of the study digital devices for optimal adherence and (2) to engage participants in the design of the study. Information was provided to participants through enabling insights into measurements of health through the study sensor apps and discussing this with participants in terms of how to interpret this information and what could be learned from it. Support was provided in a variety of channels through the biweekly check-ins, listening to participant feedback and making real-time protocol changes, and providing a variety of tools or resources in an attempt to give back (online resources for stress management) and stress-reducing tools. For example, participants were offered a YELL-IT tool where they could call a number and leave an anonymous voice message of their choice that could include any release that might offer benefit (ranting, yelling, journaling, etc). The records of these phone calls were immediately programmatically deleted, and the voice messages themselves were not recorded.

**Check-in Calls**
Research staff labelled as engagement specialists contacted study participants every week for the first month of study participation and every 2 weeks thereafter until study completion. Engagement specialists had clinical research backgrounds and experience with working with participants. These study staff were trained in the use of digital technologies and served the role to support and engage participants in their digital experience. The check-in calls with engagement specialists served three purposes: (1) to support participants in their study participation, troubleshoot technical problems, and build rapport; (2) to discuss, understand, and collect information on study experience; and (3) to discuss, understand, and collect information on study exposure and outcome information, which in this context was the experience of stress from working on the frontline in the COVID-19 pandemic environment. The check-in calls served as a venue to gather deep insights about the participant experience in general, specifically around interacting with digital sensors for stress and health tracking. Engagement specialists reviewed adherence data prior to check-ins to probe participant-specific study challenges. Check-in calls were expected to range in time depending on the need of the participant, but the initially allotted time was up to 60 minutes for each of these calls (see Results section). Engagement specialists conducted exit interviews by phone at the end of the study; interviews lasted approximately 1 hour. Participants were asked open-ended questions relating to their work in the pandemic environment and about features of the study that might help them and others in the future.

**Addition of New Optional Subarms**
Halfway through enrollment participants were invited to participate in 1 to 3 new study subarms. The subarms were announced during the joint investigator and participant Zoom (Zoom Video Communications, Inc) meeting and during biweekly check-ins. These included an arm with a wearable smartwatch to be worn on shift, an arm with a lifestyle intervention, and an arm where hair cortisol was measured. Interested and eligible participants were sent a new REDCap link to consent to participate in these subarms. For the wearable arm, participants were provided with Garmin Vivoactive 4 smartwatches [53] and were instructed to wear these continuously for 4 weeks (including while on shift) to capture on-shift objective measures of stress.

For the intervention arm, participants were able to self-select into a physical activity subarm or a meditation subarm for 4 weeks. Participants in the meditation arm were provided a free subscription to the Headspace app—a publicly available mindfulness app that offers guided meditation sessions among many other features aimed at improving mood, sleep, and stress. Participants were instructed to complete three to five or more mindfulness sessions per week. Participants in the physical activity subarm were provided with a resource comprising a variety of free online fitness classes and were instructed to engage in 30 minutes to 1 hour of physical exercise of their choice, 2 to 3 times a week or more.
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For the hair cortisol arm, participants were sent hair sample collection kits with instructions to self-collect and send a hair sample back to the study team to provide a biological measure of chronic stress during the study period [54]. Cortisol concentrations were extracted using a standard kit (ie, ELISA) by the laboratory services at the School of Nursing at the University of Washington (please see Multimedia Appendix 1, Methods for a detailed description of the subarms).

**Joint Participant-Investigator Video Meeting**

A joint participant-investigator Zoom call meeting halfway through enrollment was held. The purpose of this meeting was to give participants a chance to meet the study team in person (virtually), ask questions, and give feedback. The study team gave study updates on progress and introduced the new optional study arms. Participants’ confidentiality was maintained by using anonymous mode features of the video call platform. Although participants were anonymous in the call, they could all see and hear the study team, and could participate via the chat feature to ask questions and give feedback.

**Learning by Doing**

The goal of the engagement approach was to change the participant experience from feeling like only a source of data, or a blinded “subject,” to a supported project codriver and partner in the research. As this was a feasibility study, we engaged participant feedback from the study’s start and implemented protocol changes during follow-up. Accordingly, participants directly helped shape the nature of how we asked app-based assessments, how we explained study-related details, and how we will design future remote digital health studies. Participants were invited to be coauthors of study-related published work.

**Total Participation Effort**

It was estimated that the total effort for study participation was on average 10 to 15 minutes per day. Beyond app-based assessments, that on average took 5 minutes per day, additional activities included charging sensors, daily opening of the study apps and syncing of sensors, viewing the data from the associated apps, miscellaneous tech issues, check-in calls, and correspondence with an engagement specialist to schedule check-in calls and other study-related activities including exit interviews and the Zoom call. This time estimate was derived by study investigators and staff communication with participants on all daily activities as previously described.

**Compensation and Benefit**

Participants were not offered any monetary incentives, nor were rewards in the form of points provided for study participation. However, participants were allowed to keep the Oura Ring and the Garmin smartwatch (in subarm participants) at the end of their participation.

**Analysis**

Univariate descriptive analyses of cohort characteristics, retention, and adherence are reported. Survival probabilities using the Kaplan-Meier approach were calculated to display retention over the course of the study. Bivariate associations between cohort characteristics and adherence rates were conducted using chi-square, Fisher exact (for cell counts less than five), and $t$ tests where appropriate. Mixed effects linear models were used to estimate changes in weekly mean adherence rates by group status using an autoregressive covariance matrix. Thematic study insights from qualitative data are described from participant and study staff feedback. Analyses were conducted using SPSS version 27 (IBM Corp) [55].

Retention was defined as completing the minimum follow-up, which was 4 months, or retained until the end of study, which was defined by a specific cutoff date. Adherence was defined as the number of tasks completed over the total number of available tasks that could be completed by participants’ unique study time. For example, a participant with a total study time of 140 days (20 weeks) and having completed 100 daily surveys, 17 weekly surveys, and any Oura data upload (even if a partial day) for 130 days would have an adherence rate of 71.43% (100/140) for daily assessments, 85.00% (17/20) for weekly assessments, and 92.86% (130/140) for Oura wearable data, respectively.

**Results**

**Description of the Cohort**

The final study sample included 365 participants who enrolled in and started the study (Multimedia Appendix 1, Figure S1). The median age was 33 (range 20-67) years (Table 1). The majority of participants were female (n=325, 89.04%), White (n=302, 82.74%), and were registered nurses (n=325, 89.04%; Table 1). Participants were followed for a median follow-up of 112 (range 1-170) days during the period from May 1, 2020, to November 20, 2020. Primary reasons for exclusion were being an Android user, prior COVID-19 infection, and no direct patient care (Multimedia Appendix 1, Figure S1). Participants were located across 27 different US states, with the majority of participants working and residing (at the time of participation) in Washington (n=103, 34.68%), Minnesota (n=66, 22.22%), Massachusetts (n=38, 12.79%), Arizona (n=27, 9.09%), and Wisconsin (n=19, 6.34%). There were five reported cases of COVID-19 during study follow-up among the study participants.
Table 1. Characteristics of the cohort among those who enrolled, completed the study, and did not finish.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Enrolled(^a) (n=365), n (%)</th>
<th>Retained(^b) (n=297), n (%)</th>
<th>DNF(^d) (n=68), n (%)</th>
<th>P value (retained vs DNF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-25</td>
<td>47 (12.88)</td>
<td>37 (12.46)</td>
<td>10 (14.71)</td>
<td>.16(^d)</td>
</tr>
<tr>
<td>26-35</td>
<td>168 (46.03)</td>
<td>129 (43.43)</td>
<td>39 (57.35)</td>
<td></td>
</tr>
<tr>
<td>36-45</td>
<td>78 (21.37)</td>
<td>67 (22.56)</td>
<td>11 (16.18)</td>
<td></td>
</tr>
<tr>
<td>&gt;46</td>
<td>72 (19.73)</td>
<td>64 (21.55)</td>
<td>8 (11.76)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td>.85(^d)</td>
</tr>
<tr>
<td>Female</td>
<td>325 (89.04)</td>
<td>264 (88.89)</td>
<td>61 (89.71)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40 (10.96)</td>
<td>33 (11.11)</td>
<td>7 (10.29)</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td>.35(^e)</td>
</tr>
<tr>
<td>White</td>
<td>302 (82.74)</td>
<td>242 (81.48)</td>
<td>60 (88.24)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>8 (2.19)</td>
<td>8 (2.69)</td>
<td>0 (0.00)</td>
<td></td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>27 (7.40)</td>
<td>22 (7.41)</td>
<td>5 (7.35)</td>
<td></td>
</tr>
<tr>
<td>Native American or American Indian</td>
<td>2 (0.55)</td>
<td>1 (0.34)</td>
<td>1 (1.47)</td>
<td></td>
</tr>
<tr>
<td>More than one race</td>
<td>21 (5.75)</td>
<td>19 (6.40)</td>
<td>2 (2.94)</td>
<td></td>
</tr>
<tr>
<td>Unknown/not reported</td>
<td>5 (1.37)</td>
<td>5 (1.68)</td>
<td>0 (0.00)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td>.69(^e)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>12 (3.29)</td>
<td>9 (3.03)</td>
<td>3 (4.41)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>343 (93.97)</td>
<td>279 (93.94)</td>
<td>64 (94.12)</td>
<td></td>
</tr>
<tr>
<td>Unknown/not reported</td>
<td>10 (2.74)</td>
<td>9 (3.03)</td>
<td>1 (1.47)</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td>.39(^e)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>325 (89.04)</td>
<td>264 (88.88)</td>
<td>61 (89.71)</td>
<td></td>
</tr>
<tr>
<td>Medical doctor</td>
<td>5 (1.37)</td>
<td>5 (1.68)</td>
<td>0 (0.00)</td>
<td></td>
</tr>
<tr>
<td>Medical assistant</td>
<td>10 (2.74)</td>
<td>7 (2.36)</td>
<td>3 (4.41)</td>
<td></td>
</tr>
<tr>
<td>Emergency medical services</td>
<td>2 (0.55)</td>
<td>1 (0.34)</td>
<td>1 (1.47)</td>
<td></td>
</tr>
<tr>
<td>Other(^f)</td>
<td>23 (10.96)</td>
<td>20 (6.73)</td>
<td>3 (4.41)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Retained includes completing follow-up of 4 months or by study end cutoff date.
\(^b\)DNF: did not finish.
\(^c\)DNF includes participants lost to follow-up, dropped out, or withdrawn.
\(^d\)Pearson chi-square tests.
\(^e\)Fishers exact tests.
\(^f\)Other occupations include social workers, respiratory therapist, surg/cardio tech, dentist, registered dietitian, or medical student.

Recruitment
Upon screening, participants were asked “How did you hear about our study?” Of participants screened and enrolled into the study, over 50.00% (n=200) found out about the study through a recruitment email from their workplace department or floor, while approximately 40.00% (n=151) found out about the study through word of mouth. The remainder (<10.00%) found out about the study through national associations and workplace-specific newsletters and social media channels.

Retention
Of the 365 enrolled participants, 81.37% (n=297) completed the study. Of the 68 participants who did not complete the study, 11.76% (n=8) were withdrawn (study team withdrew) due to no longer meeting inclusion criteria such as no longer working with patients, furloughed, or lost study sensors; 41.18% (n=28) dropped out (participant decided to end participation) due to reasons such as no longer interested, not enjoying the study or study sensor, or too much time commitment; and 51.47% (n=35) were lost to follow-up (could not be reached on recontact). The probability of retaining in the study for 1 month was 98.00%, while the probability of retaining in the study halfway through
study time was 92.00% (Figure 2). Retention for the three study subarms can be found in Multimedia Appendix 1, Figure S2.

Sample characteristics were similar in participants who started the study compared to those retained in the study. There were higher proportions of younger individuals not completing the study compared to those retained, although this was not statistically significant ($P=.16$). Other sample characteristics were similar in participants who did not complete the study compared to those retained although cell counts were low across categories (Table 1).

**Figure 2.** Survival probability of retaining in the study. Additional data from Pratap et al [6]. Kaplan-Meir survival curves for the Stress and Recovery study and for 8 additional digital health app-based studies as described in Pratap et al [6]. Please interpret with caution. The survival probabilities from the 8 studies included in Pratap et al [6] included a mix of different study populations some including chronic disease populations and some healthy populations with different study durations.

**Adherence**

Adherence calculations are presented for those participants who completed the study (Table 2). Although initially excluded, 12 Android users were enrolled when the study protocol switched to Cambridge Cognition tasks from ResearchKit’s active tasks because of expected sensor compatibility. However, owing to troubleshooting problems with the MyCap app, these 12 individuals (minus 1 participant who did not complete the study) were unable to use the study app and were excluded from app-based adherence calculations.

Participants adhered to wearing the Oura smart ring and the Garmin smartwatch for an average of 90.60% and 90.42% of study time, respectively. App-based daily, weekly, every 2 weeks, and monthly surveys were completed on average 69.18%, 68.37% (range across different tasks 64.44%-71.86%), 72.86% (range across different tasks 72.42%-73.30%), and 68.82% (range across different tasks 68.05%-69.82%) of study time, respectively (Table 2). Every 2-week check-in phone calls were completed for an average of 75.62% of study time (Table 2 and Figure 3). The average check-in call length was approximately 14.5 minutes and ranged from 2 to 70 minutes. Measures scheduled on Fridays and Saturdays had consistently lower adherence compared to other days of the week. Average adherence was higher for the ResearchKit active tasks (80.59%) compared to the Cambridge Cognition tasks (56.49%). However, the ResearchKit tasks were integrated within the study app and were shorter in duration, while the Cambridge Cognition tasks had to be completed via an external web-based link, which may have contributed to lower adherence on these tasks. Weekly average adherence on daily app measures across age categories were similar, and not statistically significant ($F_3=0.20; P=.89$), although there was a trend where higher age categories demonstrated higher adherence on Oura Ring use ($F_3=2.49; P=.06$). Adherence across other sample characteristics was not explored owing to small sample sizes across categories.

Average adherence in the week after the joint participant-investigator Zoom call was held showed large increases for app-based daily surveys (82.93%), for Cambridge Cognition tasks (88.97%), and in Oura Ring use (97.89%).
### Table 2. Adherence rates by study activity.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Full study period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study app surveys, n</td>
<td>286(^a)</td>
</tr>
<tr>
<td>Daily survey(^b), %</td>
<td>69.18</td>
</tr>
<tr>
<td>Weekly surveys, %</td>
<td>68.37</td>
</tr>
<tr>
<td>Biweekly surveys, %</td>
<td>72.86</td>
</tr>
<tr>
<td>Monthly surveys, %</td>
<td>68.82</td>
</tr>
<tr>
<td>ResearchKit tasks, n(^c)</td>
<td>164</td>
</tr>
<tr>
<td>Cognitive active tasks, %</td>
<td>80.59</td>
</tr>
<tr>
<td>Cambridge cognition, n(^d)</td>
<td>289</td>
</tr>
<tr>
<td>Cognition tasks, %</td>
<td>56.49</td>
</tr>
<tr>
<td>ES(^e) check-ins, n</td>
<td>297</td>
</tr>
<tr>
<td>Biweekly check-ins(^f), %</td>
<td>75.62</td>
</tr>
<tr>
<td>Oura Smart Ring, n(^g)</td>
<td>296</td>
</tr>
<tr>
<td>Oura Ring use, %</td>
<td>90.60</td>
</tr>
<tr>
<td>On-shift wearable subarm, n</td>
<td>95</td>
</tr>
<tr>
<td>Garmin Smartwatch use, %</td>
<td>90.42</td>
</tr>
</tbody>
</table>

\(^a\)Excluding 11 participants who were Android users and unable to use the study app.

\(^b\)All study app survey completion calculations exclude 12 participants (11 retained) with Android sensors who have no study app data.

\(^c\)ResearchKit active tasks were switched to Cambridge Cognition tasks on July 6, 2020; therefore, some participants did not receive at least 1 ResearchKit tasks as reflected by a smaller study sample size.

\(^d\)The higher sample size reflects a few Android users who were able to access the web-based Cambridge Cognition links.

\(^e\)ES: engagement specialist.

\(^f\)Of the 297 retained participants, 2 completed 0 check-ins.

\(^g\)One retained participant never synced their ring to the app.
Engagement Impact on Adherence
Although this study was not designated to explicitly test different aspects of the engagement approach on study acceptability and experience, to explore whether study-related events had an impact on adherence, weekly average adherence on active daily app-based surveys in participants enrolled prior to the joint participant-investigator Zoom call, and therefore had the opportunity to participate (n=246), and participants enrolled after the Zoom call, and therefore did not participate (n=39), were calculated. As seen in Multimedia Appendix 1, Figure S3, participants who were enrolled later in the enrollment period and did not have the opportunity to participate in the joint investigator-participant Zoom call showed lower weekly average adherence (mean 0.66, SD 0.22) on daily app-based tasks compared to those enrolled prior to this meeting (mean 0.71, SD 0.21); although, this was not statistically significant over study time ($F_{1}=3.06; P=.81$; Multimedia Appendix 1, Table S2).

Learning by Doing: Insights Learned During Study Follow-up
Knowledge was gained from the check-in calls with engagement specialists and from the engagement specialists themselves through discussions with participants that fueled insights into study improvements. The insights learned can be found in Multimedia Appendix 1, Table S3. Protocol changes implemented can be found in Multimedia Appendix 1, Table S4. Key themes centered on were privacy (particularly on the surveillance nature of some app features (eg, RescueTime), usability, perceived utility, and knowledge of how to interpret sensor readouts, particularly the objective data (eg, heart rate and heart rate variability). Dedicating check-in calls to explain the purpose of individual measures and how data are used by third-party apps helped with these challenges. Although not an initial purpose of check-in calls, in discussing stress and symptom experience with participants, these calls also served as an outlet for some participants to discuss with someone outside their place of employment their COVID-19 frontline experience. Accordingly, these calls may have produced an inadvertent interventional effect.

Discussion
Main Findings
This study tested the feasibility of a participant-centered digital health study with a daily burden of 10 to 15 minutes in frontline health care workers. We found support for the feasibility and acceptability of this approach with 81% (n=297) retention, while average adherence for wearable sensor use and daily app-based assessments was approximately 90% and 70% of study time, respectively. This contrasts to typical reported retention and
adherence rates in digital medicine studies that tend to be lower than 50% [6] and that had much lower daily burdens, although the underlying populations of these studies are different, which makes direct comparisons difficult. In addition to high retention and adherence, the collection of large volumes of objective data alongside contextual self-reported subjective data was able to collect what is often missing from the light touch digital health study.

The COVID-19 pandemic has highlighted the increasing importance of being able to operate, communicate, and conduct research remotely and digitally. Yet, historically remote digital studies have been hampered by low retention and engagement of participants. This poses obvious challenges for the usability and generalizability of digital data and is also an early warning signal. Poor engagement at the research phase provides clues into the challenges we will face at the health care implementation phase. The engagement approach developed here involved three components: (1) supportive check-in calls with engagement specialists during follow-up, (2) a learning-by-doing approach that leveraged direct feedback from participants collected during check-ins to fuel real-time study improvements and participant experience, and (3) new study features and a virtual investigator-participant event. Findings from this feasibility study suggest these patient-centered strategies offer enough value to sufficiently engage participants without monetary/reward-based incentives. Although participants were offered to keep their Oura Ring and Garmin watch at the end of participation, no monetary incentives or point-based rewards systems were used. Both the increase in adherence after the joint participant-investigator Zoom call and higher daily adherence among those with the opportunity to participate in the Zoom call suggests that potential self-awareness and benefit from the sensors alone are not the only reason for sustained adherence to protocols. Further, this approach enabled the collection of rich objective measured data alongside participant self-reported subjective data. The common light touch digital health study often lacks adequate contextual self-reported subjective data to ground and validate the objectively collected information, which poses challenges in interpreting the data. These findings suggest that engaging participants in the appropriate way can enable a high burden study and the subsequent collection of needed contextual self-reported subjective data.

Digital sensors that can return symptoms back to the user enable a two-way learning experience in which participants learn about themselves in real time and provide insights to researchers, in contrast to traditional methodologies that collect data from participants in blind or shielded ways, where the data are then unveiled at the end of the study. The former enables accelerated learning at the pilot research phase: a learning-by-doing approach that leverages digital tools to enable participants to actively partake in and shape their digital research experience through tracking their own health data and discussing these data with study investigators in real time. However, the impact of tracking objective measures of health is largely unknown in terms of how being enabled to track personal objective data impacts the user. Further, wearable sensor companion apps have embedded nudges and prompts to shift behavior based on the collected data. Some participants noted frustration with both the returning of the Oura Ring collected symptom summaries and associated feedback prompts, as these were nonactionable, particularly in a health care professional population. On the contrary, others viewed these returned symptoms and nudges positively. Commonly, participants noted a desire to have more knowledge about interpreting the sensor readouts and were curious about other participants’ data. Beyond digital literacy, there is complex knowledge and support required in the use of digital tools for stress and health tracking. The field is in an early phase of understanding how individuals from diverse populations will interact with digital technologies at home and in everyday life that will be needed for the successful implementation of digital approaches into health systems and for their use in transforming individualized care. Support in the use of these tools is a current gap. The notion of a digital expert or counselor, not dissimilar to genetic counselors and like the engagement specialists used here, may be one approach to bridge this gap both for digital research and digital health care.

Limitations

The study population included predominantly White health care professionals who are nonrepresentative of non-White and non–health care provider populations in having higher than average knowledge of research and higher health literacy. It is unclear how the engagement approach might generalize in other populations. On the other hand, this population is a busy, high-stress population. In light of this, one could argue that this particular population would be difficult to engage in a high-friction study owing to work-life constraints. A nonprobability sample was included; therefore, selection biases may be present where participants enrolled may be more likely to engage or have interest in the use of wearable sensors for health tracking compared to those who were uninterested. A control group of participants who did not receive the adjacent engagement strategy were not included; therefore, we cannot imply causality of this approach or parse the different possible drivers of success on retention and adherence results. Further, the cost of the Oura Ring and Garmin Smartwatch is high (>US $500). Although no monetary incentives were offered, the opportunity to keep these devices could have impacted willingness to retain and adhere to protocols.

The participant-centered learning-by-doing approach used here worked well for a feasibility study where the primary purpose is to learn about how well a methodology or a tool will work for health-related purposes. However, these approaches may not be well suited to other types of studies that require more controlled data collection such as in randomized controlled trials. Enabling participants to track their own health outcomes while they are under study may increase risk of bias in the controlled study context through participants’ awareness of symptoms, particularly through companion app nudges and prompts. Although, this hallmark challenge in traditional controlled studies largely reflects a risk to altering perceptions of the outcome of interest, which is how symptoms are traditionally measured. In the context of enabling individuals to be aware of their own measured objective signs of stress and disease, the importance of this traditional challenge becomes less clear. An additional possibility is that the implemented
engagement approach may have produced a positive interventional effect from either the returned symptoms or the every 2-week check-in calls, which could modulate the stress signal in the data.

Additional challenges of this approach encompass a time burden on researchers and staff. Both investigators and staff were highly engaged during the study follow-up. Each check-in call took on average 15 minutes, with some calls taking as long as an hour. However, in the context of traditional research, where research staff conduct in-person assessments and manually enter data, it remains unclear how much extra time burden this approach actually produces. This learning-by-doing approach may also be difficult to implement depending on research ethics board review timelines. The institutional review board used here enabled rapid review of modifications enabling quick and efficient amendments to the protocol. Finally, this approach may not be scalable for large digital health studies, and it is unclear how effective it might be in other populations.

**Future Directions**

Future work should test different aspects of these types of digital engagement approaches in controlled settings, including control groups of financial incentives only and no incentives, to further determine their effectiveness across different populations. Further, the impact (benefits and harms) of returning objective measures of health require more interrogation. As for increasing understanding of stress detection from wearable-based technologies, other researchers are encouraged to access the Stress and Recovery data that will be hosted on the Synapse at Sage Bionetworks (available in December 2021) to progress this field.

**Conclusions**

Digital technologies could facilitate a new era of participant-driven models in research and medicine [56]. As datafication [57], the process of digitizing most aspects of human life, continues to intensify, the need to incorporate insights from the individuals who are the source of those data grows increasingly important. A common shortcoming of the light touch digital health study is lacking adequate ground-truth data in the form of participant-reported subjective information. Given the early state of this field, ground truths to validate measurements of health are important yet are so often missing. Although statistical power is important, it is unclear whether an increase in the study size can counter the benefits seen from the depth of collecting additional contextual information. Incorporating a learning-by-doing digital approach facilitates a closed-loop research process whereby participants can offer rich self-reported context for objectively measured data, while researchers can learn in real time and offer knowledge and support back to participants. For this to work, trust and respect between participant and researcher is essential, as it should always be and could serve as a model to be leveraged for the implementation phase of digital medicine.
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Abstract

Background: Revisits within 30 days to an emergency department (ED), observation care unit, or inpatient setting following patient discharge continue to be a challenge, especially in urban settings. In addition to the consequences for the patient, these revisits have a negative impact on a health system's finances in a value-based care or global budget environment. LifeBridge Health, a community health system in Maryland, United States, implemented an automated mobile patient engagement application as part of our enterprise-wide digital health strategy to improve patient engagement and reduce revisits to the ED.

Objective: The aim of this paper was to evaluate the effectiveness of a customized automated digital patient engagement application (GetWell Loop) to reduce 30-day revisits after home discharge from an ED.

Methods: The LifeBridge Health Innovation Department and ED staff from 2 participating health system hospitals collaborated with GetWellNetwork to customize their patient engagement application with automated check-in questions and other on-demand resources (eg, streaming content explaining aspects of self-care during COVID-19). An application link was emailed to adult patients discharged home from the ED. A study of ED visits for patients treated for general medicine and cardiology conditions between August 1, 2018, and July 31, 2019, was conducted using CRISP (Chesapeake Regional Information System for our Patients), Maryland's state-designated health information exchange. We also used data within GetWell Loop (GetWellNetwork) to track patient activation and engagement. The primary outcome was the number of ED patients who experienced a 30-day revisit and who did or did not activate their GetWell Loop account. Secondary outcomes included the overall activation rate and the rate of engagement as measured by the number of logins, alerts, and comments generated by patients through the application. Bivariate analysis comparing outcomes among patients who activated the GetWell Loop application to patients who did not was conducted using the Fisher exact test. Multivariate logistic regression modeling with elastic net regularization was also performed to account for potential confounders and potential collinearity of covariates.

Results: During this 1-year study, 1062 (27.4\%) of 3866 of all emergency patients treated for general medicine or cardiology conditions, who received an invite to use the digital application, activated their account. The patients discharged from the ED, who were treated for general medicine conditions (n=2087) and who activated their GetWell Loop account, experienced a 30-day revisit rate of 17.3\% (n=101) compared with 24.6\% (n=369) for those who did not activate their account (P<.001). Of the patients treated for cardiology conditions (n=1779), 12.8\% (n=61) of those who activated their GetWell Loop account experienced a 30-day revisit compared with 17.7\% (n=231) of those who did not activate their account (P=.01). The significance of these findings persisted after adjustment for confounding variables including age, race, sex, and payor in logistic regression modeling (adjusted odds ratio 0.75, 95\% CI 0.62-0.92; P=.006).
Conclusions: Our results suggest that a significant percentage of patients are willing to utilize a digital application following ED discharge to better engage in their own care, and that usage of such digital applications may significantly reduce 30-day revisit rates. LifeBridge Health’s experience demonstrates that health care systems can leverage automated mobile apps to improve patient engagement and successfully impact clinical outcomes at scale.

JMIR Form Res 2021;5(12):e17839 doi:10.2196/17839

KEYWORDS
patient engagement; value-based care; digital health; mobile app; automation; readmission; revisit; emergency department

Introduction

Patients who are more actively engaged in their health care experience are more likely to demonstrate better health outcomes and incur lower costs. However, encouraging patients to engage in their health care outside of the clinic can be a challenge. Follow-up communication and adherence to postdischarge instructions are often inconsistent, leading to care gaps and preventable readmissions [1-4].

Revisits within 30 days to an ED, observation care unit, or inpatient setting following patient discharge continues to be a challenge, especially in urban settings. In addition to the consequences for the patient, these revisits have a negative impact on a health care system’s finances in a value-based care or global budget environment [5,6].

Mobile apps can help physicians more effectively engage patients outside of acute care settings. Reed et al [2] reported that patients with diabetes and other multiple chronic conditions who connected to health resources via smartphones, tablets, or computers were more likely to be in regular touch with their primary care providers and less likely to be hospitalized. Other groups have demonstrated that offering consumers secure messaging with their providers and the ability to make appointments and view their lab results on mobile devices all led to greater engagement levels [7,8].

Our primary study objective was to evaluate the effectiveness of GetWellLoop to reduce 30-day revisits after home discharge from the emergency department (ED) setting. This study was conducted by the Emergency and Innovation departments of LifeBridge Health, a community health system in Baltimore, Maryland, and implemented at 2 of our hospital EDs—Sinai Hospital of Baltimore and Northwest Hospital Center. Our secondary objectives were to assess patients’ willingness to adopt and utilize this technology. Our target adoption rate for the GetWellLoop application was 25% based on the previous efforts by the LifeBridge Health clinical call center as well as the activation and utilization rates of GetWellLoop at other health systems [9-12].

This study examined a digital health intervention to promote continuous patient support and aimed at reducing the number of revisits to the emergency room following discharge. The intervention consisted of a customized version of an already-existing patient engagement application, which was offered to all patients discharged from 2 LifeBridge Health emergency departments. Our hypothesis was that the use of an automated digital patient engagement application would significantly reduce ED revisits as a result of improved patient engagement and education, as well as more frequent check-ins and alerts. GetWell Loop prompts the user to log in to the application to answer questions, receive information, and view content at designated time periods following a specific event. These features are programmed ahead of time and are unique to each individual clinical event. For our study, the clinical event of interest was discharge to home following an ED outpatient encounter.

Methods

Design

The intervention studied was a web-based application prompting patients to “check in” for a defined period of time after a visit to the ED. The study population comprised adult patients who returned home from Sinai or Northwest hospitals after an outpatient ED visit related to a well-defined set of conditions described below. The specific web application studied was GetWell Loop. An interdisciplinary team, including both clinical and administrative staff and leaders from Sinai and Northwest hospitals, created an “ED Discharge Care Plan,” which included a specific set of questions, resources, and a checklist.

All patients discharged directly home after an ED visit were eligible to use the platform regardless of the reason for treatment. Therefore, the components of the study intervention were designed to apply to all patients treated in the ED with a focus on primary care, given that nearly 25% of the patients treated in the Sinai and Northwest EDs were treated for general medicine and cardiology conditions. To account for this focus, as well as to control for any impact due to a patient’s underlying medical condition, the study analysis was limited to those patients treated for general medical and cardiology conditions. In addition, those whose visit led to an inpatient admission were also excluded from this study, as additional modules and content were often added to the intervention in those cases that might further confound the analysis. Figure 1 represents the population enrolled and the specific population analyzed in this study.

The team identified on which postdischarge day each component of the intervention should be delivered to the patient (the cadence), using the discharge date as a reference date (Table 1). The “ED Discharge Care Plan” was designed to stay active for 5 days postdischarge. GetWellNetwork support staff assisted in customizing their software to embed the “ED Discharge Care Plan” in their GetWell Loop platform and automate the delivery of the questions and content through their application. The GetWellNetwork did not fund this study nor were its staff used for any follow up with patients engaging through the platform.
Figure 1. Population enrolled on the GetWell Loop application and focus population studied.

Table 1. Check-in questions, resources, and checklists with associated cadence included in the “ED Discharge Care Plan.”

<table>
<thead>
<tr>
<th>Check-in questions</th>
<th>Days after discharge the questions were scheduled to be sent to the patient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welcome message after ED discharge</td>
<td>1</td>
</tr>
<tr>
<td>If you were given a prescription, do you have any questions about how to take your medications, such as which pills to take or how many times a day?</td>
<td>1</td>
</tr>
<tr>
<td>If you were given a prescription to fill, have you been able to fill it?</td>
<td>1</td>
</tr>
<tr>
<td>Since you visited the emergency department, do you feel your main problem has improved, stayed the same, or worsened?</td>
<td>1</td>
</tr>
<tr>
<td>Do you have any questions about your home care instructions?</td>
<td>1</td>
</tr>
<tr>
<td>Do you have a follow-up appointment?</td>
<td>1</td>
</tr>
<tr>
<td>Do you have any questions about the discharge instructions you received?</td>
<td>1</td>
</tr>
<tr>
<td>Please tell us how satisfied you were with your recent LifeBridge hospital visit?</td>
<td>2</td>
</tr>
<tr>
<td>How satisfied are you with using this application?</td>
<td>5</td>
</tr>
</tbody>
</table>

Resources

Concerning symptoms after ED visit
Managing your follow-up appointments
Taking charge of your medications

Checklists

Pick up prescriptions

aED: emergency department.

Each question was standardized with a specific answer choice, and each answer choice was identified by the implementation team to trigger a yellow alert, red alert, or no alert. The application also allowed patients to submit free text comments...
and questions along with answers to standardized questions. All alerts and comments were highlighted in real time by the GetWell Loop software through a clinical dashboard that was monitored during business days and business hours by agents at LifeBridge Health’s clinical call center. Yellow alerts were acted upon within 1 business day, red alerts were handled within an hour, and free-text comments and questions were prioritized individually after triage by the clinical call center staff. The agents in the call center followed up with patients addressing their needs and concerns with a primary focus towards connecting patients with community resources (ie, primary care physician, community pharmacist, etc). Communication with the patient was made either directly through the application or by telephone.

An interface between LifeBridge Health’s electronic health record (EHR; Cerner) and the application was implemented in order to auto-enroll patients on the application and initiate the “ED Discharge Care Plan.” Enrollment occurred immediately after the patient was discharged. Once enrolled, a user account for the GetWell Loop software was created for each patient, and an invite was emailed the following morning at 5 AM EST, prompting the patient to activate their account and verify their identity. Each patient was required to activate their account after enrollment in order to utilize the application and initiate the automated check-in process. The GetWell Loop software is available to the patient as both a web-based application and as a formal app that may be downloaded on a smartphone.

Once the patient activated their account, the “ED Discharge Care Plan” was initiated, and the first set of check-in questions was presented. The patients continued to receive emails autopopulated by the software to check in based on the configured intervals for each question. Reminder emails were submitted to patients who had not activated their account or missed a check-in. The application is HIPAA (Health Insurance Portability and Accountability Act)-secure and is tied to the patient’s EHR number. All communication activity documented by either a care provider or patient within the application was interfaced to the EHR and recorded within the patient’s formal electronic medical record.

Eligibility Criteria

Adult patients (aged 18+ years) discharged home, with a valid email address entered in their record in the EHR, were enrolled. There were no exclusions made based on diagnosis for treatment, patient secondary diagnoses, or any other factor. Patients with an invalid email address or with “bounce backs” to the system were excluded from the study.

Program Start

The patients were enrolled starting July 18, 2018, and continued through July 31, 2019. All ED staff including physicians, nurses, and registrars were educated with a focus on email collection and informing the patient at discharge. Brochures regarding the software were made available in the ED waiting areas, and a digital poster describing the program was included on all digital displays in the ED.

Data Extraction and Measurement

The primary intervention was measured by the activation rate defined as the percentage of those invited who activated their account. This information was captured within the GetWell Loop platform.

To analyze the impact on 30-day revisits, CRISP (Chesapeake Regional Information System for our Patients), Maryland’s state-designated health information exchange was leveraged. The CRISP database was used to identify those ED visits in which a study patient experienced an emergency department visit, inpatient admission, or observation stay at any Maryland facility within 30 days of discharge. The CRISP database does not include visits to a primary care practice or urgent care facilities. The CRISP reporting system also provided diagnostic category groupings for each ED visit, which allowed the identification of each general medicine and cardiology encounter for analysis. CRISP uses 3M’s proprietary Enhanced Ambulatory Patient Grouping System to perform this task.

Information from the EHR was combined with the GetWell and CRISP data. These elements included patients’ age, sex, race, primary insurance, and primary diagnosis. The patients’ primary insurance was grouped according to the State of Maryland’s Health Services Cost Review Commission requirements (ie, Medicare, Medicaid, Medicaid Managed Care, etc).

The date range used for analysis was the 1-year period beginning on August 1, 2018, and ending on July 31, 2019. Any patient who was discharged home and experienced a visit to a Maryland emergency department within 30 days of discharge or who was admitted as an inpatient or observation patient to any Maryland hospital within 30 days of discharge was considered to have experienced a 30-day revisit. The intervention group was defined as those patients who activated their GetWell Loop account and completed the “ED Discharge Care Plan,” regardless of whether they finished all of the modules and regardless of the degree of engagement in the platform.

Statistical Analysis

Descriptive statistics were computed to characterize the study sample on key demographic characteristics including age, race, sex, and payor status. Bivariate analysis evaluating unadjusted associations between activation of the app and revisit rate was estimated utilizing a Wald chi-square test and a Fisher exact test. Multivariate logistic regression models were also constructed to adjust for potential confounders including age, sex, race, payor status, visit type, and primary diagnosis condition. Elastic net regularization was applied to account for potential collinearity among covariates in the regression models. General medicine and cardiology cohorts were defined based upon the service line groupings in the CRISP data set. Statistical significance was defined as P<.05. Statistical analyses were conducted in SAS (version 9.4.1, SAS Institute Inc).

Results

A total of 3866 patients treated for general medicine (n=2087) and cardiology conditions (n=1779) invited to use GetWell Loop were studied to assess the impact of the application on 30-day revisit rates (Table 2). Combined, this group of patients
represented 3866 (22.4%) of the 17,272 total population invited to use the application and 1062 (24.5%) of the 4337 of the total population who activated their account. A total of 577 general medicine patients (28% of the total general medicine patients) and 477 cardiology patients (27% of the total cardiology patients) activated their accounts. The average age, sex, and primary payor classification for the cardiology and general medicine patients invited to use the application are listed in Table 2. There was no age difference found between cardiology patients who did not activate their account and those who activated their account ($P = .64$). The age of general medicine patients who activated their account (mean 52 years, SD 18.2) was greater than the age of those who did not activate their account (mean 50 years, SD 18.8; $P = .02$). There was a significantly greater proportion of female patients activating their account in both cardiology and general medicine populations ($P = .03$ and $P = .02$, respectively). A lower proportion of patients with Medicaid insurance activated their account, and there was no difference found in the activation rate for Medicare patients. African American patients activated their account much less frequently ($P < .001$) while White patients activated their account much more frequently ($P < .001$).

Table 2. Descriptive statistics for cardiology and general medicine emergency department patients enrolled on GetWell Loop, comparing those activating their account to those not activating their account.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>All patients or all conditions invited to use application</th>
<th>All patients or all conditions activating their account</th>
<th>Cardiology patients not activating their account</th>
<th>Cardiology patients activating their account</th>
<th>$P$ value$^a$</th>
<th>General medicine patients not activating their account</th>
<th>General medicine patients activating their account</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, n</td>
<td>17,272</td>
<td>4337</td>
<td>1302</td>
<td>477</td>
<td>__$^b$</td>
<td>1502</td>
<td>585</td>
<td>—</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.1 (17.7)</td>
<td>45.7 (17.4)</td>
<td>49.5 (16.8)</td>
<td>49.1 (15.9)</td>
<td>.64</td>
<td>49.85 (18.8)</td>
<td>52.03 (18.2)</td>
<td>.02</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>11658 (67.5)</td>
<td>3145 (72.5)</td>
<td>830 (63.7)</td>
<td>330 (69.2)</td>
<td>.03</td>
<td>955 (63.6)</td>
<td>404 (69.1)</td>
<td>.02</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>13430 (77.8)</td>
<td>3131 (72.2)</td>
<td>1039 (79.8)</td>
<td>349 (73.2)</td>
<td>.004</td>
<td>1135 (75.6)</td>
<td>390 (66.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>White</td>
<td>3031 (17.5)</td>
<td>973 (22.4)</td>
<td>196 (15.1)</td>
<td>109 (22.9)</td>
<td>&lt;.001</td>
<td>291 (19.4)</td>
<td>154 (26.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Multiple</td>
<td>267 (1.5)</td>
<td>78 (1.8)</td>
<td>21 (1.6)</td>
<td>7 (1.5)</td>
<td>.99</td>
<td>26 (1.7)</td>
<td>13 (2.2)</td>
<td>.47</td>
</tr>
<tr>
<td>Declined to answer or unknown</td>
<td>250 (1.4)</td>
<td>77 (1.8)</td>
<td>17 (1.3)</td>
<td>2 (0.4)</td>
<td>.12</td>
<td>28 (1.9)</td>
<td>13 (2.2)</td>
<td>.60</td>
</tr>
<tr>
<td>Asian</td>
<td>178 (1.0)</td>
<td>51 (1.2)</td>
<td>19 (1.5)</td>
<td>9 (1.8)</td>
<td>.52</td>
<td>15 (1.0)</td>
<td>11 (1.9)</td>
<td>.12</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>64 (0.4)</td>
<td>18 (0.4)</td>
<td>5 (0.4)</td>
<td>1 (0.2)</td>
<td>.99</td>
<td>2 (0.1)</td>
<td>3 (0.5)</td>
<td>.14</td>
</tr>
<tr>
<td>Native Hawaiian, other Pacific Islander</td>
<td>52 (0.3)</td>
<td>9 (0.2)</td>
<td>5 (0.4)</td>
<td>0 (0)</td>
<td>.99</td>
<td>5 (0.3)</td>
<td>1 (0.2)</td>
<td>.99</td>
</tr>
<tr>
<td>Payor, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial or other payor</td>
<td>7538 (43.6)</td>
<td>1927 (44.4)</td>
<td>546 (41.9)</td>
<td>249 (52.2)</td>
<td>&lt;.001</td>
<td>465 (31.0)</td>
<td>259 (44.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medicaid payor</td>
<td>6141 (35.6)</td>
<td>1301 (30.0)</td>
<td>377 (29.0)</td>
<td>117 (24.5)</td>
<td>.07</td>
<td>500 (33.3)</td>
<td>130 (22.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medicare payor</td>
<td>3593 (20.8)</td>
<td>849 (19.6)</td>
<td>311 (23.1)</td>
<td>96 (20.1)</td>
<td>.10</td>
<td>444 (29.6)</td>
<td>170 (29.1)</td>
<td>.82</td>
</tr>
</tbody>
</table>

$^a$P value calculated using the Welch 2-sample $t$ test (age), chi-square test (sex), and Fisher exact test (payor, race).

$^b$Not applicable.

A multivariate logistic regression model was constructed to assess the impact of the intervention while adjusting for age, sex, race, primary payor, and primary diagnosis condition (general medicine or cardiology). After adjustment for covariates, patients who activated the application were significantly less likely to have a 30-day revisit (odds ratio 0.75, 95% CI 0.62-0.92; $P = .006$).

Age, sex, and race were not found to have a significant impact on the 30-day revisit outcome. Medicaid and Medicare patients were more likely to have a 30-day revisit ($P < .001$ and $P = .02$, respectively). The patients treated for a cardiology condition compared with those treated for general medicine were found to be less likely to have a 30-day revisit rate ($P < .001$). The 30-day revisit rate for the general medicine subgroup who activated their GetWell Loop account was 17.3% (n=101) compared to 24.6% (n=369) of those who did not activate their account ($P < .001$; Table 3). For cardiology patients who activated their account, 12.8% experienced a 30-day revisit compared to 17.7% (n=231) of those who did not activate their account ($P = .01$). The percentage of check-in questions triggering the alert were as follows: follow-up appointment assistance (48%, n=917), prescription fill assistance (16%, n=306), discharge
Table 3. Number of patients (and the associated 30-day revisit rates) treated for a general medical or cardiology condition in the Emergency Department, who were invited to use the GetWell Loop application.

<table>
<thead>
<tr>
<th>Application usage or nonusage</th>
<th>Revisit within 30 days of discharge home, n</th>
<th>No revisit within 30 days of discharge home, n</th>
<th>Total, n</th>
<th>30-day revisit rate (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use of the application: general medicine patients</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of patients not activating their account</td>
<td>370</td>
<td>1132</td>
<td>1502</td>
<td>24.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of patients activating their account</td>
<td>101</td>
<td>484</td>
<td>585</td>
<td>17.3</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>471</td>
<td>1616</td>
<td>2087</td>
<td>22.6</td>
<td></td>
</tr>
<tr>
<td><strong>Use of the application: cardiology patients</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Number of patients not activating their account</td>
<td>230</td>
<td>1072</td>
<td>1302</td>
<td>17.7</td>
<td></td>
</tr>
<tr>
<td>Number of patients activating their account</td>
<td>61</td>
<td>416</td>
<td>477</td>
<td>12.8</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>291</td>
<td>1488</td>
<td>1779</td>
<td>22.6</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Strengths

The study benefitted from the use of many specific EHR data fields that are required for registration or for state reporting. Age, sex, race, primary payor, discharge disposition, and principal diagnosis are required state reporting elements and are reviewed at registration and during coding and billing. The email field is a required field during registration and includes an option for “none” or “patient refused.” These fields have been required elements for many years, and there were no new fields introduced in the EHR for this study.

The study also benefitted from automated enrollment on the platform based on these data fields. We did not have to rely on human intervention to specifically identify subjects for the study, meaning that any data-entry error and bias was applied across all potential candidates. All patient participants were invited to use the application in the same manner regardless of age, race, or socioeconomic status. We also limited our analysis to those patients who provided a valid email and thus invited to use the application rather than including all adult patients who returned home from their ED visit.

Our organization’s participation in Maryland’s health information exchange (CRISP) along with all other health systems in the state provided a robust and uniquely comprehensive data set for 30-day revisits. For several years, CRISP has been used to develop a model that links patient activity across all hospitals and their associated inpatient, ED, and observation care units leveraged for the analysis.

Limitations

There were several limitations to our study. Patient acuity, secondary diagnoses, and other comorbid and socioeconomic circumstances play a role in a given patient’s potential to revisit an ED or to be readmitted to a hospital within 30 days after discharge from an ED. The study controlled for acuity by analyzing only adult patients treated for similar conditions (cardiology and general medicine) with a similar discharge disposition (discharged home directly from the ED). Cardiology and general medicine conditions were based on clinical groupings, and there was no attempt to analyze per the 10th revision of the International Classification of Diseases or to factor in secondary conditions. In an effort to control for technology use by patients and their likelihood of using the application, the study focused only on those patients who were invited to use the application and thus had provided a valid email address at registration.

There was no analysis of or comparison to those patients who were not invited, nor was there any means to control for the patients’ access to the internet, a mobile device, or a computer that is required for using the application. During the study, there was only 1 known organization-wide effort that was introduced that might have impacted the results. The community care coordinators in the EDs at both hospitals in this intervention were engaging identified patients who were high utilizers of ED services and were following up with these patients by telephone after discharge to the community; this was a small percentage of the total ED population, and it is felt to be unlikely that this significantly impacted the results discussed above. Our study was not able to determine whether this subgroup was enrolled on the application, and if so, whether they activated their account. Our study was also not able to identify and control for any other characteristic differences between those patients who activated their account and those who did not, such as education, lifestyle, social determinants of health (housing, transportation, and substance abuse), and access to primary care providers.

Conclusion

The study revealed a statistically significant association between the use of the digital application and a lower revisit rate after discharge home. These results indicate the potential value of digital health applications to improve 30-day revisit rates.

The relative 30% lower revisit rate across both general medical and cardiology conditions sends a strong signal that the adoption of digital patent engagement tools can improve specific population-health outcomes and warrants further analysis to control for potential selection bias and chronic or comorbid conditions that may have additional patient acuity, which in...
turn may have impacted this study. The results also demonstrate that a significant percentage of patients are willing to utilize web-based applications to proactively engage in their own care following discharge. LifeBridge Health’s experience demonstrates that health care systems can leverage automated mobile apps to improve patient engagement and successfully impact clinical outcomes at scale. Further research should focus on expanding clinical use cases, enhancing activation rates, and studying and addressing barriers to patient adoption (eg, the impact of social determinants of health) in order to ensure that these methods improve, rather than exacerbate, disparities in health outcomes.
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Abstract

Background: Web analytics is the measurement, collection, analysis, and reporting of website and web application usage data. While common in the e-commerce arena, web analytics is underutilized in graduate medical education (GME).

Objective: The University of Arkansas for Medical Sciences Department of Surgery website was revamped with input from in-house surgeons in August 2017. This study investigated the use of web analytics to gauge the impact of our department’s website redesign project.

Methods: Google Analytics software was used to measure website performance before and after implementation of the new website. Eight-month matched periods were compared. Factors tracked included total users, new users, total sessions, sessions per user, pages per session, average session duration, total page views, and bounce rate (the percentage of visitors who visit a site and then leave [ie, bounce] without continuing to another page on the same site).

Results: Analysis using a nonpaired Student t test demonstrated a statistically significant increase for total page views (before vs after: 33,065 vs 81,852; \(P<.001\)) and decrease for bounce rate (before vs after: 50.70% vs 0.23%; \(P<.001\)). Total users, new users, total sessions, sessions per user, and pages per session showed improvement. The average session duration was unchanged. Subgroup analysis showed that after the main page, the next 3 most frequently visited pages were related to GME programs in our department.

Conclusions: Web analytics is a practical measure of a website’s efficacy. Our data suggest that a modern website significantly improves user engagement. An up-to-date website is essential for contemporary GME recruitment, will likely enhance engagement of residency applicants with GME programs, and warrants further investigation.

(JMIR Form Res 2021;5(12):e29748) doi:10.2196/29748
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Introduction

Web analytics is the measurement, collection, analysis, and reporting of website and web application usage data. Web analytics has been used in many industries [1-3] to understand and optimize their websites by improving user engagement and stimulating traffic [2-5]. These tools facilitate the measurement of a website’s efficacy using metrics, such as the bounce rate, which is the percentage of users who visit a site and then leave (ie, bounce) without continuing to another page on the same site [6]. The bounce rate represents a website’s effectiveness in encouraging users to continue their visit beyond the first page.
A high bounce rate implies that users are uninterested in the site’s content or that the design is unsuitable for the user [8]. The bounce rate and other web analytical tools are underutilized in graduate medical education (GME).

The bounce rate and other similar web metrics are commonly utilized in e-commerce and web-marketing to identify user trends, improve website flow and usability, and ultimately boost web traffic. Examples of the contemporary use of web analytics would be an e-commerce website measuring user traffic during a sale or a holiday to see which items garner the most attention, a software company using page metrics to direct visitors to help forums or FAQ sections faster, an educational website tracking user data to more easily provide information on admissions or courses to its students, and a political campaign measuring a candidate’s website traffic after a debate [9].

A high bounce rate is concerning for a site because it means visitors do not browse through the entire site and do not get a comprehensive look at all it has to offer [6], which generally indicates that the site or page is not relevant to its visitors. The bounce rate has been described as the measure of a user’s satisfaction with a given page [10], and most businesses agree that pages with high bounce rates should be reworked to be more user-friendly, with the goal of making a user’s visits more frequent and longer in duration, thus lowering the bounce rate [3]. Similarly, lowering the bounce rate is generally associated with improved user engagement by allowing the user to explore more content in a pleasing and persuasive fashion [3]. Reciprocally, studies have also demonstrated that higher user satisfaction lowered the bounce rate [11]. A high bounce rate could be due to a multitude of factors, but is primarily attributed to an illogical navigation scheme, irrelevant and disorganized content, or faulty design [3]. Our website redesign project aimed to address all of these issues.

It is well established that residency applicants find a GME program’s website a valuable tool in determining where to apply, where to interview, and how to rank individual programs [12]. In 2003, Mahler et al showed that 96.5% of emergency medicine applicants used the web as a resource to investigate residency programs, and almost all of the applicants applied to programs they thought had the best website [13]. Many individual residency and specialty programs have subsequently evaluated their own websites, creating a vast amount of literature on the subject [12-26]. These studies add to the overall subject of human-computer interaction (HCI), where web analysis has been studied extensively [27]. These studies found that while many applicants use a program’s website to gather information, the sites themselves lack all of the content items applicants are looking for (eg, faculty research and resident biographies), leaving room for improvement [12-26]. The purpose of our website is multifold. It gives users an introduction to our department, lists the organizational infrastructure, provides information about faculty and their research endeavors, acts as a recruitment tool by providing demographic info about the program and its residents, serves as a resource for undergraduate students, and, in some cases, provides clinical practice guidelines.

Our study investigated the use of web analytics to gauge the impact of our institution’s Department of Surgery website redesign project, which was done in close collaboration with in-house surgeons. While website redesign has been extensively studied in HCI research for the last 30 years [27], it does not seem to be as extensively studied or used in the GME setting. To our knowledge, no previous study has used analytical data to evaluate a GME website and very few [18,24] completed a follow-up assessment after redesigning their website to determine if changes to the website were effective. The purpose of this study was to utilize web analytics to gauge the impact of our department’s website redesign project and prove with objective metrics that a fresh and up-to-date website will improve web traffic for a GME website and thus will improve a GME program’s exposure to prospective applicants and will potentially help with residency recruitment. The objectives of this study were to (1) examine and analyze user data for our department website before and after the redesign and (2) assess if the implemented changes improved user engagement, web traffic, and throughput. The goal of our project was to determine if a fresh and modern GME website can be used as an effective recruiting tool.

Methods

The Department of Surgery website for the University of Arkansas for Medical Sciences (UAMS) was redesigned during the summer of 2017 and launched on August 30, 2017. Using Google Analytics software, multiple variables were tracked to gauge the website’s performance. Google Analytics is a set of free online tools that track website visitors’ mouse clicks and information requests. The data gathered by Google Analytics can be used to see which pages on an organization’s website are the most popular or most accessed, what type of information visitors are interested in accessing, what path visitors take as they navigate to and away from an organization’s website, how much time they spend on the site, and a variety of other metrics [9]. These data are not stored on visitors’ computers and contain no personally identifiable information. Google Analytics works by having a website administrator attach code onto each server that hosts the web page, and begins tracking the page as soon as it is uploaded [9]. The Google Analytics code is easy to upload to a website’s server, and Google offers step-by-step instructions to facilitate implementation, making it an easily accessible option for any program that wants to track user or site metrics [9]. For our study, we examined monthly and aggregate user and webpage data to examine the effects of the redesign project. Data were compared for 8-month matched periods from January to August of 2017 and 2018, representing data from before and after the new site was launched, respectively. The months of September through December for each year were excluded to account for the seasonal effect of GME interviews adversely elevating website traffic.

The study population included all visitors to the website during the aforementioned time periods. No users were excluded. Users remained anonymous and were not individually tracked, and all collected data were completely deidentified.
The primary end-points examined were total page views and bounce rate. Secondary variables included total users, new users, total sessions, sessions per user, pages per session, and average session duration. The Google Analytics software package also provided a breakdown of the activity on each page of the website, allowing us to stratify which pages were the most heavily trafficked, and thus, which sections of the new website were the most popular among our users. An unpaired Student $t$ test was used to test for significant differences among our variables. Continuous variables were evaluated using GraphPad Prism Version 8.0.0 (GraphPad Software, Inc). The project received a nonhuman subject research exemption from the UAMS Institutional Review Board (IRB #249934).

### Results

After the departmental website redesign, improvements were observed in most of the tracked metrics, including both our primary end-points. A statistically significant increase in total page views ($P<.001$; Figure 1) and a statistically significant decrease in bounce rate ($P<.001$; Figure 2) were observed. There were also statistically significant improvements in the number of total users ($P<.001$; Figure 1), number of new users ($P<.001$; Figure 1), number of sessions ($P<.001$; Figure 1), average number of sessions per user ($P=.004$; Figure 3), and pages viewed per session ($P<.001$; Figure 3). The average session duration was unchanged. The chronological breakdown of total monthly page views for the 8-month matched periods preupdate and postupdate are shown in Figure 4.

**Figure 1.** Graph demonstrating significant increases in total users, new users, total sessions, and page views after the website update.

**Figure 2.** Graph demonstrating a significant decrease in the bounce rate after the website update.
Before the update, the top 5 most visited pages were (1) Home Page, (2) Our Residents, (3) General Surgery Residencies and Fellowships, (4) Residencies and Fellowships, and (5) Vascular Surgery. After the redesign, the top 5 most visited pages were (1) Our Residents, (2) Junior Clerkship Goals and Objectives, (3) Home Page, (4) Trauma Guidelines, and (5) Residencies and Fellowships.

**Discussion**

**Principal Findings**

After modernizing our department website, we noted significant improvements in virtually all tracked metrics. Utilizing Google Analytics, we were able to show a nearly 2.5-fold increase in the total number of page views and a statistically significant drop in our website’s bounce rate from 50.64% (N=10,634) to 0.23% (N=19,280) when comparing 8-month matched periods before and after the updated website was launched. Secondary analysis of the user data showed that the most commonly visited pages on the website were related to our undergraduate and graduate medical education programs.

Our previous department website received universally poor feedback for being outdated, incomplete, and difficult to navigate. Based on an institution-wide initiative to update the UAMS web presence, we performed a total overhaul of the Surgery Department website to improve the organization, flow, usability, and multimedia component of the site through the addition of pictures and videos. The principles used to guide the redesign were related to optimization of web content, frequent and consistent content updates, improving content accessibility and responsiveness, search engine optimization, and maintaining institutional branding. Overall, the new website’s content follows the Web Content Accessibility Guidelines (WCAG) 2.1 standard, which provides guidelines for the way content is presented on a website (e.g., the way graphics and colors are used, column width, moving elements, text size, etc). Our website redesign plan allowed us to switch website templates to the new standard, which also presented an opportunity to update its content. Responsiveness is the ability of a site to adjust to different resolutions and devices in real time, for example, zooming in and out of the website on a mobile device. Older websites, including our previous website, are static and thus unable to accommodate for these differences, leading to a less favorable user experience. Our updated website, using the new WCAG 2.1 standards, is much better able to handle these differences, providing a more fluid user experience.

**Figure 3.** Graph demonstrating an increase in pages per session and similarity between sessions per user.

**Figure 4.** Graph comparing page views between 8-month matched periods before and after the website update.
Search engine optimization is the process of maximizing the number of visitors to a particular website by ensuring that the site appears high on the list of results returned by a search engine, such as Google and Yahoo. Search engine optimization is affected by the code of the template used to create the website, specific webpage content, and site organization. Branding refers to the overall theme used on a given site. Newer web templates are more stringent about the use of colors and logos in order to keep things consistent, reduce variation from page to page, and maintain the brand throughout a given website.

Some of the specific changes we made included the following: a detailed breakdown of each division within the department, including a comprehensive list of faculty within each division with titles and links to clinical bios; descriptions of each division’s current priorities, initiatives, and research endeavors with specific divisional guidelines in some cases; and a dedicated section for medical students, with detailed information on the M3 junior clerkship, M4 surgery electives, M4 surgery honors course, and Summer in Surgery program, an innovative program geared toward M1 students interested in pursuing a career in surgery. Regular prospective updates are made to the new site every few months to ensure the information is up-to-date, including the addition of new faculty members, faculty research endeavors, new clinical and operational guidelines, department news, and divisional updates.

While there is a multitude of research in HCI analyzing web traffic, there is a paucity of research in examining GME websites, especially in medical education literature. Much of the research evaluating GME websites up to this point has been qualitative, comparing a particular site to a predetermined checklist of features, either chosen by the investigators [14-25] or suggested by residency applicants [12,13,26]. Little work has been done to investigate how improvements to a program’s website impact the user experience or applicant’s perceptions of a program, and to the best of our knowledge, no studies have taken a quantitative data-driven approach to this process. Web analytic software provides GME programs the means to objectively evaluate their websites and the effect any improvements may have on end-users, such as residency applicants. Prior studies have demonstrated that Google Analytics is an effective tool to assess web traffic on health sites. Pang et al used Google Analytics to assess desktop and mobile website traffic for a health channel website. They examined traffic over a 3-month period and found that the most heavily visited pages were not the home page and search results like they hypothesized, concluding that website owners should examine their own web traffic to tailor their designs to their users’ diverse needs, search approaches, and behaviors [28]. They also examined users’ outgoing pages, which varied from the home/search page to other specific content pages, but they were not able to determine why they left the site on those pages (eg, the user found all the information, the user is going to look on another site, etc) [28].

Prior studies have evaluated GME websites in almost every specialty [12-25]. Embi et al published one of the first studies to show a program’s website is a critical tool for GME recruitment [12]. They surveyed a large cohort of residency applicants to a single internal medicine program and determined that internet-based tools were more viable options for information delivery than paper resources, such as printed brochures. They reported that 80% of applicants used websites to help decide where to apply, 69% used websites to determine where to interview, and 36% used websites to help rank order programs for The National Resident Matching Program [12]. Mahler et al surveyed emergency medicine residency applicants and showed that online information from programs’ websites influences an applicant’s decision by highlighting aspects of the program that are pertinent to the applicant and making them easy to find; 40% of applicants rated an easily navigated website as “very” or “moderately important” to their decision-making process [13]. They hypothesized that an easily navigated complete website may improve recruitment to emergency medicine residency programs.

Our study found that after the redesign, there was a significant increase in web traffic to the website. Google Analytics software showed improvements in virtually all tracked metrics, including total page views, total users, new users, sessions, sessions per user, pages viewed per session, and most importantly bounce rate. We suspect that the improved metrics of the new site are due to better flow and organization, ease of navigation, and being much more user friendly. The significance of this tremendous drop in the bounce rate cannot be understated. Prior to the redesign, approximately 50% of users visited the first page and immediately left (“bounced”), not interacting with any other portion of the site, and after the update, only 0.23% of all users bounced, meaning 99.77% of users visited a subsequent page on the site. While we cannot directly attribute the improved website metrics to any particular change and, at present, cannot directly tie the improved web traffic to improved residency recruitment, based on feedback about the old site from students, residents, and faculty, we postulate that the new website’s ease of use and fresh look played a very direct role in improving user experience and user engagement, as evidenced by the tremendous drop in the bounce rate. We hypothesize that this improved user engagement and web traffic will ultimately translate downstream to improved GME recruitment, which is the focus of the next phase of this project.

Based on the above data, we believe the implications for GME are clear. As e-commerce sites must attract new users (ie, shoppers) to make sales, GME programs must make themselves attractive to residency applicants (ie, “the consumer”). The program or department website is often the first contact a visitor has with a program and its first opportunity to sell itself to the prospective applicant; thus, having a well-designed and visually appealing website is essential to making an impactful first impression, particularly for someone who is not familiar with the program. An easy-to-use website with an abundance of information applicants are looking for gives a program credibility and makes it more appealing to the “buyer” (ie, the applicant). We predict this positive first impression could help persuade applicants to think more favorably about a program, particularly those they may not have otherwise considered. We hypothesize that programs with a modern website will improve their web metrics, which will translate to increased engagement of users with these programs and enhanced opinions of the programs by applicants. For programs that focus attention on...
their web presence and utilize web analytics in this way, we theorize this will ultimately lead to improved match rates and matching of preferred applicants. Based on our experience, we believe that using web analytics to track user data is an important but underutilized tool that can help GME programs identify areas of weakness and optimize their web presence to make themselves more marketable to prospective GME applicants. Without a focused and deliberate effort in this regard, contemporary GME recruitment is inadequate. We believe that a program with a modern website that focuses attention on web presence and utilizes web analytics will improve metrics, which will translate to increased user engagement, enhanced opinions of these programs by applicants, and ultimately improved match rates and matching of preferred applicants. With respect to our own GME program, the numbers of applicants to our program before the update were 773 (2016) and 996 (2017). After the update, we had 793 (2018), 871 (2019), and 1059 (2020) applicants (unpublished data). While there was no immediate boost in the number of applicants after the update, the number of applicants has steadily increased since then. This increase could be due to a number of factors, many of which are outside the scope of this study, but based on the improved web metrics of the new website and the results from a follow-up study we conducted surveying applicants to our program about their opinions and experiences with the new website, we firmly believe the new website played a positive role in driving applicant numbers up. In that study (N=121), the results of which have not yet been published, the majority (98.3%) of interviewees visited our department website before their interview day, the highest-rated features of our site were easy navigability and clean design (57.9%), the majority (64.5%) of applicants reported that the department’s website influenced their opinions of a program, and the majority (94.2%) of applicants reported that a well-developed user-friendly department website is an important factor in selecting a residency program (unpublished data).

In a previous study that assessed the quality of general surgery residency program websites for accessibility, ease of use, design, and content, among the 167 program websites evaluated, an average of 6 out of 16 content items were present and 6 out of 10 design principles were followed, when compared to established principles of website design and content [21]. To address this concern with our site, as part of the secondary analysis, we examined our usage data to track which subpages had the heaviest traffic and lowest bounce rates. Prior to the redesign, the most popular page on the site was the “Home Page,” followed by “Our Residents,” “General Surgery Residency and Fellowships,” “Residencies and Fellowships,” and “Vascular Surgery.” After the update, the most popular pages were “Our Residents,” “Junior Clerkship Goals and Objectives,” “Home Page,” “Trauma Guidelines,” and “Residencies and Fellowships.” Based on this analysis, it is readily apparent that the majority of visitors to the site are looking for information about our undergraduate and graduate medical education programs, which allowed us to tailor the site to the needs and desires of our users. The improved usability and updated information have helped increase traffic 2.5 fold, which we hypothesize will improve our ability to attract and recruit residency applicants. Previous studies have shown that what applicants prioritize on a program’s website varies between specialties, so we suggest that GME programs should survey their applicant pool to determine where to focus their attention and use web analytic tools to follow user traffic and bounce rates. By doing so, they can optimize their web presence and leverage their department and program websites as powerful recruiting tools to attract prospective applicants. For all these reasons, we feel strongly that an organized and up-to-date department or program website is an essential component of contemporary GME recruitment.

Limitations
One limitation of our study is that we did not directly survey visitors to gauge their opinions about our website in real time. While there were significant improvements in virtually all of our tracked data points after the update, which we attribute to the improved website design, this study did not determine which specific changes were responsible for the improved traffic. We also cannot say with certainty that the changes to the website were responsible for the improved user traffic, but we have no other plausible explanation for this other than the updated website.

Conclusion
Web analytics is a quick and practical measure of a website’s efficacy. Our data suggest that a fresh and modern website significantly improves user engagement, web traffic, and throughput. Based on these data, we hypothesize that a polished and up-to-date website is essential for contemporary GME recruitment, will enhance engagement of residency applicants with GME programs, and warrants further investigation.
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Abstract

Background: The incidence of mental health problems in children and adolescents in the United Kingdom has significantly increased in recent years, and more people are in contact with mental health services in Greater Manchester than in other parts of the country. Children and young people spend most of their time at school and with teachers. Therefore, schools and other educational settings may be ideal environments in which to identify those experiencing or those at the risk of developing psychological symptoms and provide timely support for children most at risk of mental health or related problems.

Objective: This study aims to test the feasibility of embedding a low-cost, scalable, and innovative digital mental health intervention in schools in the Greater Manchester area.

Methods: Two components of a 6-week digital intervention were implemented in a primary school in Greater Manchester: Lexplore, a reading assessment using eye-tracking technology to assess reading ability and detect early atypicality, and Lincus, a digital support and well-being monitoring platform.

Results: Of the 115 children approached, 34 (29.6\%) consented and took part; of these 34 children, all 34 (100\%) completed the baseline Lexplore assessment, and 30 (88\%) completed the follow-up. In addition, most children were classified by Lincus as regular (\geq 1 per week) survey users. Overall, the teaching staff and children found both components of the digital intervention engaging, usable, feasible, and acceptable. Despite the widespread enthusiasm and recognition of the potential added value from staff, we met significant implementation barriers.

Conclusions: This study explored the acceptability and feasibility of a digital mental health intervention for schoolchildren. Further work is needed to evaluate the effectiveness of the digital intervention and to understand whether the assessment of reading atypicality using Lexplore can identify those who require additional help and whether they can also be supported by Lincus. This study provides high-quality pilot data and highlights the potential benefits of implementing digital assessment and mental health support tools in a primary school setting.

(JMIR Form Res 2021;5(12):e30668) doi:10.2196/30668
digital mental health; acceptability; feasibility; child and adolescent mental health and well-being; school-based mental health care; prevention; digital assessment and monitoring; reading screening or ability

**Introduction**

**Background**

The prevalence of poor mental health in children and adolescents has significantly increased in the United Kingdom and, in recent years, has become a public health concern worldwide [1,2]. Greater Manchester has long been identified as an area of high unmet mental health need, with more people in contact with mental health services than in many other parts of the United Kingdom [3]. Common mental disorders in children and adolescents aged 5 to 14 years have been established as a leading cause of disability [4], with 50% of all adult mental health–related problems being diagnosed before the age of 14 years [5]. The rates of probable mental disorders in children and young people (CYP) have steadily and consistently risen, with 1 in 9 children aged 5 to 16 years being identified as having a probable mental disorder [6], which increased to 1 in 6 more recently [7].

The extensive literature has identified links between children’s mental health, academic performance, and outcomes [8-11]. Many factors associated with poor mental health, such as social deprivation [12], are linked with poorer reading ability [13]. Similarly, there is an association between poorer reading ability and developmental and behavioral disorders that develop during childhood and adolescence, such as attention deficit hyperactivity disorder [14]. Therefore, early identification of reading difficulties may be instrumental in recognizing existing or developing mental health risks. In addition, it is widely accepted that early intervention and prevention strategies for CYP are critical: responding to early signs of distress can prevent symptoms from escalating and improve future outcomes [15]. Therefore, research into preventive mental health interventions for children and adolescents is becoming increasingly relevant and necessary [16].

Adolescents access primary care and other services for preventive health and well-being much less than other age groups [17]. As children and adolescents spend most of their day in school, schools are increasingly seen as ideal settings for delivering mental health support or interventions to young people [18-20]. The regular contact between teachers and students also means that school staff may identify those who are experiencing or at risk of developing mental health problems [21,22].

Given the low cost and scalability of digital interfaces and the widespread popularity of digital technologies among children and adolescents, digital interventions may provide new opportunities for delivering mental health support in schools [23]. Although digital support for children and adolescents has evolved and grown exponentially [24], there is a lack of research on how it can be safely and sustainably embedded in school settings. Furthermore, although the number of digital mental health apps for CYP is ever increasing, there still remains a gap in the evidence base behind them, despite their general acceptability [25], and few have been tested directly in school settings.

**Objective**

This study aims to test the feasibility of embedding a low-cost, scalable, and innovative preventive digital mental health intervention in schools in the United Kingdom’s Greater Manchester area. We piloted an innovative reading ability assessment tool (Lexplore) and a web-based well-being monitoring platform (Lincus) supported by the research team, with additional training for the school staff.

**Methods**

To guide our analysis regarding the sustainability and adoption of the digital reading tool and the Lincus intervention, we performed a retrospective analysis using the nonadoption, abandonment, scale up, spread, and sustainability (NASSS) framework [26]. The NASSS framework has been widely used to examine the sustainability of digital health interventions in health care settings, and its applicability in schools has been discussed elsewhere [27,28].

**Digital Components**

The digital intervention comprised two components: (1) Lexplore, a reading screening assessment that uses eye-tracking technology to assess reading ability, and (2) Lincus, a digital support and well-being monitoring platform.

**Digital Assessment: Lexplore**

The Lexplore reading assessment uses eye-tracking technology to monitor a child’s eye movements while they are reading. Eye movements can provide insight into the cognitive processes behind a child’s individual reading method. Lexplore assesses reading ability (age- and sex-standardized) by calculating how long a child’s eyes fixate on words and how they move through the passage. It can examine differences in how a child’s brain processes text at lexical, syntactic, semantic, and structural levels. On the basis of this information and using machine learning, Lexplore can determine a child’s reading attainment across 5 standardized levels ranging from low to high and can highlight with precision (and often before the child, teacher, or parent has noticed) the pupils who are experiencing reading difficulties. Lexplore supports the teachers’ professional judgment and can also identify those individuals struggling with reading about whom the school or parents were unaware, often as children develop a set of coping strategies to manage their difficulties. Lexplore has recently been rolled out nationally across Swedish primary schools and is being increasingly used throughout the United Kingdom [29,30].

**Digital Support: Lincus**

Lincus is a Conformitë Europëienne marked, class 1 medical device and health and social care management platform that measures well-being across 3 domains: emotional, social, and physical. It has been implemented in several health and social...
care organizations, demonstrating utility in populations including individuals with long-term conditions, learning disabilities, homelessness, and multiple complex needs [31-35]. Previous research has demonstrated benefits such as improvements in reported mental health and general well-being, increased activity and perceived control of life, and better engagement and communication between health care professionals and service users [36]. Furthermore, Lincus is a configurable and customizable tool, and, specifically for this project, it was populated with child- and parent-relevant content (adapted to a simple child-friendly monitoring tool with animations for the sliding feedback scale).

School Recruitment

The selection of schools used an opportunistic sampling method based on the networks associated with the research unit leading the study. A total of 2 schools were selected from our established links with the Manchester Healthy Schools program in Greater Manchester. Both schools were selected based on their awarded gold status, demonstrating their commitment to health promotion work [37].

Participant Recruitment

All children were eligible for the study. Notably, we did not exclude children with low reading ability, as we aimed to build a digital framework that is accessible to all children. The Lincus platform is animated and image based to ensure that it is accessible to children who lack good reading skills. The research team visited the schools to provide an overview of the project to key senior staff. As they had all of the children’s relevant contact details, the schools made the initial contact with the families and children by sending correspondence from the research team to the parents or guardians. The correspondence included a letter to the parent or guardian, parental or guardian information leaflet, child information leaflet, parental or guardian consent form, and an example child assent form. Parents or guardians were informed about the project by an invitation letter and information sheet for parents or guardians. The information sheet detailed the nature and objectives of the study and possible risks associated with participation. If parents or guardians were happy with all the arrangements and for themselves and their child to take part, they were then asked to complete the parental or guardian’s informed consent form and return it to the schools.

Ethics

The study received ethical approval from the University of Manchester Research Ethics Committee (2019-7489-11848).

Procedure

The digital framework had two components: Lexplore initial assessment and Lincus.

Lexplore Initial Assessment

Participants initially completed a short reading ability task using the Lexplore digital platform, which involved children reading text from a computer screen with an eye-tracking sensor attached to it. On average, it took approximately between 2 and 5 minutes to complete the task. The teachers were provided with training by the Lexplore staff to enable them to perform this assessment test. After 6 weeks, participants were asked to complete the Lexplore reading ability task again.

Lincus

The Lincus platform was customized for child use and populated with Greater Manchester local health and well-being resources and links. Each participant was provided their own secure username, which corresponded to their participant ID number and password. This was also shared with their parents or guardians to enable them to have the option to use Lincus outside of school hours should they wish to. The Lincus platform was accessible via a web browser on a computer or tablet. Teachers were also provided with a secure username and password to have access to pseudonymized data on the platform and were provided with the appropriate training to be able to use Lincus.

Participants were asked to spend approximately 5 minutes during their free time in the morning each day for 6 weeks and complete 2 self-report surveys (lifestyle support and well-being) on the Lincus platform. Participants were encouraged to complete the surveys independently; however, the teachers were able to assist if required. The platform also included options to record observations and web-based support links for children, parents or guardians, and teachers.

Following the intervention and follow-up assessment, children, their parents or guardians, and their teachers were invited to a qualitative focus group or workshop to provide feedback on the digital framework.

Data Collection

Data were collected via the Lexplore and Lincus platforms separately. The data from Lexplore included a score of reading age, ability, comprehension, and speed for each participant during the testing and follow-up phases of the project. The Lincus platform collected self-report data on emotional, social, and physical well-being. Lincus data also included usability and engagement metrics (ie, how many times the child used the platform, modules accessed, and duration of use). If a participant withdrew during the project, no further data were collected from them; however, historic data were retained. Qualitative feedback from parents was collected via their evening appointments rather than workshops, as the school advised this would be the most suitable way to collect parent feedback. Feedback from the teaching staff was also obtained during the parents’ evening appointments because of the limited capacity and time for conducting a separate focus group or workshop. Feedback from children was gathered as part of a group workshop.

Data Analysis

We used the NASSS framework [26] as a post hoc method to analyze the data and understand the barriers and facilitators to implementing the intervention (Textbox 1).
The nonadoption, abandonment, scale up, spread, and sustainability framework.

**Condition**
- The prevalence of poor mental health in children and adolescents has significantly increased in the United Kingdom and, in recent years, has become a public health concern worldwide, with Greater Manchester being a particular area of high need.

**Technology**
- An integrated digital framework where both had good usability, and Lincus had been co-designed and tailored for the Greater Manchester population. Both were standalone systems outside the usual technologies used in schools.
- Data made available were reported as clear and helpful; however, engagement from teaching assistants and parents was poor. Therefore, education about how to access the data was found wanting.
- Minor issues were experienced with access to Lincus, such as log-in difficulties and problems with firewall settings. These difficulties were sometimes readily solved or would have been relatively easy to solve with appropriate communication from the staff.
- The technology was supplied through project grant funding; however, both were low-cost technologies. Lexplore has already been extended and deployed at other schools.

**Value proposition**
There was evidence of both demand-side and supply-side value:
- To secure funding for the project, a clear business case was presented for the Lincus system and Lexplore assessment tool (supply-side value).
- The desirability (demand-side value) existed, with enthusiasm from senior staff regarding the technologies being low cost and scalable, and innovative digital screening platforms to identify and support children who were most vulnerable to mental health problems.
- However, some parents did not perceive the digital system to have value, as they did not consider their children to be needing mental health support.

**Adopter system**
- The staff found the disruption of their morning routine as adding to pressures and demands.
- Teaching assistants are responsible for a large number of children and tasks and can perceive additional responsibilities as burdensome.

**The organization**
- Staff reported that existing pressures limited their ability to engage fully with the project.
- Recruitment and consent process was deemed time consuming.

**Wider system**
- Children and young people’s mental health and well-being is and continues to be a key priority; Greater Manchester is, in particular, an area of high unmet need.
- Since the COVID-19 pandemic, digital technologies are increasingly being used to support children and young people within educational and health care settings.

**Embedding and adaptation over time**
- There is scope for adaptation over time of both the system and in the way the technology is deployed.
- This study found a lack of organizational resilience to changes and the embedding of new technologies because of staff capacity and workload.

**Results**

**Overview**
The project was aimed at children aged between 6 and 10 years. The first school completed testing in January 2020, with 34 children and 5 teachers across year 4 or 3rd grade and year 5 or 4th grade (mean age 9 years; 19/34, 56% females, 15/34, 44% males). The uptake was 29.6% (34/115; total number of children approached being 115 across the 4 classes). The second school agreed to participate from the year 4 or 3rd grade and year 5 or 4th grade, and their consent forms were completed. However, staffing difficulties and sicknesses meant they had to withdraw.

A total of 4 more schools were contacted across Greater Manchester. A total of 2 schools did not respond and 2 schools expressed interest; however, 1 could not confirm participation because they were waiting for a new head teacher to commence. The other later declined, citing that the school was extremely busy with other demands. Access to further schools became impossible following the COVID-19 lockdown in the United Kingdom from March 23, 2020.

**User Engagement**
During the 6-week period of data collection, Lexplore assessments were conducted twice in each school. All children completed an initial assessment, and 88% (30/34) completed
their follow-up reading assessments. The follow-up consent forms were not returned by parents for the second round of assessment; these children were not tested at follow-up. A total of 322 Lincus well-being surveys were recorded. On average, 46 well-being surveys were recorded per week, equating to approximately 1 well-being survey per user per week in total (6 per user per month). Most children were classified by Lincus as regular (21 per week) survey users. There was a significant drop in use over the 2-week Christmas holidays, although 6% (2/34) of children reported logging in at home; this can explain the lower average during December.

Approximately 18% (4/34) of children did not complete any well-being surveys; the reasons provided were that they had never logged in because of late attendance, sickness, or not having time in the morning to complete the survey tasks.

**Poststudy Consultations With the Adopters (the Adopter System—NASSS Framework)**

**Children**

Approximately 68% (23/34) of children participated in group feedback (14/23, 61% from year 4 or 3rd grade and 9/34, 39% from year 5 or 4th grade). Overall, there was a favorable opinion among the children regarding the digital platforms, as indicated by their quotes (Textbox 2).

**Teachers**

Out of 4 teachers across the year groups, 2 (50%) provided feedback at the parents’ evening appointment (one year 4 or 3rd grade and one year 5 or 4th grade teacher). The year 4 or 3rd grade teacher rated both platforms positively overall. However, they had forgotten that Lincus hosted a wealth of mental health and well-being resources despite receiving training on the platform. The staff were provided with personal log-in details; however, none of them had accessed the platform. The year 5 or 4th grade teacher felt less informed, as they did not attend the training session and, therefore, were not aware of the potential value and capabilities of the Lincus platform. They suggested that rather than having to log on to each child’s profile regularly, which was considered by some as too time consuming, receiving notifications regarding a child who was scoring consistently low would be more beneficial.

The Lexplore results were reported to be consistent with their own assessment of the children’s reading performance; however, they liked that it added an objective measure. They believed these scores could be helpful in following up on children who were struggling and aid in discussion with their parents. The teachers reflected that if everyone in the class had opted in, the completion of the assessments would have been less disruptive, as they would have been able to complete all assessments together in 1 classroom. However, they also felt that it would

### Textbox 2. Quotes from children describing how they felt about Lexplore, Lincus, and confidentiality.

- “Reading was fun. It was futuristic”; “It picked up I have a lazy eye”; “it’s cool!”
- “It felt good and weird to tell the internet how I feel”; “You can tell the truth about yourself instead of telling the whole world”; “Sometimes I don’t want to say how I’m feeling so instead of talking, I liked putting down and people can read it.”
- “I didn’t answer the truth on sleep in case I got into trouble for staying up and being tired in the classroom the next day so said I slept better.”
- “I lied about my social life and put the score where I wanted it to be and not where it was.”
- “Anxiety—I put it lower I was embarrassed, I didn’t want to score it in case anyone found out, my friend had anxiety and they got bullied so didn’t want the same to happen to me.”

Qualitative feedback demonstrated that the Lincus content was mostly found acceptable and relevant by users, although some domains of well-being needed explanation by the teaching assistant (TA; eg, control of life and appetite). Children reported that the pictures helped them understand the scale. Completion time of the measures was found to be acceptable for children reporting quick response times. They described finding it easy to complete the scales, and once they were able to access the platform following log-in, they required no further support.

The request for daily log-ins to Lincus was deemed burdensome by some children, with suggestions of a couple of times a week being preferable. Log-in difficulties were highlighted, resulting in children being locked out of their accounts and, consequently, being unable to complete the survey during their allocated time. In addition, some children reported that having to engage with the platforms meant that they missed out on other enjoyable activities alongside their nonparticipating peers.

Some children expressed concerns regarding the confidentiality of their Lincus data; specifically, they were worried that their teachers, parents, and other third parties might have access to the data, which may have influenced their responses. Moreover, some children suggested that they inflated their scores to be more desirable (Textbox 2). The duration of the Lexplore assessment was approximately 5 minutes; several children commented that they would have liked the process to be even quicker. However, 2 sessions were acceptable to them.

**Parents**

The school suggested that we gather feedback at the parents’ evening appointments to maximize parental engagement. The parents of 21% (7/34) of children were interviewed regarding the study. None of these parents had accessed their child’s well-being survey, citing reasons such as being too busy, having
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not have been feasible because of the limited staff capacity to monitor and support all the children completing the assessment.

**Teaching Staff**

Both TAs were solely responsible for supporting the children in using the Lincus survey and completing their reading assessments. Feedback was based on 1 TA who worked across the two year 4 or 3rd grade classes and was available at the time of the consultation. This consultation identified the implementation strategies, barriers, and facilitators.

**Implementation Strategies**

TAs were asked to support the daily input of Lincus well-being data as per the study protocol. However, as the study progressed, the TAs reported that the children became more self-directed and required fewer reminders. They were able to seek out the tablets independently. All well-being surveys were conducted before formal lessons. Additional training was provided for the TAs to complete the Lexplore reading assessments at the 2 assessment points. Each class was allocated an assessment period, which took approximately half a day to complete.

**Implementation Barriers and Facilitators**

Log-in difficulties were a barrier that was identified early on in the intervention, which locked some children out of completing their survey in the time allocated. Log-in information or passwords were set by the system and were written down and accessible to the children; however, because the password entry box was blinded to them, this increased the frequency of mistakes. The suggestions were that children could choose their own password or log-in information that they would be able to remember and easily type out to mitigate this. Once the children had completed a few surveys, it was evident that they could input their well-being data without further support.

Teachers reported that they found it challenging to incorporate daily well-being surveys into their demanding morning routines, although the staff did not feel that other times of the day were more suitable. Completing Lexplore was not deemed time consuming for the actual assessment. However, the organizational logistics around implementing assessments were viewed as labor intensive (e.g., finding a suitable and available room, collecting and preparing children for the assessment, and then returning them to classrooms). This was perceived negatively, as typical reading assessments are spaced out and do not require equipment or extra organization.

The availability of digital equipment (tablets) across classes at the same time was highlighted as a challenge. Log-in difficulties that timed the children out of the well-being surveys reduced user engagement. Poor parental engagement in providing consent was an additional barrier in the recruitment context, resulting in a delayed start of the study. This meant that there was a 3-month interval between staff training on the digital platforms and the study’s commencement, leading to the staff feeling less familiar with the platform and its operation.

No difficulties were explicitly reported in maintaining the children’s engagement as a barrier to implementation. Parental involvement was not a necessity for the project once it had started, clearly demonstrated by the high user engagement of children in the school setting.

**Discussion**

**Principal Findings**

**Overview**

The primary aim of this project was to examine the feasibility and acceptability of embedding a low-cost, scalable, and innovative assessment and preventive digital mental health tool for schoolchildren in the Greater Manchester area. Overall, children found this digital intervention engaging, usable, and acceptable. However, despite widespread enthusiasm and recognition of the potential added value from head teachers during the consultation phases of the project, we met significant implementation barriers. Consistent with the findings of Edridge et al [27,28], all 6 themes representing implementation barriers within the NASSS framework emerged: technology, value proposition, the adopter system, the organization, wider system, and embedding and adaptation over time.

**Technology**

Minor issues were experienced with log-in access to Lincus. These difficulties were sometimes readily solved or would have been relatively easy to solve with appropriate communication from the staff. Lack of communication by the staff resulted in some difficulties remaining unresolved. This then became a more significant barrier and prevented or reduced user engagement. Difficulties in accessing Lincus could be readily mitigated by providing personal log-in details. Additional barriers were identified by the second school (which later withdrew), with a security firewall preventing access to the platform. This is a straightforward problem to resolve from a technical perspective by enabling access to the platform through the firewall. However, it presented a significant implementation barrier, as the teaching staff did not readily know how to identify, report, or resolve the access problem. These are important considerations for future work across educational settings, as such barriers may feel overwhelming or burdensome to staff already under significant pressure and may influence their participation.

**Value Proposition**

There was evidence of both demand-side and supply-side value. To secure funding for the project, a clear business case was presented for the Lincus system and the Lexplore assessment tool (supply-side value). The desirability (demand-side value) existed, with enthusiasm from senior staff regarding the technologies representing low-cost, scalable, and innovative digital screening platforms for the early identification of and support for children most vulnerable to mental health problems. However, the benefits could have been reinforced with the TA staff to improve motivation to engage with the project. In addition, some parents did not perceive the digital system as having value as they did not believe their children needed mental health support.
**The Adopter System**

Overall, children reported finding both Lexplore and Lincus acceptable, and their feedback suggested that they would continue to engage with both platforms. However, barriers were identified in engagement for the staff and parents. For instance, participation required some change to the morning routine for teaching staff, which added strain to an already demanding schedule. TAs bear the weight of many responsibilities for a large number of children and, therefore, may be at risk of perceiving additional tasks as burdensome. In our study, we found that TA availability and willingness are integral to the feasibility of school-based mental health programs. Therefore, recruiting TAs who support the aims and have a clear understanding of the program benefits is key to success. Ensuring that TAs have sufficient time to support children among their other daily tasks will also be an important element of future implementation. Enthusiasm from head teachers would have to be met by their leadership in championing the assessment tools and supporting the teachers and TAs in delivering the program. Although parents could be categorized as being part of the adopter system, their role was not required for children’s successful engagement with the platforms. Feedback from the interviewed parents was that they were not concerned regarding their children’s mental health and well-being. This could explain why they did not access the platforms themselves, as they did not consider their children to have any mental health–related concerns and, therefore, felt there was no need to check up on them. As outlined above, previous work has highlighted the concerns of parents and schools regarding children and adolescent mental health. However, the sample we were able to recruit for this feasibility pilot may not be representative of the parents we originally aimed to target, as this study’s parents did not report having worries or concerns regarding their children. An explanation might be that families from more socioeconomically deprived or ethnically diverse backgrounds are less likely to take part in research so that children who may be more likely to experience mental health problems are less likely to engage in research and are underrepresented in the samples [38]. Future research should consider the barriers to participation from underserved groups; this is increasingly important to ensure that samples are inclusive and involve those with unmet needs and who may be most likely to benefit from these interventions.

**The Organization**

The staff reported that significant pressures on them, though unrelated to this study, limited their ability to engage fully with the project. The consenting and recruitment process for children was time consuming and required multiple periods of engagement with the school staff, resulting in relatively low rates of consent. Successful roll out of digital platforms for future routine use in schools is likely to need more extensive engagement with teachers and TAs. In our view, the organizational barriers we identified are largely surmountable, some more readily than others. We recommend future research projects to ensure adequate upfront engagement with schools so that all school staff, including senior leadership, frontline teaching staff, and TAs, are fully supported to deliver the research.

---

**Wider System**

The wider context was and continues to be supportive of mental health and well-being within schools. Particularly since the COVID-19 pandemic, digital technologies are increasingly being deployed to support CYP within schools and across mental health services [25]. CYP’s mental health and well-being are key priorities and continue to be so. Greater Manchester is a particular area of high unmet need for CYP mental health [3].

Not feeling listened to and perceived social stigma have previously been identified as key barriers to CYPs engaging with specialist services and seeking help [39]. Personalized digital tools such as Lexplore and Lincus allow CYP to have their voices heard in a safe and nonstigmatized way, in contrast to meeting school nurses or counselors or their general practitioners with their parents.

**Embedding and Adaptation Over Time**

There is scope for adaptation over time of both the systems and in the way the technology is deployed. However, we found a lack of organizational resilience regarding changes and the embedding of new technologies in this study because of limited staff capacity and a focus on other school priorities.

**Strengths, Limitations, and Recommendations**

There are several strengths to this feasibility study. We used an established digital health intervention framework to evaluate the adoption, scale up, spread, and sustainability, and in the school where engagement was possible, we recruited nearly one-third of the eligible children in a relatively short space of time. The Lincus platform was easily adaptable to embed local information that was relevant and contextualized to schools and children. Support from school leadership highlighted the need for such digital programs to supplement ongoing mental health delivery in schools. Preventive strategies are key in early identification to provide timely support to reduce the risk of development or escalation of mental health problems. Both the Lexplore and Lincus interventions may be beneficial in enabling the staff and parents to identify issues by monitoring reading ability and well-being. The feasibility study demonstrated the acceptability of the digital intervention to staff and children and the willingness of children and parents to consent to engage with digital tools.

This study also has some important limitations. We do not have information regarding children who did not participate but were eligible to do so. This makes the assessment of bias and representativeness of the sample unclear. Demographic data, such as ethnicity and socioeconomic status were not captured. The overall recruitment of children was limited because of the challenges in engaging key school staff and parents. Furthermore, the intervention was only tested in 1 region of the country with opportunistic sampling and, therefore, does not indicate how this would work in other settings across the United Kingdom. Although the qualitative data show a positive appraisal of both platforms, and children generally had a positive experience using the tools, this may not have been the case for all children who were eligible to participate. Similarly, we had limited participation from staff and parents, making it difficult to determine the acceptability of the digital tools for parents.
carers, and teachers. This may not be a problem in the future if children accept and adopt the tools and parents and teachers follow their lead. Another key consideration is funding and resource availability: the success of both implementing and adopting digital technologies in a school setting means all children can access the equipment they require to participate, such as tablets, laptops, and computers. This might mean additional support and resources for children from lower socioeconomic backgrounds. We conducted this as a standalone program; it may work better when integrated as part of personal, social, health, and economic education or other extant modules within the school curriculum. Finally, it was not specifically linked to mental health programs in schools; this is an important consideration if the platforms are to become successfully embedded in schools. Using the platform as an educational tool or integrating it into other digital educational tools as part of the curriculum would guarantee adoption with added health benefits. Embedding digital health interventions within the existing school structure and programs may be a better way to increase involvement and commitment from staff, parents, and children.

Future Work

The daily demands faced by the teaching staff are key barriers to embedding any new technology requiring significant teacher input in schools. Despite the senior staff’s willingness to welcome the new technology and a desire from some teachers and TAs to take part in the research (which they saw as relevant to their practice), much more work is needed to demonstrate the value of digital platforms to staff and parents. Future deployments should work closely with schools, children, and parents from the outset to codevelop the platform with them to respond to their needs and facilitate adaptation over time, as opposed to implementing ready-made tools. Identifying research champions in classes or year groups could offer a route to more seamless engagement [40]. This suggests that future studies could bypass the need for ongoing TA involvement, and this may also be likely to encourage participation from other children.

The COVID-19 pandemic has created far greater digital engagement from schools, teachers, pupils, and parents. This may present an opportunity for teaching staff to be able to engage more readily in the future with web-based platforms such as Lincus and Lexplore.

Conclusions

The key aim of this study was to embed a low-cost, scalable, and innovative digital mental health intervention in schools in the Greater Manchester area to identify and provide timely support for children most at risk of mental health problems. Overall, the digital platforms were well-received, and the study revealed important barriers and facilitators that can provide key information and associated recommendations for conducting future research in this setting. The landscape has changed dramatically during the COVID-19 pandemic, with a spike in interest in the use of digital technologies to manage health and well-being. Some of the difficulties we encountered in the feasibility of widening the implementation of digital mental health and educational support tools may have now been mitigated. Where staff felt adequately supported, both platforms could be delivered feasibly, and overall, children and parents found them acceptable. However, the teaching staff play an instrumental role in the success of implementing digital technologies, and staff attitudes influence the degree to which new technologies are accepted within traditional working practices. Therefore, future options should minimize the need for staff and parent involvement and focus on widening children’s participation. Furthermore, staff training, funding, resources, and staff willingness to engage and participate must all be considered for the successful implementation of digital mental health solutions in schools. Although this study did encounter some difficulties, it provided interesting pilot data that highlight the potential benefits of implementing digital health tools within a school setting.
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Abstract

Background: Life Goals is an evidence-based self-management intervention that assists individuals with bipolar disorder (BD) by aligning BD symptom coping strategies with their personal goals. The intervention can be availed via in-person and telephonic sessions, and it has been recently developed as an individualized, customizable mobile app.

Objective: We examined the feasibility, usability, and acceptability of the Life Goals self-management app among individuals diagnosed with BD who used the app for up to 6 months.

Methods: A total of 28 individuals with BD used the Life Goals app on their personal smartphone for 6 months. They completed key clinical outcome measurements of functioning, disability, and psychiatric symptoms at baseline, 3 months, and 6 months, in addition to a poststudy survey about usability and satisfaction.

Results: Participants used the app for a median of 25 times (IQR 13-65.75), and for a longer time during the first 3 months of the study. The modules on depression and anxiety were the most frequently used, accounting for 35% and 22% of total usage, respectively. Overall, the study participants found the app useful (15/25, 60%) and easy to use (18/25, 72%), and they reported that the screen displayed the material adequately (22/25, 88%). However, less than half of the participants found the app helpful in managing their health (10/25, 40%) or in making progress on their wellness goals (9/25, 36%). Clinical outcomes showed a trend for improvements in mental and physical health and mania-related well-being.

Conclusions: The Life Goals app showed feasibility of use among individuals with BD. Higher user engagement was observed in the initial 3 months with users interested more frequently in the mood modules than other wellness modules. Participants reported acceptability with the ease of app use and satisfaction with the app user interface, but the app showed low success in encouraging self-management within this small sample. The Life Goals app is a mobile health technology that can provide individuals with serious mental illness with more flexible access to evidence-based treatments.

(JMIR Form Res 2021;5(12):e32450) doi:10.2196/32450
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**Introduction**

Bipolar disorder (BD), a serious mental illness, affects at least 2% of the general population. It is the sixth leading cause of disability worldwide affecting the 18- to 44-year-old age group [1], a major risk factor for suicide, and the single most expensive mental health condition [2]. As BD is a chronic condition, individuals with BD often require continuous, long-term monitoring and care. However, 40% to 50% of those with any serious mental illness, including BD, do not receive any mental health treatment [3,4] despite the knowledge that evidenced-based interventions improve engagement with providers [5]. Commonly reported barriers to obtaining adequate care include lack of access, cost, and stigma [6-9]. The vast majority of patients with BD receive care in low-resource settings, which include primary care and community mental health clinics [1,2]. These providers are overburdened and lack the capacity to provide consistent monitoring shown to be effective in the management of individuals with BD [3,10-12].

Mobile health (mHealth) technologies have the potential to overcome these barriers and improve access to care [13]. There are many obstacles to implementing mobile and digital health strategies [14]. Therefore, it is imperative that the field adopts digital health strategies that are grounded in evidenced-based research; offers greater flexibility in terms of treatment options; and accommodates long-term use by heterogeneous patient populations, including varying levels of user engagement or commitment.

Existing or widely available mHealth apps for BD that are readily downloadable on smartphones typically only offer mood tracking or symptom monitoring, do not cover other important areas for individuals with BD (eg, medication adherence, sleep, and intervention), or are not supported by empirical evidence. These include apps such as eMoods Bipolar Mood Tracker, Moodlog, UP! - Depression, Bipolar & Borderline Management, and Bipolar Track. Findings of a systematic review of available apps for BD indicate that the most widely available apps do not reference clinical practice guidelines, standard psychoeducation information, or established self-management tools [15]. Other work on existing BD-related apps found that BD consumer needs were not adequately addressed by the currently available apps [16]. The top features included were mood tracking and journaling [17], and it did not provide adequate educational or other intervention content. Of the 100 top-returned publicly available apps for BD that were reviewed, only 56% mention BD in the content or description, and only 1 app was supported by peer-reviewed research. These findings suggest that mHealth tools for BD have not been widely translated into evidence-based, clinically relevant apps that can be made available to the public.

One specific mHealth tool that is empirically supported—the MONARCA app—uses sensors and self-assessments to gather information about the user’s sleep, social activity, and mood, with the goal of providing information to the patients and their providers, but it does not include self-management and educational components [18]. Platforms and databases have been developed to help professionals and consumers access mHealth apps that translate evidenced-based programs and provide guidelines for consumers and help to navigate the mental health app marketplace, including some of the apps listed above [19,20]. However, very few scientifically reviewed apps specifically focus on the needs of individuals with BD, especially beyond mood tracking. One newly developed smartphone-based, self-management intervention for BD (LiveWell) was designed considering empirically supported therapy and included user input in its development, which addresses the need for empirically supported apps to provide self-management components [21]. Therefore, there is a need to focus on the development of other apps to provide options for patients with BD who would like self-management strategies and education, including support with sleep, understanding early warning signs, triggers, and maintaining healthy lifestyles [22,23].

Life Goals Collaborative Care (LGCC) [24] is one such evidence-based intervention based on the chronic collaborative care model that provides proactive care for patients through several components, including patient self-management education; care coordination across providers, predominantly through care manager contacts and improved information systems; and decision support tools for providers. LGCC’s central patient-centered tenet focuses on empowering patient-self management skills through the Life Goals program, which is a series of 6 or more self-management sessions customized to individual needs and focused on mental and physical wellness, understanding symptoms, and setting personal goals. Although a component of LGCC, the Life Goals self-management program can serve as a stand-alone, manualized program for individuals with BD [25], and it has been offered via a user-friendly, provider-facing website that guides the Life Goals provider and their patient to customize an LGCC program and a consumer self-directed guidebook [26].

Self-management programs such as those included within the LGCC have been shown to improve medical and psychiatric outcomes for persons with serious mental illness after 6 months [27,28]. Several randomized trials found that LGCC reduced overall affective symptoms and improved overall role function, quality of life, participant satisfaction, and medical outcomes, compared to usual care [24,27].

Self-management programs are patient-centered and encourage regular engagement with the provider. This is challenging and burdensome for providers to implement in low-resource communities. Community-based practices lack the staffing time and capacity (eg, physical space) to offer self-management sessions such as the original LGCC program. They may also face barriers to reimbursement [29]. At the patient level, access to effective, evidence-based self-management programs are also limited outside of in-person care, which may be challenging to access owing to cost, workforce, and stigma. There is a need to develop self-management programs into mHealth technologies, with the hope that such apps will fill this gap by alleviating the burden on the providers and empower those with serious mental illness by providing them with more flexible access to evidence-based treatments.

Barriers regarding access to care and available mHealth platforms were the impetus for the development of a standalone
Life Goals self-management mobile app for persons with BD that can be accessed either in a direct-to-consumer format or as an augmentation to in-person care. The aim of this study is to evaluate the feasibility, usability, and acceptability of the Life Goals self-management app among individuals diagnosed with BD over a 6-month period. Outcome patterns of key clinical outcomes relating to functioning, disability, and psychiatric symptoms will also be assessed. The Life Goals app adds value to the existing mHealth apps for BD given its evidenced-based content, intervention effectiveness, and functionality of being customizable to the user’s need.

Methods

Participant Recruitment

For this pre-post-test study, participants were recruited from the Heinz C. Prechter Longitudinal Study of Bipolar Disorder, an observational, naturalistic cohort study gathering phenotypic and biological data, at the University of Michigan [30], or through the UMHealthResearch web-based tool [31]. Individuals were included in the study if they were aged 18 years or older, had any BD diagnosis (ie, Bipolar I, II, or not otherwise specified [NOS], according to the Diagnostic Statistic Manual version IV [DSM-IV] criteria), were community dwelling (ie, not living in a nursing home or other institution), and were current owners and users of a smartphone. Diagnosis was confirmed using medical records or a diagnostic interview using the Diagnostic Interview for Genetics Study [32] or the Mini-International Neuropsychiatric Interview (MINI) [33]. Exclusion criteria were any serious illness precluding participation in Life Goals components as indicated by the provider, or inability to provide informed consent. One participant was excluded because she did not meet the criteria for BD after completing the MINI. Three participants discontinued from the study before completion owing to time constraints (n=2) or because they had difficulty using the app on their phone (n=1). This study was approved by the University of Michigan Internal Review Board, and all participants provided signed informed consent.

Smartphone App

The Life Goals app was custom built to use either Apple or Android operating system. Participants were sent invitations to download the app from either Apple App Store or Google Play. Once they logged into the app, they could review the privacy policy (created by University of Michigan’s Office of Technology Transfer), which was also saved under the main menu tab for easy access. Participant data were stored securely on University of Michigan’s approved servers and protected by the university’s security systems. A trained research associate provided training on how to use the app and provided a user manual for troubleshooting. The study team was available to answer questions via phone every business day.

The Life Goals app includes succinct, 5- to 10-minute-long modules that provide self-management activities for managing everyday needs of individuals with BD, including mood symptom coping strategies, stigma concerns, emotional self-awareness and family support, anger and irritability, and preparation for doctor’s visits. The content and wording were adapted from the original LGCC program. We encouraged participants to engage with Life Goals modules once a day, but they were ultimately self-guided, interactive modules completed at the user’s own pace. Participants could type in free-text personal responses for questions asked by the app. All participants were required to complete the introduction module first, where they learned about self-management, collaborative care, stigma, value, goals, and factors impacting their mental health. Participants were also encouraged to complete the Managing Your Care module at some point, which discusses how to communicate and work with providers. If participants did not engage with the app at all within 7 days, they received one automatic notification as follows: “You haven’t logged into the Life Goals app in a while. Tap here to start working on a module.” If they left a module incomplete within the past 7 days and did not return to it, they received the following prompt: “You haven’t completed your module. Tap here to take you back to where you left off.” In all, participants received a total of 3 automated notifications for app inactivity.

Following the mandatory introductory module, the other 13 Life Goals modules covered the following mental health and wellness topics: (1) Managing Your Care; (2) Depression; (3) Mania; (4) Anxiety; (5) Trauma; (6) Thoughts of Hopelessness; (7) Psychosis; (8) Anger/Irritability; (9) Substance Use; (10) Foods and Moods; (11) Move Your Body, Move Your Mood; (12) Managing Tobacco; and (13) Sleep and Mood. Each topic is customizable based on what the participant needs or wants to learn about. Participants were encouraged to complete at least 6 modules in all. See Figure 1 for example screenshots from the Life Goals app.
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Feasibility Assessment

Feasibility and patient engagement were assessed through data on the number of times the participants engaged with the Life Goals app and the number of minutes they spent using the Life Goals app during the 6-month study period. A post-study Questionnaire about the user’s experiences with the app was used to assess usability and acceptability and collected only at the 6-month interval. The survey contained 7 statements that participants rated their agreement with on a Likert scale, ranging from “Strongly Agree” to “Strongly Disagree.” With regard to the usability of the app, participants were asked to rate their agreement with the statements “The material was displayed adequately on my phone screen” and “I had problems accessing the app…because of technical difficulties.” Key statements relating to acceptability of the app as a self-management tool were, “The app improved my ability to manage my own health,” and “The app helped me make progress on my wellness goals” (see Table 1). Participants were also asked a single open-ended question, in response to which they could provide us with additional free-text feedback on their app use experience.

Figure 1. Life Goals app screenshots: landing page and Identifying Triggers (Depression module).
Outcome Assessment

Clinical outcomes were self-reported using validated measures of mood, health, and disability at 3 time points: baseline (study entry) and 3 and 6 months postinitiation of Life Goals app. A 6-month time span was chosen, as the original LGCC showed improvements in functioning after this time point [28]; however, in examining the feasibility of a stand-alone self-management app, we added a 3-month assessment period given that many individuals may lose interest after the first few months. A survey of the demographics (ie, age, education, race, and gender), current employment or living status, and insurance coverage was conducted only at study entry. Outcome measures assessed at all 3 waves included health-related quality of life, measured using the 12-item Short Form Health Survey (SF-12) [34]; self-reported health or disability status, measured using World Health Organization Disability Assessment Schedule 2.0 (WHODAS 2.0) [35]; alcohol use, measured using Alcohol Use Disorders Identification Test (AUDIT-C) [36]; drug use, measured using Drug Abuse Screening Test (DAST-10) [37]; and psychiatric symptoms, measured using the Patient Health Questionnaire–9 [38] for depression symptoms and the Internal State Scale [39] for mania or hypomania symptoms. Surveys took approximately 5-10 minutes to complete. All self-report measures were collected digitally using Research Electronic Data Capture (REDCap) tools hosted at University of Michigan [40].

Compensation

Participants received monetary compensation for their participation in this study and to offset any data usage they may have accrued on their own mobile phones. Participants were offered US $1 for each day they used the app (defined as any interaction within the app), regardless of how many cell phone engagements they chose to use, or up to US $180 for 6 months. They also received US $10 for each survey completed, up to US $30. Maximum compensation for the 6-month study duration was US $210.

Analyses

Univariate and bivariate statistics were used to examine all feasibility, usability, acceptability, and exploratory clinical outcomes. Feasibility was assessed by examining usage (defined as the number of instances the app was used and the duration while using the app and its modules) across the total 6-month study duration, from baseline to 3 months, and from 3 months to 6 months. For usability and acceptability estimates, frequencies of responses and open-ended qualitative responses were reviewed and summarized to determine common themes. For our exploratory clinical outcomes, paired t-tests were performed to evaluate over-time change. Spearman rho correlations were performed to determine associations between over-time change in outcome measures and app usage.

Results

User Demographics

Of the 496 email invitations sent, 28 (5.6%) participants consented and enrolled in this study. The majority of participants were diagnosed with bipolar type I (n=21, 75%), with a smaller proportion diagnosed with bipolar type II (n=4, 14.3%) and bipolar, NOS (n=3, 10.7%). The average age of participants was 44.7 (range 24-72) years; 68% (19/28) identified as female; 75% (21/28) reported having a college degree; and 10.7% (3/28) identified as racial minorities (Multimedia Appendix 1).

User Engagement

In this pilot study, app use waxed and waned over the course of the study. Of the 28 enrolled participants, 26 (93%) used the app at least once during the study period; 24 (86%) used the app during the first 3 months, and this number decreased to 18 (64%) during the next 3 months.

Over the full study duration, participants engaged with the app for a median of 25 times (IQR 13-65.75) and used the app for an average of 154 (range 39-72) years; 68% (19/28) identified as female; 75% (21/28) reported having a college degree; and 10.7% (3/28) identified as racial minorities (Multimedia Appendix 1).

Compensation

Participants received monetary compensation for their participation in this study and to offset any data usage they may have accrued on their own mobile phones. Participants were offered US $1 for each day they used the app (defined as any interaction within the app), regardless of how many cell phone engagements they chose to use, or up to US $180 for 6 months. They also received US $10 for each survey completed, up to US $30. Maximum compensation for the 6-month study duration was US $210.

Analyses

Univariate and bivariate statistics were used to examine all feasibility, usability, acceptability, and exploratory clinical outcomes. Feasibility was assessed by examining usage (defined as the number of instances the app was used and the duration while using the app and its modules) across the total 6-month study duration, from baseline to 3 months, and from 3 months to 6 months. For usability and acceptability estimates, frequencies of responses and open-ended qualitative responses were reviewed and summarized to determine common themes. For our exploratory clinical outcomes, paired t-tests were performed to evaluate over-time change. Spearman rho correlations were performed to determine associations between over-time change in outcome measures and app usage.
instances) than in the last 3 months (median 8, IQR 5-35 instances), which was a statistically significant reduction (P=.005). This subset also used the app for longer, on average, in the first 3 months of the study (median 7, IQR 1-59 minutes per usage) compared to the last 3 months (median 3.4, IQR 1-31 minutes; P=.006).

**Module Completion**

Participants were required to complete the introduction module before attempting any other module. Furthermore, they were encouraged to use any or all modules, as deemed interesting, during the 6-month period. Of the 13 modules, excluding the mandatory introduction module, 3 (17%) participants used all 13 modules in the app. Over the course of the study, participants completed a number of modules (mean 8.2, SD 3.3; median 7; mode 5; range 4-13). All participants completed more than 3 Life Goals app modules, and 67% (12/18) of the participants completed 6 or more modules The most frequently assessed modules were the same in both study periods (ie, first 3 months and next 3 months); these included Depression, Anxiety, and Mania (Figure 2).

**Usability and Acceptability of Life Goals App**

A total of 25 (89%) participants completed the poststudy survey about acceptability and usability (Table 1). Of these 25 participants, the majority found the material provided by the Life Goals app useful (n=15, 60%); they found the app easy to use (n=18, 72%); and they found the screen display adequate (n=22, 88%). Few participants reported problems accessing the Life Goals app because of connectivity or other technical difficulties (3/25, 12%). However, positive impacts of the app on health management were less widely endorsed: 10 (40%) users reported finding the app helpful in managing their health, and 9 (36%) reported finding it helpful in making progress on their wellness goals.

The open-ended question where participants could provide additional feedback on their app use experience included the following responses:

* A lot of the information was obvious to me.
* The app is well designed. I can see it being highly beneficial to someone learning how to manage their illness.
* I’m pretty stable and didn’t really find the app helpful…If I was experiencing symptoms, maybe more so.
* I think it will help beginner sufferers more. My habits didn’t change a lot, but Life Goals App really got me thinking differently.

![Figure 2. Number of times the Life Goals app was used at different time points.](image-url)
Outcome Assessment

Paired sample *t*-tests did not show significant changes in symptoms or functioning when comparing baseline assessments to 3-month follow-up assessments, or when comparing baseline assessments to 6-month follow-up assessments (Multimedia Appendix 2), likely due to the small sample size. Effect sizes were all small to negligible (Cohen *d* range −0.372 to 0.183). However, trends for improvements in physical health functioning, mental health functioning, and mania-related well-being were noted. There were no significant relationships between time spent using the app (minutes) or the number of instances using the app within the first 3 months or the last 3 months and changes in outcome measures during the same periods, except for a positive correlation between change in mania symptoms and Life Goals app duration (see Multimedia Appendix 3).

Discussion

Principal Results

This pilot study examined the feasibility, usability, and acceptability of the Life Goals self-management app among individuals diagnosed with BD. We found that the median number of times that individuals used this app was 25, for a total of 154 minutes across 6 months. As with usage patterns of other apps, the app was used for a longer time during the first 3 months than the last 3 months of the study period. In a clinical setting, Life Goals participants are expected to complete 6 sessions, or 6 Life Goals modules; completion of 3 sessions is regarded as a clinically significant dose [29,41,42]. As such, all participants completed at least 3 Life Goal app modules, and the majority completed at least 6 Life Goals modules, indicating all received a clinically significant dose comparable to Life Goals in a clinical setting. Furthermore, the number of modules completed (mean 8.2, median 7) indicated reasonable use of the modules. Not counting the introduction module, which was mandatory, the most frequently accessed modules in our sample were Depression, followed by Anxiety and Mania, suggesting that these are areas that appealed to the sample the most or directly addressed self-management needs.

For usability and acceptability, frequencies of responses from participants indicated high usability and satisfaction with the user interface. The majority of participants experienced no difficulties using the app and felt that the material was displayed adequately; however, the results showed low success in the app encouraging self-management of their own health. Only a minority of the participants felt that the app helped them to make progress on their wellness goals and improved their ability to manage their own health. Similarly, when symptoms, health, and functioning were rated over the course of the study using self-report surveys, we found no significant improvements in ratings. However, there were notable trends for mania and mental and physical health functioning over the first 3 months, using this small sample that were pointing in the direction of improved scores. Written responses from participants centered around themes related to liking the app, but the content or self-management pieces were not novel to them, and a few suggested that they felt that the app would be more beneficial to individuals who were newly diagnosed. These findings suggest that targeting the app to those who have received less psychoeducation about BD or were earlier in their illness course may find greater benefit. Future work to understand what individuals with BD look for in similar apps is needed. Only 6% of all those who offered to participate in this study agreed to use the app, suggesting that there may be specific factors that influence the uptake of this type of app. Our future work aims to explore both dissemination via direct-to-consumer and clinically integrated pathways that would address the question about uptake and engagement with self-management apps, such as Life Goals. Recent work suggesting design considerations for development, engagement, and evaluation [43] in apps for BD will be helpful to refine the development and dissemination of this work.

Limitations

Given our small sample size, our group of participants with BD may not be reflective of the broader, heterogeneous nature of BD. Furthermore, it is possible that a larger sample would have sufficient power to detect changes in clinical outcomes. We did not include a control group, so it was not possible to determine whether clinical changes were related to use of the Life Goals app. Our study design likely resulted in the tendency to include individuals who are more technology oriented and motivated to participate in research, as well as those who are more willing to have an almost daily engagement with the Life Goals app. For example, our sample was already actively engaged in a longitudinal study of BD, so these participants are likely more willing to engage in other research studies and participate in daily activities than are other individuals who are not volunteering their time. Future studies will need to evaluate the use of the Life Goals app in a more rigorous or controlled manner and within a more generalizable population to examine whether use statistics were related to incentivizing participants or whether symptom improvement trends persist over time. Lastly, we compensated our participant’s time in this study, which may have increased their interest to participate or their motivation to engage with the Life Goals app.

Conclusions

Overall, these results indicate that the Life Goals app, a smartphone self-management app developed using an evidence-based intervention based on the chronic collaborative care model, is feasible and acceptable for individuals with BD. Individuals using the Life Goals app may use it more frequently at first and may have the greatest interest in mood-related modules rather than other wellness modules. Wider dissemination of the app to individuals in different stages of recovery or earlier in the illness is needed. This app shows potential as an mHealth technology based on evidence-based treatments that can help bridge the gap in access to care and reducing burden on providers. It can also offer greater flexibility in terms of treatment options that accommodates varying levels of user engagement and commitment.
Acknowledgments
This project was funded by the Michigan Department of Health and Human Services, The Heinz C Prechter Research Program and the Richard Tam Foundation.

Conflicts of Interest
MG M has consulted for Otsuka and Janssen Pharmaceuticals and receives research support from Janssen Pharmaceuticals. MGM has also consulted with the Milken Institute for Strategic Philanthropy. AMK and CL are named on the Life Goals app invention disclosure filed with the University of Michigan. AMK is a co-author of a book about Life Goals and receives royalties from New Harbinger publications. SNS, KAR, AKY, HB, IC, BN, and EV has no conflict of interest to declare.

Multimedia Appendix 1
Demographic characteristics of the study participants (N=28).
[DOCX File, 19 KB - formative_v5i12e32450_app1.docx]

Multimedia Appendix 2
Self-report clinical outcome data with completion rate, mean score, and SD at each time point.
[DOCX File, 15 KB - formative_v5i12e32450_app2.docx]

Multimedia Appendix 3
Correlations between Life Goals app use and outcome measures for time period 1 (ie, baseline to 3-month follow-up) and time period 2 (ie, 3-month to 6-month follow-up).
[DOCX File, 94 KB - formative_v5i12e32450_app3.docx]

References


31. UMH RepeatResearch. URL: https://umhrsearch.org/ [accessed 2021-11-24]


Abbreviations

- **Audit-C**: Alcohol Use Disorders Identification Test
- **BD**: bipolar disorder
- **DAST-10**: Drug Abuse Screening Test
- **DSM-IV**: Diagnostic Statistic Manual version IV
- **LGCC**: Life Goals Collaborative Care
- **mHealth**: mobile health
- **NOS**: not otherwise specified
- **REDCap**: Research Electronic Data Capture
- **SF-12**: 12-item Short Form Health Survey
- **WHO-DAS**: World Health Organization Disability Assessment Schedule 2.0

©Kelly A Ryan, Shawna N Smith, Anastasia K Yocum, Isabel Carley, Celeste Liebrecht, Bethany Navis, Erica Vest, Holli Bertram, Melvin G McInnis, Amy M Kilbourne. Originally published in JMIR Formative Research (https://formative.jmir.org), 13.12.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Original Paper

User Reviews of Depression App Features: Sentiment Analysis

Julien Meyer1, MSc, PhD; Senanu Okuboyejo2, PhD

1School of Health Services Management, Ted Rogers School of Management, Ryerson University, Toronto, ON, Canada
2Department of Computer and Information Science, Covenant University, Ota, Nigeria

Corresponding Author:
Julien Meyer, MSc, PhD
School of Health Services Management
Ted Rogers School of Management
Ryerson University
350 Victoria Street
Office: TRS 3-081
Toronto, ON, M4T 1G6
Canada
Phone: 1 4169795000 ext 6296
Email: julien.meyer@ryerson.ca

Abstract

Background: Mental health in general, and depression in particular, remain undertreated conditions. Mobile health (mHealth) apps offer tremendous potential to overcome the barriers to accessing mental health care and millions of depression apps have been installed and used. However, little is known about the effect of these apps on a potentially vulnerable user population and the emotional reactions that they generate, even though emotions are a key component of mental health. App reviews, spontaneously posted by the users on app stores, offer up-to-date insights into the experiences and emotions of this population and are increasingly decisive in influencing mHealth app adoption.

Objective: This study aims to investigate the emotional reactions of depression app users to different app features by systematically analyzing the sentiments expressed in app reviews.

Methods: We extracted 3261 user reviews of depression apps. The 61 corresponding apps were categorized by the features they offered (psychoeducation, medical assessment, therapeutic treatment, supportive resources, and entertainment). We then produced word clouds by features and analyzed the reviews using the Linguistic Inquiry Word Count 2015 (Pennebaker Conglomerates, Inc), a lexicon-based natural language analytical tool that analyzes the lexicons used and the valence of a text in 4 dimensions (authenticity, clout, analytic, and tone). We compared the language patterns associated with the different features of the underlying apps.

Results: The analysis highlighted significant differences in the sentiments expressed for the different features offered. Psychoeducation apps exhibited more clout but less authenticity (ie, personal disclosure). Medical assessment apps stood out for the strong negative emotions and the relatively negative ratings that they generated. Therapeutic treatment app features generated more positive emotions, even though user feedback tended to be less authentic but more analytical (ie, more factual). Supportive resources (connecting users to physical services and people) and entertainment apps also generated fewer negative emotions and less anxiety.

Conclusions: Developers should be careful in selecting the features they offer in their depression apps. Medical assessment features may be riskier as users receive potentially disturbing feedback on their condition and may react with strong negative emotions. In contrast, offering information, contacts, or even games may be safer starting points to engage people with depression at a distance. We highlight the necessity to differentiate how mHealth apps are assessed and vetted based on the features they offer. Methodologically, this study points to novel ways to investigate the impact of mHealth apps and app features on people with mental health issues. mHealth apps exist in a rapidly changing ecosystem that is driven by user satisfaction and adoption decisions. As such, user perceptions are essential and must be monitored to ensure adoption and avoid harm to a fragile population that may not benefit from traditional health care resources.

(JMIR Form Res 2021;5(12):e17062) doi:10.2196/17062
**Introduction**

**Background**

Major depressive disorders account for almost 300 million cases worldwide, with a loss of 63 million disability-adjusted life years every year [1]. Effective treatments are frequently unavailable to those with the greatest need [2,3]. Barriers to receiving mental health and behavioral care include transportation problems, time constraints, costs, emotional barriers, and stigma [3]. Young adults, in particular, tend to have a negative opinion of the mental health care system, feel disconnected from its services, and prefer handling their concerns by themselves rather than resorting to mental health care services [4].

Mobile health (mHealth) apps deliver health care through mobile information technologies such as smartphones and offer an opportunity to address these barriers and expand the reach of depression care, especially in areas with limited or no specialists. They offer multiple advantages such as quasi-unlimited capacity, 24/7 availability, equitable access, anonymity, tailored approach, links to other systems, and low cost [5]. Patients also tend to prefer psychological treatment to medication [4]. As a result, mHealth apps have been installed millions of times [6]. mHealth apps can address a variety of needs and researchers have identified 6 categories of features offered by depression apps, as summarized in Textbox 1 [6,7].

**Textbox 1. Definition of depression apps features.**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psycho-education</td>
<td>Educate, train or inform users through books, guides, news, journal articles, commentaries or opinions, tips, and lessons.</td>
</tr>
<tr>
<td>Medical assessment</td>
<td>Allow users to screen, diagnose, assess risks, assess self, determine treatment.</td>
</tr>
<tr>
<td>Symptom management</td>
<td>Allow users to track symptoms, gather history, including physical health data and provide useful, comprehensible output.</td>
</tr>
<tr>
<td>Therapeutic treatment</td>
<td>Prescribe solutions to improve the condition (therapeutic or not). Includes relaxation, hypnosis, mindfulness exercises, meditation, spiritual or faith-based solutions.</td>
</tr>
<tr>
<td>Supportive resources</td>
<td>Provide referrals for help, connects users with support, for example, emotional and social support, treatment interventions for acute or chronic use, etc.</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Serve recreational purposes, such as quotes, dark humor, wall papers and games.</td>
</tr>
<tr>
<td>Multifeature</td>
<td>Offer 2 or more of the above features.</td>
</tr>
</tbody>
</table>

Evidence suggests that mHealth apps can be effective for various mental health disorders, including depression [8-12]. Nevertheless, evidence remains scarce and incomplete. First, there are a limited number of studies and participants involved [9] and they rarely focus on the benefits and usefulness of specific features [6,7]. Second, the rapid evolution of these apps implies that the investment in clinical evaluations of specific apps may be short-lived; for instance, a study showed that 50% of the depression apps available were different after 130 days, with a new app for depression being available every 3 days [13].

Moreover, the clinical relevance seems to be unrelated to adoption [13]. App developers indicate that app stores are increasingly their favorite distribution channel, over health care providers, in line with the evolution of user decision patterns toward increased patient empowerment [14]. Young users, in particular, often openly reject being told what app to use [15]. Thus, adoption of mHealth apps is increasingly driven by patient attitudes about and experiences with the apps than by clinical evidence and professionals’ prescriptions. Therefore, to better address user needs and improve the adoption and use of adequate apps, we need to better understand the experiences, behaviors, and attitudes of the users of these mHealth apps [16].

App reviews are one key source of information on apps. App users are invited by app stores to rate the apps they have installed and write free text reviews about them. Users willingly and spontaneously contribute to these reviews. Although only
a fraction of users choose to do so, these reviews aggregate into a large data set of mostly authentic and publicly available data on user experience with depression apps.

These app reviews are important because of several reasons. First, app reviews can help identify bugs, user requirements, feature requests, user experience with specific app features [17,18] and whether the existing features meet user expectations [19]. Consumer knowledge also reflects different types of knowledge that may be expressed in the reviews, such as knowledge of attributes, the topic, or the buying process [20].

Second, user reviews inform us about the experiences and mental states of the users. For instance, the choice of words in web-based blogs by people with mental health issues helped identify young adults’ suspicions toward the mental health system [4].

Finally, user reviews influence the prospective users’ decision to choose a health care service or not [21]. Specifically, the number of user reviews and user ratings of mental health apps influence adoption [22] and the expression of emotions in user reviews, notably negative emotions, influences how people interpret the reviews [23].

As the scope of human endeavors supported by technology continues to broaden and become more intimate, emotions and values tend to play an increasing role in explaining the adoption and use of a technology [24,25]. Users’ emotional reactions can reflect their assessment of an app, their future propensity to use them, and also reflect some of the impacts of the apps on the users’ condition and behavior.

**Objectives**

Considering the importance of user emotions and user reviews in understanding user decisions, this study investigates the emotional reactions expressed in user reviews of depression health apps and analyzes how they relate to app features.

**Methods**

**Data Collection**

Depression apps and their reviews were scraped from Google Play Store and Apple App Store through 42Matters, a third-party application programming interface provider, based on all apps worldwide that included the root *depress-* either in the title or in the description. The search was conducted in March 2018. The data set was then cleaned manually by a researcher to remove non–English-language app reviews or apps and apps unrelated to the mental condition (eg, depression used as a geological term) and apps with missing data (Figure 1).

Screening of the app reviews resulted in a final data set containing 3261 app reviews associated with 61 apps.

![Diagram of app reviews selection process](https://formative.jmir.org/2021/12/e17062)

Each app was categorized using functional categories defined in other studies on depression apps [6,7]. For each app, a researcher read the description of the app, installed the app if necessary, and coded the feature or features provided by the app (refer to Textbox 1 for the coding scheme).

**Statistical Analysis**

In app reviews, users report and document their experiences in an unstructured and nonmethodical manner. The volume, variety, velocity, and veracity of user reviews also contributed to making them difficult to analyze.

As a first step, we created a word cloud of the content of the app reviews by functional category. This provided an intuitive, unmediated idea of some of the themes and concepts reflected in the reviews. We used the statistical and data management software R to remove common English stop words (plus *depression, depressed* and *app*) and used the 50 most frequently used words for each group of app reviews (refer to Multimedia...
Appendix 1 for the list and frequencies of the most frequently used words by feature).

We then used a text-mining tool to analyze the content of the reviews. Natural language processing involves techniques to analyze large data sets of natural (ie, not codified) language and has been critical for understanding consumer attributes and behaviors [26,27]. Sentiment analysis is a subset of natural language processing that investigates thoughts, emotional reactions, and feelings regarding a specific subject or topic or simply identifies the overall polarity of a topic [21]. It operates by extracting and retrieving information from unstructured raw text and extracting words or grammatical patterns that reflect emotions or thought processes. In health care, these analytical methods have been used, for instance, to interpret textual information about patient experience [21,28] or patient satisfaction [29].

App reviews were analyzed using Linguistic Inquiry Word Count (LIWC) 2015 (Pennebaker Conglomerates Inc). LIWC is a well-established application that analyzes natural language text segments and counts the frequency of words reflecting different emotions, thinking styles, social concerns, and other dimensions [30-32]. LIWC is a lexicon-based approach to semantic analysis, which is based on a predefined dictionary. Although LIWC was not specifically developed to investigate app reviews, lexicon-based approaches to sentiment analysis of consumer reviews do not significantly differ based on the context being analyzed [33]. LIWC has been used in prior studies to extract depression-related linguistic cues from web-based forums [31] and analyze mobile app reviews [19,34].

LIWC codifies more than 92 different aspects of language. It assesses the valence of a text in 4 dimensions (authenticity, clout, analytic, tone) by analyzing the linguistic style. Authenticity measures the presence of features associated with true and false stories [32,35]. False stories, for instance, tend to use more motion words and more negative emotion words but fewer first-person pronouns [35]. LIWC then provides a rating from 0 to 100, 50 being neutral. For example, the following review was scored 99 on authenticity, 73.64 on (emotional) tone, but only 1 on analytic and clout, reflecting that the quote talked more about the user’s experience than about the app:

*I already knew this but now I can physically see that I am and I can’t even tell my own parents wow. I don’t know how to get better I really don’t and it said I have server depression.*

In contrast, the following review was rated 64.27 on analytic, 98.93 on clout, reflecting how the user was analyzing the features and trying to influence the designers but not saying much about his or her experience with the app:

*Would Love to have Transparent Effect! And an idea for you, make one with Motivational thoughts and people would go CRAZY and Install your App.*

LIWC also measures the frequency of certain lexicons, such as money, home, you or adverb, (not only these exact words but any words related to the theme). Categories were rated from 0 to 100 to reflect the valence in the linguistic feature, 0 indicating complete absence and 100 indicating that the fragment fully reflected the category. Owing to the purpose of the apps, the codes may reflect the user’s state of mind or the feature being assessed. “Best anxiety tool out there” and “It’s OK but too confusing” were both rated at 20 on anxiety but the first one reflected an analytical stance on anxiety while the other reflected the state of mind of the user. Thus, both meanings were included in the values and could not be disentangled by LIWC.

We coded the app reviews with LIWC, meaning that the complete app reviews were analyzed and rated rather than the individual sentences. Using R, we then performed 2-tailed t tests on the relevant dimensions to measure whether there were significant differences between the reviews associated with 1 feature and the depression app reviews overall. We focused on the 4 summary language variables (analytic, clout, authenticity, and emotional tone) [32]. Owing to its importance, instead of reporting the emotional tone directly, we reported its subcomponents positive emotion and negative emotion which have been associated with app adoption [3]. We also added anxiety, a subcomponent of negative emotion, which was directly related to depression. Negative emotion, positive emotion, and anxiety are lexicon dimensions that reflect frequency rather than valence. Therefore, their values were typically lower than those of the dimensions. Textbox 2 defines the variables that were retained.
Textbox 2. Selected Linguistic Inquiry Word Count dimensions and their definitions.

**Analytic (analytical thinking)**
- Degree to which people use words that suggest formal, logical, and hierarchical thinking patterns. People low in analytical thinking tend to write and think using language that is more narrative, focusing on the here-and-now and personal experiences.

**Clout**
- Relative social status, confidence, or leadership skill that people display through their writing or talking.

**Authenticity**
- When people reveal themselves in an authentic or honest manner, they are more personal, humble, and vulnerable.

**Tone (emotional tone)**
- Includes both positive and negative emotion dimensions; the higher the number, the more positive the tone. Ratings below 50 suggest a more negative emotional tone. It was broken down into:
  - **Positive emotion**
    - The more that people use positive emotion words, the more optimistic they tend to be. If you feel good about yourself, you are more likely to see the world in a positive way.
  - **Negative emotion**
    - Use of negative emotion words is weakly linked to people’s ratings of anxiety or even neurotic. People who have had a bad day are more likely to see the world through negatively-tinted glasses. Words denoting anxiety (worried, fearful...) are a subset of negative emotion.

Finally, we illustrated the analysis with samples of complete reviews to connect both the word clouds and the language variables with actual uses of the words, as the anecdotal context facilitated the understanding of the analytical process.

### Results

**App Statistics**

First, we present basic descriptive statistics on the number of reviews by year of publication (Table 1) and by word count (Table 2).

#### Table 1. Number of reviews by year of publication.

<table>
<thead>
<tr>
<th>Year of review</th>
<th>Reviews, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>4</td>
</tr>
<tr>
<td>2013</td>
<td>5</td>
</tr>
<tr>
<td>2014</td>
<td>18</td>
</tr>
<tr>
<td>2015</td>
<td>122</td>
</tr>
<tr>
<td>2016</td>
<td>138</td>
</tr>
<tr>
<td>2017</td>
<td>1760</td>
</tr>
<tr>
<td>2018</td>
<td>877</td>
</tr>
<tr>
<td>2019</td>
<td>337</td>
</tr>
</tbody>
</table>

#### Table 2. Number of reviews by word count.

<table>
<thead>
<tr>
<th>Word count</th>
<th>Reviews, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;5</td>
<td>645</td>
</tr>
<tr>
<td>6 to 10</td>
<td>1251</td>
</tr>
<tr>
<td>11 to 20</td>
<td>807</td>
</tr>
<tr>
<td>21 to 50</td>
<td>868</td>
</tr>
<tr>
<td>50 to 100</td>
<td>292</td>
</tr>
<tr>
<td>&gt;100</td>
<td>43</td>
</tr>
</tbody>
</table>
Second, we analyzed the number of app reviews by category and the average review rating out of 5 stars (Table 3). No app that offered the feature of symptom management exclusively was identified, and therefore, that category was excluded from the remainder of the analysis. The app ratings for psychoeducation, therapeutic treatment, and multifeature apps were slightly but significantly above average, while those for medical assessment apps were significantly below average. The average character count was 134, which was slightly above the average of 117 observed in app reviews in general [36].

Table 3. App count, installation, and reviews by functional category.

<table>
<thead>
<tr>
<th>App category</th>
<th>Exclusive feature app count (total apps with feature; N=61), n (%)</th>
<th>App review count (N=3261), n (%)</th>
<th>Rating, mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Review length in words, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychoeducation</td>
<td>17 (27.86)</td>
<td>259 (7.94)</td>
<td>4.2 (1.3)</td>
<td>.06</td>
<td>18.9 (18.2)</td>
</tr>
<tr>
<td>Medical assessment</td>
<td>12 (19.67)</td>
<td>556 (17.05)</td>
<td>4.0 (1.4)</td>
<td>&lt;.001</td>
<td>14.8 (15.7)</td>
</tr>
<tr>
<td>Symptom management</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Therapeutic treatment</td>
<td>9 (14.75)</td>
<td>293 (8.98)</td>
<td>4.3 (1.3)</td>
<td>.69</td>
<td>18.1 (19.7)</td>
</tr>
<tr>
<td>Supportive resources</td>
<td>4 (6.56)</td>
<td>138 (4.23)</td>
<td>4.2 (1.4)</td>
<td>.39</td>
<td>20 (24.0)</td>
</tr>
<tr>
<td>Entertainment</td>
<td>7 (11.47)</td>
<td>353 (10.82)</td>
<td>4.4 (1.2)</td>
<td>.04</td>
<td>14.9 (14.9)</td>
</tr>
<tr>
<td>Multifeature</td>
<td>12 (19.67)</td>
<td>1662 (50.96)</td>
<td>4.4 (1.0)</td>
<td>&lt;.001</td>
<td>25.8 (27.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Welch 2-sample t test between all reviews and each category.
<sup>b</sup>References to these categories are italicized in the text.
<sup>c</sup>N/A: not applicable.

Word Clouds

Third, we report the word clouds of app reviews under each category in Multimedia Appendices 2-7. The word clouds represent the most common terms used in the app reviews. The more frequent a word, the bigger and more central its representation in the cloud. Generic words like help or like/love appeared across categories; also, category-specific words emerged, like test or result for medical assessment apps, game or quotes for entertainment apps, people or chat for supportive resources apps and journal or meditation for therapeutic treatment apps. However, some less predictable words also appeared and provided hints about the focus of the users. For instance, severe (ie, severe depression) appeared specifically at the top in the list of words for medical assessment apps or inspire in the list for entertainment apps, which included quotes apps.

Sentiment Analysis of User Reviews

The LIWC sentiment analysis by feature is reported in Table 4 and Figure 2. The P value of the t test compares feature-specific reviews with other app reviews. For instance, the analytical score of 52.2 for therapeutic treatment versus an average score of 43 (SD 36.3) for all reviews has P<.001, meaning that it is significantly above average.

Table 4. Key sentiment dimensions by category<sup>a</sup>.

<table>
<thead>
<tr>
<th>App category</th>
<th>Analytic rating Value, mean (SD)</th>
<th>P value</th>
<th>Clout rating Value, mean (SD)</th>
<th>P value</th>
<th>Authenticity rating Value, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychoeducation</td>
<td>46.7 (36.4)</td>
<td>.08</td>
<td>49.2 (33.4)</td>
<td>.001</td>
<td>34.8 (36.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical assessment</td>
<td>41 (38.1)</td>
<td>.18</td>
<td>29.5 (29.5)</td>
<td>&lt;.001</td>
<td>48.9 (40.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Therapeutic treatment</td>
<td>52.2 (36.3)</td>
<td>&lt;.001</td>
<td>45.3 (31.2)</td>
<td>.15</td>
<td>36.8 (38.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Supportive resources</td>
<td>37.9 (35.0)</td>
<td>.08</td>
<td>47.6 (34.0)</td>
<td>.09</td>
<td>42.6 (40.2)</td>
<td>.43</td>
</tr>
<tr>
<td>Entertainment</td>
<td>31.8 (34.7)</td>
<td>&lt;.001</td>
<td>47 (34.0)</td>
<td>.01</td>
<td>46.7 (40.0)</td>
<td>.50</td>
</tr>
<tr>
<td>Multifeature</td>
<td>44.2 (35.6)</td>
<td>.62</td>
<td>44.5 (32.5)</td>
<td>.01</td>
<td>47.15 (39.5)</td>
<td>.11</td>
</tr>
<tr>
<td>All reviews</td>
<td>43 (36.3)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>42.8 (32.8)</td>
<td>N/A</td>
<td>45.3 (39.7)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Welch 2-sample t test between all reviews and each category.
<sup>b</sup>References to these categories are italicized in the text.
<sup>c</sup>N/A: not applicable.
Psychoeducation app reviews were significantly higher than the average on clout, but were less authentic (34.8), suggesting that the reviews were more focused on influencing others than on sharing personal experiences and that the users were more confident. This was illustrated by reviews such as the following:

No help at all. Lots of information that is easily available from a single Internet search.

I found this helpful but it needs more information for another star, specially I felt that this app has no information about recovery & medical advice (verified doctors).

Medical assessment app reviews had less clout (29.5) and more authenticity (48.9), but also significantly more negative emotions (6.6). This was illustrated by reviews such as, “Kinda lame ask general questions not really a benefit all ready knew answer” or “Only 20% of it was true about me in my test.” Others leaned toward personal disclosure:

I got 25. I am 13 and i literally don’t want my life anymore! I wonder how have i not suicided yet!

Therapeutic treatment app reviews were more analytical (52.2) and less authentic (36.8), suggesting that the reviews were more focused on the actual functions. This was illustrated by reviews such as the following:

Brilliant app I particularly liked the progressive explanation of the cognitive distortions and how to address each accordingly.

So helpful and easily accessible. You can pull the app out whenever you need it.

Supportive resources app reviews exhibited less negative emotions (2.3) and anxiety (0.06) than the average. Supportive resources reviews focused on the process of connecting to other people as illustrated by, “This a great app to connect with people dealing with similar situations!” or on the app features, illustrated as follows:

I have been a member for a while now, and I love we got a mobile app. Wish we could take chats on it though. But awesome non the less.

Entertainment app reviews exhibited feedback that went beyond entertainment concerns, such as the following:

This game is so amazing, I’ve been struggling with depression and self harm since I was 9, this game had such an emotional impact on me, I hope more people discover this game soon, yeah, its pretty laggy, but I think the over all message equals it out.

Moreover, some were very negative, such as the following:

As a clinical counselor I would say this app is likely to lead sufferers down a dark path.

Discussion

Principal Findings

Findings pointed to differences in the emotional experiences of users based on the app features.

Medical assessment apps specifically received highly negative reviews. Their app ratings and positive emotions were significantly lower than the average of the depression app reviews, while the negative emotions were higher than the average. A possible explanation is that unlike other categories, medical assessment apps provide users with feedback and insights into their own personal conditions and whether they are depressed or not. Research suggests that people who disagree with personal feedback may respond with distress and exhibit strong and long-lasting feelings [37]. These emotions may translate into resentment and negative reactions against the quality and the validity of the app. The high level of authenticity
also suggests that the users reveal more about themselves. For developers, this suggests the need for caution before introducing medical assessment features in their apps, as they may antagonize their users and possibly distress them. It also raises the question of the impact of medical assessment on users. Distress caused by the outcome may lead the users to seek expert opinion for confirmation or disconfirmation, but it may also lead them to draw negative conclusions about what to expect from mental professionals.

In contrast, supportive resources apps generate fewer negative emotions. As these apps mostly connect the users to other people, the emotional response may focus more on the people or the services connected to them than on the apps themselves. Therapeutic treatment apps generate more positive emotions and anxiety but are also much more analytical, possibly because they focus on the users’ attention on their actions to mitigate their condition. This suggests that both are safer features for developers to offer, at least to begin with. To a certain extent, psychoeducation apps also generate more positive reactions (although not significantly). Their low authenticity level can be explained by the impersonal informational and educational dimensions and it also makes them less risky to implement, to the extent that they do not mislead the users with incorrect information. Higher clout level is associated with higher confidence and social status. Users of psychoeducation apps may require sufficient self-confidence to believe that simply getting access to information is sufficient than more prescriptive features. Thus, these apps may cater to a different, more autonomous population.

Entertainment apps offer an ambivalent picture. They insignificantly generate more negative emotions, but their users also express significantly less anxiety. Entertainment could be an alternative way to engage people with depression who are anxious about dealing directly with their condition. This confirms findings from prior research obtained from focus groups, suggesting that people with mental health issues, especially male adolescents, value entertainment features in mental health management apps [15].

Limitations

This study has limitations. The app marketplace is continuously evolving. The study was based solely on the information available in Google Play Store and Apple App Store. This information is subject to the inclusion criteria put in place by the app stores and the developers. The authenticity of the reviews included in this study was not validated, and the issue of illegitimate or fraudulent reviews is widespread [38]. These carry special risks regarding mental health apps, as they could lead the users to make decisions that may be detrimental to their health. User socio-demographic information was unavailable, even though this is a standard practice with recent studies involving sentiment analysis of app reviews [17,39,40].

Moreover, only the users who posted reviews of the apps were represented, which limits the sample’s representativeness of the population of mental health app users. Reviewers were willing to publicly associate their usernames with a depression app, which many users may be reluctant to do, considering the stigma associated with mental disorders. In addition, even though the apps mostly cater to a population with depression, we do not know whether the reviewers are people diagnosed with clinical depression. Future research may try to replicate these findings by actively selecting respondents with depression and asking them to review apps. Such results can then be compared with those from this study or those from the app stores.

Finally, an assumption of this study is that the reviews can be generalized to the app feature, but they may reflect the idiosyncracies of the reviewed apps (eg, bugs or ill-designed apps), as the number of apps in each category varies from 4 to 20.

Comparison With Prior Work

This study contributes to the literature in multiple ways. In addition to the studies that describe cognitive processes such as satisfaction or confirmation of expectations in mHealth app users [19], our findings suggest that depression apps also generate strong emotions. Emotions form a key element of mental health conditions and access to mental health care [3] and should be of concern to researchers and developers interested in improving the apps.

Depression app use is a health care behavior practiced by a large population with potentially serious mental health conditions [6]. The people routinely use depression apps to access information and assess, track, and manage their condition. Ultimately, they draw conclusions about their condition and take action (or maybe more problematically, do not take necessary action) based on feedback from these apps which could have critical impacts on their mental health if continued without clinical supervision. A major concern of researchers and clinicians regarding depression apps is the clinical validity of these interventions. Few of these apps are rigorously and clinically validated [5,12], and despite efforts to provide clinical evidence, the rapidly changing app environment and user behaviors do not suggest that use will be dominated by clinically validated apps in the near future [5]. Future studies could compare the user reviews of validated apps with those of nonvalidated apps.

Installations of depression apps vastly exceed the number of people accessing mental health care services, and therefore do not compete with traditional care as much as with not accessing care at all [6]. They are typically used as stand-alone self-help programs that are either poorly integrated or entirely not integrated with the continuum of care. How they fit in this continuum is a question by itself. Depression app features include clinically validated, inspired by sound research, alternative unproven approaches, or games with minimal or no clinical claims, several of which can be found in the same app. This indicates unclear differences between the apps used. As such, the use of mental health apps is of interest, both as a clinical intervention and as a common behavior performed by people with mental health conditions.

The reviews of entertainment apps, for instance, suggest that a nonclinical approach may provide help and relief to people with depression, which could lead them to acknowledge their condition, gain confidence in the value of external support, and seek other features in the apps. Thus, entertainment apps may
be a stepping stone that does not require the users to recognize their condition and their need for help, considering the stigma and emotional barriers associated with it. They could then serve as a gateway to recognizing the value and seeking professional care for people with serious mental health issues. In contrast, apps may act as a deterrent, either because the users feel that the apps are sufficient or even better than traditional care or because bad app experiences, such as an early and disturbing virtual depression assessment, would cause skepticism toward the value of medical expertise. This requires research on the pathways that patients follow between using depression apps and accessing traditional health care services. In line with approaches that follow up web-based health behaviors of specific groups of people [41], future research could longitudinally follow up depression app user behaviors and decision-making processes to identify these pathways. Such behavior patterns may help tailor apps to diverse populations.

Our findings also highlight the need to discriminate mHealth app use based on the features offered. Typically, researchers categorize apps according to the disease or condition addressed by the apps [6,7]. The features offered by the apps are important. Providing information about a condition and helping the users track their symptoms every day are very different services and our findings show that users react differently to them in their emotions and satisfaction. This suggests breaking down the study of mHealth apps based on the features they offer. This could come either in addition or as an alternative to studying mHealth apps based on the mental health condition that they address. Two mHealth apps that provide the same features for different diseases may have more in common than 2 apps that provide different features for the same disease. This study illustrates a novel way to investigate user beliefs and behaviors toward specific features. Although substantial efforts have been made to extract isolated reviews that specifically mention a feature [17-19], the size of the app ecosystem can make it possible to isolate apps that offer a single feature, thereby capturing reactions of the users who may not specifically mention the feature under consideration.

Sentiment analysis answers the need to rely on reactive vetting tools for mHealth apps (what Olff [5] refers to as postmarketing surveillance) in complement to randomized controlled trials. Researchers are increasingly recognizing the value of mining patient-generated web-based content and feedback [21] and this study is a step toward exploiting the potential of natural language content generated virtually by people with mental health disorders. Sentiment analysis of these data can help refine our understanding of how the users behave and react emotionally outside of clinical settings. How individuals communicate, what activities they engage in, and what language they use are potential indicators of mental health; users’ mental health conditions, such as depression, may reveal patterns of web-based behaviors through Twitter feeds [16]. Further studies could assess the extent to which app reviewers fit into this pattern by comparing them with other app reviewers. Word clouds complement the insights provided by sentiment analysis. They provide an unmediated representation of the words and lexicons used by the reviewers. In addition to the emotions that are conveyed, we can see that the users focus on looking for help on whether they like or love good apps. We can deduce the typical focus of their reviews, such as tests and results, for medical assessment. They provide face value and a topical complement to sentiment analysis. Other language analysis tools such as Latent Dirichlet Allocation or Structural Topic Modelling could also be used to provide further insights into the app reviews.

One of the major appealing features of depression apps is that they allow people to circumvent the stigma associated with mental health issues and access services privately. Beyond the privacy-conscious population, our findings suggest that many users are willing to publicly share their personal and intimate experiences about depression on public outlets such as app stores. This source of data can be used to improve individual apps, understand general patterns of use, and learn about the beliefs, behaviors, and emotions of patients. This is also a cautious reminder that the users may not realize that they are not just talking to the community of depression app users but are making a public statement through both a personal and public Google or Apple account that can be viewed by the broader community, including people to whom the users may not want their condition to be revealed. Further research is needed to investigate the extent to which the app reviewers are aware of what they are disclosing and to whom.

**Conclusions**

This study broadens our understanding of depression app use and user emotions and refines our knowledge of user experience based on the app features used. Users react with observably different emotions and sentiments depending on the features offered by the depression apps. This has implications for clinicians to better orient their patients to the proper apps and for developers to improve their design and handle the delicate and intimate aspects of a vulnerable population. It is also useful for users to better understand the risks and benefits of using mental health apps and for researchers to broaden their understanding of virtual behaviors of people with mental health.

Our understanding of the role of smartphones and other personal technologies, both as a cause of and as a solution to mental health disorders is still limited, and we need to broaden the scope of our investigations to include the emotions associated with these new behaviors in new and authentic data sources such as user reviews.
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Abstract

Background: The use of mobile health (mHealth), including smartphone apps, can improve the HIV prevention cascade for key populations such as men who have sex with men (MSM). In Malaysia, where stigma and discrimination toward MSM are high, the mHealth platform has the potential to open new frontiers for HIV prevention efforts. However, little guidance is available to inform researchers about privacy and confidentiality concerns unique to the development and implementation of app-based HIV prevention programs.

Objective: Given the lack of empirical data in this area, we aim to understand the privacy and confidentiality concerns associated with participation in a hypothetical app-based research study for HIV prevention efforts.

Methods: A cross-sectional, web-based survey was conducted between June and July 2020 among 355 Malaysian MSM. The survey included demographic and sexual health questions and a series of short videos describing a hypothetical app-based HIV prevention program, followed by questions related to privacy and confidentiality concerns in each step of the app-based program (ie, recruitment, clinical interaction, risk assessment, and weekly reminder). Multivariable logistic regression models were used to identify the correlates of willingness to use such an app-based program.

Results: Most of the participants (266/355, 74.9%) indicated their willingness to participate in a hypothetical mHealth app–based HIV prevention program. Participants expressed concerns about privacy, confidentiality, data security, and risks and benefits of participating in all stages of the app-based HIV research process. Multivariate analyses indicated that participants who had a higher degree of perceived participation benefits (adjusted odds ratio [aOR] 1.873; 95% CI 1.274-2.755; \textit{P}=0.001) were more willing to participate. In contrast, participants who had increased concerns about app-based clinical interaction and e-prescription (aOR 0.610; 95% CI 0.445-0.838; \textit{P}=0.002) and those who had a higher degree of perceived risks of participating (aOR 0.731; 95% CI 0.594-0.899; \textit{P}=0.003) were less willing to participate.

Conclusions: Overall, our results indicate that mHealth app–based HIV prevention programs are acceptable for future research on Malaysian MSM. The findings further highlighted the role of privacy and confidentiality, as well as the associated risks and benefits associated with participation in such a program. Given the ever-evolving nature of such technological platforms and the complex ethical–legal landscape, such platforms must be safe and secure to ensure widespread public trust and uptake.

\textit{(JMIR Form Res 2021;5(12):e28311)}  doi:10.2196/28311
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Introduction

Background
HIV transmission among men who have sex with men (MSM) continues to accelerate and fuel the global epidemic, especially when stigma and discrimination are high [1,2]. Malaysia, a middle-income country with low (0.4%) overall HIV prevalence, has an evolving epidemic in MSM, with new HIV cases attributable to MSM increasing from 10% in 2008 to 54% in 2016 [3]. Biobehavioral surveys suggest that HIV prevalence among MSM is now at an all-time high of 21.6%. The highest prevalence is concentrated in the country’s capital, Kuala Lumpur, where HIV prevalence among MSM was 43% in 2018, up from 22% in 2014 [4]. Central to the expanding HIV epidemic among Malaysian MSM is the concomitant use of drugs, especially amphetamine-type stimulants, linked to condomless sex and associated sexually transmitted infections [5-7]. In Malaysia, where both homosexuality and drug use are criminalized, MSM who use drugs bear the burden of social stigma and discrimination. Consequently, they are marginalized from traditional, venue-based HIV prevention approaches and require innovative HIV prevention strategies that improve coverage and access [8,9].

In the past decade, mobile phone technology has become increasingly ubiquitous and has allowed the use of new approaches, including mobile health (mHealth), to improve health outcomes [10-13]. mHealth tools can deliver effective HIV prevention in a confidential, less-stigmatizing, and convenient manner—all features that are crucial for prevention efforts among stigmatized and hard-to-reach populations, such as Malaysian MSM. MSM in Malaysia often do not access HIV prevention services, given the existing and limited service delivery models for the lesbian, gay, bisexual, and transgender (LGBT) community [14]. Recent studies with Malaysian MSM have shown that nearly all (>97%) of them own a smartphone. Many have stated preferences for interacting with smartphone apps to access HIV prevention services to avoid risk and shame because of disclosure [15,16]. As such, the use of HIV prevention apps holds promise for reducing transmission among this at-risk group [17-23], especially when linked to effective biomedical interventions, including pre-exposure prophylaxis [8,9,24]. However, no smartphone-based app tailored to the specific needs of MSM in Malaysia has been developed to improve access to HIV prevention services for this at-risk group.

Several studies have evaluated the efficacy of mHealth-based HIV prevention interventions targeting MSM populations globally [24-26]. mHealth is a trending research topic in Malaysia, as the number of published studies on the interest and use of mHealth technologies has exponentially increased over the past 10 years [27]. However, privacy and confidentiality risks remain to be primary concerns for sexual and gender minorities participating in mHealth research studies [28-35]. Privacy concerns around collecting sensitive information (e.g., sexual and drug use behaviors) may limit willingness to use and engage in an HIV prevention mHealth app for MSM in Malaysia [28,36-38]. To date, no studies have examined whether any of these factors influence the decision among MSM to participate in an mHealth app–based HIV prevention program in Malaysia.

Objectives
Understanding the motivations of MSM to participate in mHealth studies and the perceived privacy concerns is essential for increasing their representation in research designed to empirically validate prevention strategies. Given the lack of empirical data in this area of mHealth research and an existing mHealth app for HIV prevention in Malaysia, we aim to understand the perceived privacy and confidentiality issues associated with using an mHealth app for HIV prevention efforts among MSM in Malaysia. Specifically, this exploratory study evaluates the motivation of MSM in Malaysia to participate in a hypothetical mHealth app–based HIV prevention program. These data are crucial to developing an ethically sound, app-based HIV prevention program while minimizing any unintended harm, such as third-party use, incidental discovery by someone, or legal interception.

Methods

Study Design and Participants
A cross-sectional, web-based survey of Malaysian MSM was conducted from June to July 2020 to assess their attitudes toward participation in a hypothetical mHealth app–based HIV prevention program. Individuals were eligible if they (1) were ≥18 years; (2) identified as male; (3) had a self-reported HIV status as negative or unknown; (4) reported substance use or condomless anal sex with another man in the past 6 months; and (5) were able to read and understand English or Bahasa Malaysia.

Study Procedures
A sample of MSM was recruited through purposive sampling via advertisements in 2 venues: geosocial networking (GSN) apps for MSM (e.g., Grindr and Hornet) and popular social networking websites for the general population (e.g., Facebook). The GSN apps pushed the advertisement as a message to the chat inboxes of all their different users in Malaysia. On the social networking site, we posted flyers on nongovernmental organizations and community-based organizations that provide services to MSM. In addition, we used banner advertisements that were targeted at MSM aged ≥18 years residing in Malaysia. These targeted advertisements could appear in one of two ways: a static advertisement on the right-hand pane of the website or an advertisement that resembled a standard post as users scrolled through their feeds. Interested users who clicked on advertisements were directed to an eligibility screening tool and a brief web-based consent form hosted by Qualtrics. The consent form indicated that they could “enter a lucky draw to win 1 of 10 RM 635 vouchers” (equivalent to US $150) and that there was “no participation necessary” to enter the random drawing.
Eligible volunteers completed a web-based consent form acknowledging that they understood the study’s purpose, risks, and benefits before completing the survey. Those who declined to participate were provided instructions on how they could enter the drawing. Participants who completed the survey and were interested in entering the drawing were redirected to a separate website in which they entered an email address that was not linked to their data. On average, the participants took 10-12 minutes to complete the anonymous web-based survey. The study protocol and consent form were approved by the University of Malaya Research Ethics Committee and the Yale University Institutional Review Board.

We followed a protocol based on published standards for removing potentially duplicate cases while erring on the side of keeping rather than removing data in cases where a determination could not be made [39]. In particular, we identified potential duplicates based on age, sexual orientation, and ethnicity. All cases sharing those features in common were manually examined, focusing on responses to other questions, such as education, relationship status, income, device and browser information, and survey duration.

**Study Measures**

**Participant Characteristics**
These included age, sexual orientation, ethnicity, relationship status, educational attainment, income, self-reported history of HIV testing practices, disclosure of sexual orientation to others, and perceived stigma and discrimination from health care providers.

**Smartphone Access and Use**
Participants were also asked about their access to a smartphone and use of the internet on a smartphone.

**Sexual Risk Behaviors**
This included engagement, during the past 6 months, in anal intercourse with another man; engagement in condomless sex; number of sexual partners; and engagement in group sex, commercial sex, and chemsex. Chemsex is defined as the use of a psychoactive substance (eg, crystal methamphetamine or batu or ice, ketamine, ecstasy, and gamma-hydroxybutyrate G) before or during anal intercourse [40-42]. The perceived risk of acquiring HIV was measured by a single question, “What do you think is your current risk of getting HIV?” with a dichotomized response of “low” and “high.”

**Hypothetical mHealth App–Based HIV Prevention Program**
After completing the first part of the survey, participants were shown a short video that briefly introduced the hypothetical app-based HIV prevention program:

> Imagine you have been asked to participate in a research study! In this study, you will be asked to use an app on your phone for HIV prevention. Advertisements would be placed on social networking apps like Grindr and Hornet to recruit participants into the program. After downloading the app, you will need to create an account, including creating a username and password and entering some personal information, like your name and date of birth. Once you’re done, you can use this app for many things! For example, you can order pre-exposure prophylaxis (PrEP) through the app without having to visit a doctor in person. You can communicate with your doctor by sending messages and also receive reminders to take your medications. As part of the research study, you will also be asked to answer a few health-related questions.

Next, participants were shown 4 additional videos illustrating each step involved in the hypothetical app-based program (eg, recruitment, clinical interaction, risk assessment, and weekly reminders), followed by 2-3 questions about ethical concerns (privacy, confidentiality, risks, and benefits) related to each step: for example, (1) recruitment—“Would you be concerned that others might find out about your sexual orientation if you click on the advertisement?”; (2) clinical interaction—“Would you be concerned that doctors and pharmacists receiving your medical information will share it with others?”; (3) risk assessment—“Would you be concerned that research staff might share the health-related information you provide in the app with other people?”; and (4) reminders—“Would you be concerned that other people might see the app messages/reminders on your phone?” In addition, 4 items each examined participants’ overall perceived risks (eg, “I don’t think all of my concerns will be addressed without seeing a doctor in person”) and benefits (eg, “I could order PrEP through the app without having to visit a doctor in person”) related to participating in a hypothetical app-based HIV prevention program. All responses to items within each domain (various steps of the hypothetical app program and perceived risks and benefits of participation) were summed to calculate a cumulative scale score with higher values indicating higher levels of concerns or benefits or risks.

**Data Analysis**
Analyses were performed using SPSS (version 25.0; IBM Corp). Estimates were evaluated for statistical significance based on 95% CI using the probability criteria of $p<.05$. Descriptive statistics were calculated for all variables. The primary outcome was the willingness to use a smartphone app for HIV prevention.

Next, we assessed whether there were demographic differences in the participation choice of MSM for a hypothetical app-based HIV prevention program (those willing vs those who were not willing). We conducted Pearson product–moment correlations between the likelihood that MSM would agree to participate in the hypothetical smartphone app and individual item and composite scale scores. Multivariate logistic regression was used to determine the extent to which cumulative scale scores and separate items together and independently accounted for variability in participation likelihood. The goodness-of-fit of the final multivariate model was assessed using the Hosmer–Lemeshow test [43].

**Results**
During the 1-month recruitment period, 1259 participants entered the survey, and 47% (592/1259) consented and completed the screening tool. Of the 592 participants who
completed the screening and met the inclusion criteria, 227 (38.3%) did not complete the survey. There were no significant differences between completers and noncompleters for any demographic variables. Of the 365 (365/592, 61.6%) participants who completed the survey, 4 (1%) were eliminated because they failed validation checks (eg, survey duration) and 6 (1.6%) were not included in the analysis because they were identified as female, leaving a final sample of 355.

**Participant Characteristics**

Multimedia Appendix 1 provides a summary of the characteristics of 355 participants with a mean age of 33.1 (SD 8.9) years. Most participants were single (238/355, 67%) and university graduates (300/355, 84.5%) and reported not disclosing their sexual orientation to family or friends (224/355, 63.1%). Overall, 22.8% (81/355) of participants had never been tested for HIV, and 42.5% (151/355) reported that they had been tested for HIV at least once in the past 6 months. In terms of sexual behaviors, 76.1% (270/355) of participants reported having anal sex with another man in the past 6 months, with 55.5% (150/270) reporting condomless sex. A minority (42/355, 11.8%) reported having engaged in chemsex, and 16.9% (60/355) of participants reported having engaged in group sex in the past 6 months. Of the 355 participants, 350 (98.6%) reported owning a smartphone and 274 (77.2%) indicated that they use a smartphone “all the time”. Notably, most participants (266/355, 74.9%) indicated their willingness to participate in the hypothetical mHealth app–based HIV prevention program.

**Privacy and Confidentiality Concerns of Using mHealth-Based HIV Prevention Apps**

**App-Based Recruitment**

Most participants indicated concerns related to GSN apps (eg, Grindr and Hornet) and their impact on their willingness to participate in mHealth research. Specifically, concerns about others finding out about the participants’ sexual orientation (235/255, 66.2%; \( r = -0.166; P = .002 \)) and their HIV status (210/355, 59.2%; \( r = -0.110; P = .04 \)) if they clicked on the advertisement were significantly associated with a reduced likelihood of participation. A composite score was created from the items in Table 1 listed under this category (Cronbach \( \alpha = .771 \); mean 1.9, SD 1.1), which was significantly associated with a reduced likelihood of participation (\( r = -0.152; P = .004 \)).
Table 1. Survey item frequency and percent and correlation with the willingness to use a smartphone app for HIV prevention.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value, n (%)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Concerns related to app-based recruitment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I’d be concerned that others might find out about my sexual orientation if I click on the advertisement.</td>
<td>235 (66.2)</td>
<td>0.166a</td>
</tr>
<tr>
<td>I’d be concerned that others might find out about my HIV status if I click on the advertisement.</td>
<td>210 (59.2)</td>
<td>0.110b</td>
</tr>
<tr>
<td>I’d be concerned that my online behavior might be tracked if I click on the advertisement.</td>
<td>260 (73.2)</td>
<td>0.100</td>
</tr>
<tr>
<td><strong>Concerns related to app-based clinical interaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I’d be concerned that doctors and pharmacists receiving my medical information (eg, HIV test results) will share it with others.</td>
<td>226 (63.7)</td>
<td>0.167a</td>
</tr>
<tr>
<td>I’d be concerned about having medications delivered right to my home.</td>
<td>147 (41.4)</td>
<td>0.160a</td>
</tr>
<tr>
<td>I’d be worried because I wouldn’t be seeing the doctor in person.</td>
<td>167 (47)</td>
<td>0.171a</td>
</tr>
<tr>
<td><strong>Concerns related to app-based risk assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I’d be concerned about providing information about my sexual activities on the app.</td>
<td>201 (56.6)</td>
<td>0.152a</td>
</tr>
<tr>
<td>I’d be concerned about providing information about my drug use habit on the app.</td>
<td>165 (46.5)</td>
<td>0.126b</td>
</tr>
<tr>
<td>I’d be concerned that research staff might share the health-related information I provide in the app with other people.</td>
<td>263 (74.1)</td>
<td>0.120b</td>
</tr>
<tr>
<td><strong>Concerns related to receiving reminders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I’d be concerned that other people might see the app messages/reminders on my phone.</td>
<td>206 (58)</td>
<td>0.150a</td>
</tr>
<tr>
<td>I’d be concerned about the frequency of the messages/reminders I receive on my phone.</td>
<td>194 (54.6)</td>
<td>0.070</td>
</tr>
<tr>
<td>I’d be concerned about the timing of the messages/reminders I receive on my phone.</td>
<td>192 (54.1)</td>
<td>0.076</td>
</tr>
<tr>
<td><strong>Benefits of participation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I could order PrEP through the app without having to visit a doctor in person.</td>
<td>323 (91)</td>
<td>0.068</td>
</tr>
<tr>
<td>I would get reminder messages to take medications.</td>
<td>323 (91)</td>
<td>0.226a</td>
</tr>
<tr>
<td>I would have access to resources to learn more about HIV prevention.</td>
<td>341 (96.1)</td>
<td>0.117b</td>
</tr>
<tr>
<td>The results of the study could help other individuals like myself.</td>
<td>345 (97.2)</td>
<td>0.137b</td>
</tr>
<tr>
<td><strong>Risks of participation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I don't think I would be comfortable using an app to get medications.</td>
<td>101 (28.5)</td>
<td>0.139a</td>
</tr>
<tr>
<td>I don't think all of my concerns will be addressed without seeing a doctor in person.</td>
<td>164 (46.2)</td>
<td>0.181a</td>
</tr>
<tr>
<td>I'm afraid about other people finding out about my participation in the study.</td>
<td>191 (53.8)</td>
<td>0.249a</td>
</tr>
<tr>
<td>I don't trust researchers to protect information I provide on the app.</td>
<td>169 (47.6)</td>
<td>0.268a</td>
</tr>
</tbody>
</table>

Note: aCorrelation is significant at the significance level of 0.001. bCorrelation is significant at the significance level of 0.05. cPrEP: pre-exposure prophylaxis.

**App-Based Clinical Interaction**

A significant proportion (226/355, 63.7%) of the participants were concerned about clinical interaction via the app, particularly that the clinicians may share personal health information with others. All the items in this category (eg, clinicians sharing personal health information, home delivery of medications, and not being able to consult with doctors in person) were negatively correlated with participation choice, as was the composite score (Cronbach α=.509; mean 1.9, SD 1.5; r=-0.234; P<.001; Table 1).

**App-Based Risk Assessment**

As illustrated in Table 1, items reflecting concerns related to using an app to assess HIV risk behaviors (sexual: 201/355, 56.6%, r=-0.152, P=.004; drug use: 165/355, 46.5%, r=-0.126, P=.02) were negatively correlated with the likelihood of participation in an app-based program. Interestingly, most (263/355, 74.1%) participants were concerned that the research staff might share the health-related information the participants provided via the app with other people outside the research study. The composite score (Cronbach α=.710; mean 1.7, SD 1.1) created with these items was significantly correlated with a reduced likelihood of participation (r=-0.167; P=.002).
Receiving Reminders

Just over half of the MSM (206/255, 58%) indicated concerns about other people seeing the messages or reminders on their phones. This was significantly associated with a reduced likelihood of participation ($r = -0.150; P = .005$) as was the composite score for these items ($\alpha = 0.876$; mean 1.6, SD 1.3; $r = -0.110; P = 0.38$).

Benefits of Participation

As shown in Table 1, nearly all participants endorsed the benefit of participating in the hypothetical mHealth app–based HIV prevention program. Of the 355 participants, 323 (90.9%) participants perceived receiving reminder messages to take medications, 341 (96.1%) participants perceived having an app-based platform to learn more about HIV prevention, and 345 (97.2%) participants perceived having altruistic motivation as benefits of participation, all of which were positively correlated with participation. The composite score constructed from these items ($\alpha = 0.620$; mean 3.7, SD 0.6) also yielded a significant positive correlation with participation choice ($r = 0.198; P < .001$).

Risks of Participation

As shown in Table 1, participants reported various perceived risks associated with participation in such a hypothetical app-based study, all of which were negatively correlated with participation. Nearly one-fourth (74/355, 20.8%) of the participants indicated that they would not feel comfortable using an app to get HIV prevention medications. Almost half of the participants (164/355, 46.2%) indicated that their health concerns might not be addressed fully without seeing a health care provider in person. Similarly, 47.6% (169/355) of participants indicated that they did not trust researchers to protect the information they provided on the app. Furthermore, more than half of the participants (191/355, 53.8%) were concerned that other people might find out about their participation in the study. A composite score created from the items in Table 1 listed under this category ($\alpha = 0.748$; mean 1.7, SD 1.4) was significantly associated with the likelihood of participation ($r = -0.280; P < .001$).

Correlates of Willingness to Use a Smartphone App for HIV Prevention

Table 2 shows the independent correlates and aOR of willingness to use the smartphone app for HIV prevention. In the multivariate logistic regression model, those with a higher degree of perceived benefits (aOR 1.873; 95% CI 1.274-2.755; $P = .001$) were more willing to participate. Conversely, those with increased concerns related to app-based clinical interaction and e-prescription (aOR 0.610; 95% CI 0.445-0.838; 95% CI 0.594-0.899; $P = .002$) and those with a higher degree of perceived risks (aOR 0.731; $P = .003$) were less willing to participate.

Table 2. Multivariate logistic regression models of factors associated with willingness to use a smartphone app for HIV prevention.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Willingness to use the app&lt;sup&gt;a&lt;/sup&gt;</th>
<th>aOR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td>0.973 (0.945-1.002)</td>
<td>.07</td>
</tr>
<tr>
<td>Highest education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary education and below</td>
<td>Reference</td>
<td></td>
<td>_c</td>
</tr>
<tr>
<td>Tertiary education (college or university)</td>
<td>1.617 (0.808-3.233)</td>
<td>.17</td>
<td></td>
</tr>
<tr>
<td>Concerns related to participation&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App-based recruitment</td>
<td></td>
<td>0.911 (0.682-1.218)</td>
<td>.53</td>
</tr>
<tr>
<td>App-based clinical interaction</td>
<td></td>
<td>0.610 (0.445-0.838)</td>
<td>.002</td>
</tr>
<tr>
<td>App-based risk assessment</td>
<td></td>
<td>0.844 (0.635-1.121)</td>
<td>.24</td>
</tr>
<tr>
<td>Receiving reminders</td>
<td></td>
<td>1.209 (0.947-1.544)</td>
<td>.13</td>
</tr>
<tr>
<td>Benefits of participation&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>1.873 (1.274-2.755)</td>
<td>.001</td>
</tr>
<tr>
<td>Risks of participation&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>0.731 (0.594-0.899)</td>
<td>.003</td>
</tr>
</tbody>
</table>

<sup>a</sup>$R^2 = 0.239$; Hosmer–Lemeshow test: $X^2_{8,355} = 8.0 P = .43$.

<sup>b</sup>aOR: adjusted odds ratio.

<sup>c</sup>Reference group.

<sup>d</sup>Composite scores.

Discussion

Principal Findings

Our findings indicate that mHealth app–based HIV prevention programs are an acceptable research methodology for MSM in Malaysia. This finding is similar to those observed among MSM in other settings [44-49]. Our results also highlight the need to address ethical concerns related to privacy, confidentiality, and data security at all stages of the mHealth research process. These findings are significant in Malaysia, where homosexuality is considered a criminal behavior. Previous research has shown...
that countries where homosexuality is criminalized often have higher rates of HIV among MSM and lower rates of access to HIV prevention and treatment services compared with their counterparts [50,51]. There are limited physical venues for MSM to meet face-to-face, socialize, and seek health care as homosexuality is illegal owing to the increasingly hostile sociopolitical environment facing LGBT people in Malaysia. With a large proportion of Malaysian MSM using smartphones to seek intimate partners and sexual health information [14], prevention programs need to use innovative platforms that increase the use of anonymous interfaces and reduce in-person interactions.

Although acceptable, our results indicated that Malaysian MSM were concerned about the potential data safety, privacy, and confidentiality concerns and risks and benefits associated with participating in a hypothetical app-based HIV prevention program. Specifically, concerns that information disclosed or shared via the app may be overheard or seen by unintended third parties (eg, colleagues or family members) were noted by more than half of the participants. Confidentiality concerns related to using an app for HIV prevention, including tracking app-based activity or sharing sensitive personal information (eg, health records or engagement in drug and sexual risk behaviors) disclosed via the app were also reported.

Despite these concerns, many participants indicated a willingness to participate, citing improved access to services without interacting with the clinicians in person, receiving personalized reminders, having greater access to information, and having a desire to contribute to a tradition of volunteerism in HIV prevention research [52-54]. These perceived benefits are significantly associated with willingness to participate and are particularly relevant in Malaysia. Previous research has demonstrated that stigma and discrimination are enacted on MSM by health care providers [55-57]. MSM are often hesitant to meet clinicians in person or disclose their sexuality and risk behaviors owing to fear of stigma, discrimination, or criminalization. This hesitation results in extraordinary health disparities and low HIV prevention uptake.

In addition, participants in our sample reported perceived risks associated with participation in mHealth research for HIV prevention, including an inability to fully address health concerns regarding the confidentiality of personal health information provided via the app. The perceived risks related to mHealth research participation negatively influenced willingness to participate. For example, an individual’s perceived negative experiences within technological social spheres may impact their willingness to engage in an mHealth platform, especially for those who feel their sexual orientation or substance use and sexual history could be accessed by, or disclosed without consent to, law enforcement [58,59]. Addressing potential confidentiality, privacy, and data management concerns and relaying these safeguards to participants could increase their willingness to participate. With the increasing use of app-based platforms for HIV prevention services globally, current findings indicate the need to assess participants’ preferences for and feedback to improve engagement in such technological platforms.

Implications

The findings of this study have significant implications for developing and implementing mHealth app–based programs among MSM in low- and middle-income countries. There is value in using an mHealth app among Malaysian MSM to transform the face of HIV prevention service delivery and personal health management. Leveraging mHealth app–based programs reduces individuals’ discomfort and distrust of disclosing risk behaviors and clinicians’ low cultural competency to work with individuals of diverse sexual identities. Doing so reduces barriers to accessing health care for marginalized populations, such as MSM [60-64], who would have otherwise not opted to seek care. Such an app-based platform would help address issues related to accessibility and use of HIV prevention programs among hard-to-reach and marginalized groups.

The findings highlight many privacy and confidentiality concerns specific to mHealth platforms that need to be addressed to realize their full potential. These concerns become especially relevant in Malaysia and other regions of the world where the burden of social stigma and discrimination is high and where drug use and homosexual behavior are punishable by law. In particular, addressing potential confidentiality and data management concerns before implementing an app-based program and relaying appropriate safeguards to participants are crucial to facilitate widespread public trust and implementation. Such concerns could be addressed by controlling data storage and transmission and accounting for potential third-party data access [27]. The risk of privacy violations can also be minimized by considering how the data are stored locally on the device or in the cloud or transmitted to the research or clinical team. Apps can be placed in secure vaults on mobile devices or can be entirely password-protected with potential secondary authentication measures (eg, biometrics or personal ID number verification) [27,52].

Participants should be informed of the benefits and risks of participating in mHealth research—such as third-party access to data collected via hacking, legal interception (eg, a subpoena), and incidental discovery by someone accessing the phone [27,56]. The developers should maximize opportunities for individuals to control what data they share with the clinical or research team, such as using pop-up messages asking whether they consent to the specific information being transmitted. In addition, controlling the timing of reminders, their form of transmission (such as SMS text messaging vs pop-up message), and coding of messages in a way that only the intended recipient would understand are other ways to prevent a breach in confidentiality. This approach can be tailored according to personal preferences and the participant’s comfort in disclosing health-related information. Furthermore, ensuring data confidentiality through layers of encryption and establishing a secure network connection can prevent remote access to information by potential hackers [52]. Overall, as many of this study’s findings apply to mHealth research among MSM, this study may inform the development and implementation of mHealth app–based HIV prevention programs among key populations in Malaysia and other low- and middle-income countries.
Limitations
This study had several limitations. First, we used a convenience sample of MSM recruited via gay social media (eg, Grindr and Hornet) rather than a representative sample of all MSM in Malaysia. The web-based methodology in this study may have excluded MSM without access to the internet or those who did not use social networking platforms (eg, Grindr, Hornet, or Facebook) on which the study was advertised. Furthermore, a significant proportion of participants in this study were younger and well-educated, limiting the generalizability of our findings. Second, the use of self-reported measures in this study may have resulted in participants inaccurately reporting socially undesirable behaviors. Third, the use of a cross-sectional study design limited our ability to make causal inferences. Finally, the findings from this study revolved around the features of a hypothetical mHealth app rather than any existing app. Therefore, future research including both MSM (inclusive of both young and older individuals and across the spectrum of education status) and clinical stakeholders is critical. Such research should iteratively solicit feedback at multiple stages of app development to improve acceptability and user experience.

Conclusions
This study found a high willingness to use a hypothetical app-based HIV prevention program among MSM in Malaysia. The findings further highlighted the role of privacy, confidentiality, and risks and benefits associated with participation in such a program. These findings indicate that privacy and confidentiality concerns related to using an app for HIV prevention efforts are real and critical to ensure widespread public trust and uptake. Therefore, it is important that such platforms are safe and secure. Given the ever-evolving nature of such technological solutions and the complex ethical–legal landscape, the development and implementation of a scientifically and ethically sound app-based HIV prevention program will require early and ongoing engagement with MSM and other relevant stakeholders.
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Abstract

Background: Patient portals are promising tools to increase patient involvement and allow them to manage their health. To optimally facilitate patients, laboratory test results should be explained in easy language. Patient characteristics affect the usage of portals and the user satisfaction. However, limited research is available, specified for online communicating laboratory test results, on whether portal use and acceptance differ between groups.

Objective: The aim of this study was to assess the effect of patient characteristics (gender, age, education, and chronic disease) on the self-efficacy and perceived usability of an online patient portal that communicates diagnostic test results.

Methods: We used the online-administered eHealth impact questionnaire (eHIQ) to explore patients’ attitudes toward the portal. Patients visiting the portal were asked to complete the questionnaire and to answer questions regarding gender, age, education, and chronic disease. The subscale “information and presentation” of the eHIQ assessed the usability of the patient portal and the subscale “motivation and confidence to act” assessed self-efficacy to determine whether patients were motivated to act on the presented information. Age, gender, education, and chronic disease were the determinants to analyze the effect on usability and self-efficacy. Descriptive analyses were performed to explore patient characteristics, usability, and self-efficacy. Univariable and multivariable regression analyses were performed with age, gender, education, and chronic disease as determinants, and usability and self-efficacy as outcomes.

Results: The questionnaire was completed by 748 respondents, of which 428 (57.2%) were female, 423 (56.6%) were highly educated, and 509 (68%) had no chronic disease. The mean age was 58.5 years (SD 16.4). Higher age, high education, and asthma or chronic obstructive pulmonary disease were significant determinants for decreased usability; respectively, b=-.094, 95% CI -1.147 to 0.042 (P<.001); b=-2.512, 95% CI -4.791 to -0.232 (P=.03); and b=-3.630, 95% CI -6.545 to -0.715 (P=.02). High education was also a significant determinant for a lower self-efficacy (b=-3.521, 95% CI -6.469 to -0.572; P=.02). Other determinants were not significant.

Conclusions: This study showed that the higher-educated users of a patient portal scored lower on usability and self-efficacy. Usability was also lower for older people and for patients with asthma or chronic obstructive pulmonary disease. The results portal is not tailored for different groups. Further research should investigate which factors from a patient’s perspective are essential to tailor the portal for different groups and how a result portal can be optimally integrated within the daily practice of a doctor.

(JMIR Form Res 2021;5(12):e25498) doi:10.2196/25498
Introduction

The involvement of patients is important to allow them to manage their own health. When patients are more engaged, they tend to make better decisions on health behavior [1]. Patient involvement has increasingly been stimulated with digital possibilities [2], such as in patient portals [3,4]. A Dutch patient portal developed by Saltro Diagnostic Center provides patients access to laboratory test results, including explanatory information and visualization [3]. The aim of this portal is to increase patients’ knowledge and to facilitate them to take an active role in their diagnostic process (eg, to ask questions and share opinions to improve the diagnostic process and reduce the risk of diagnostic errors [5]). Patient portals conveying laboratory test results in understandable language can help patients to take a more active role in managing their own health [6]. Therefore, it is recommended to test how patients perceive online portals and test results, for example by using the eHealth impact questionnaire (eHIQ) [7].

In 2019, we investigated patients’ attitudes toward the same portal designed to communicate laboratory test results using the eHIQ [6]. The usability of this portal was rated positively, suggesting that the study participants found the patient portal easy to use, considered it trustworthy and appropriate, and that the provided information was easy to understand. The self-efficacy of the patients received a satisfying score, referring to whether patients were motivated to act on the presented information. It was concluded that the patients were generally positive toward the portal with opportunities to optimize self-efficacy; however, the impact of patient characteristics was not accounted for. Patient characteristics such as gender, age, education, and chronic disease can affect the usage of portals and the user satisfaction [8-10]. Limited research is available, specified for online communicating laboratory test results, on whether portal use and acceptance differ between groups. Further research on potential group differences is necessary to fine-tune the portal, making it acceptable for every user. We aim to replicate the previous study with larger numbers to examine how different groups of patients perceived the portal.

The main aim of this study is to evaluate the effect of gender, age, education, and chronic disease on the usability and self-efficacy of patients using a patient portal designed to communicate laboratory tests.

Methods

Design and Participants

A cross-sectional real-world study was conducted between December 2019 and July 2020 to explore the influence of patient characteristics on the usability of a patient portal and on self-efficacy. Patients who viewed their test results in the portal were automatically approached to complete the eHIQ. Age, gender, education level, and chronic disease were measured as well. There were no further inclusion or exclusion criteria. No personal information was collected, and the data could not be traced back to the individual. Therefore, this study does not fall under the Medical Research Involving Human Subject Act (Wet medisch-wetenschappelijk onderzoek met mensen) and did not require approval from an ethics committee.

Patient Portal

In 2015, Saltro launched a web-based portal that gives patients access to their own laboratory test results, including understandable explanatory information [3]. The content was created by a team of patients, general practitioners (GPs), communication specialists, and clinical chemists. Researchers estimated the level of health literacy of the information at communication level 1B based on the scales of the Common European Framework of Reference for Languages [11]. Daily, approximately 300 unique individuals look up their laboratory test results with the option to share their results with others. After blood withdrawal, the patients can look up their results by logging into the portal, with a username and password, through the website of the GP. The log-in procedure adheres to Dutch security legislation and guidelines (ie, the Dutch Personal Data Protection Act) and the General Data Protection Regulation guidelines. The patients can see an overview of all laboratory test results with the option to share their results with others.

This portal can be approached directly for laboratory test results but can also be approached within other portals as a plug-in; for example, a GP portal that functions as medication description.
Outcome Measures

Primary outcomes were “information and presentation” and “motivation and confidence to act” in the Dutch version of the eHIQ, part 2 (eHIQ2) [12,13]. The eHIQ2 is a self-reporting questionnaire measuring patients’ attitudes toward a specific health-related website. Each of the 26 items is scored on a 5-point Likert scale ranging from “strongly disagree (1)” to “strongly agree (5).” The questionnaire has three subscales: information and presentation; motivation and confidence to act; and identification. The “information and presentation” subscale has 13 items and measures whether people find the website easy to use, which includes items on understanding, trustworthiness, and whether images used were appropriate. This subscale relates to usability. The “motivation and confidence to act” subscale consists of 10 items and assesses whether an individual felt reassured after reading the information on the website and was motivated to manage their health. This subscale relates to self-efficacy. The final subscale, identification, consists of 3 items and measures whether individuals identify with others who use the website. An example item is the following: “I feel I have a sense of solidarity with other people using the website.” As users of the patient portal do not interact with other users, this subscale was considered irrelevant for the current study and is therefore not discussed further. The total scores per subscale were transformed to a 0-100 scale (higher scores representing a more positive attitude).

The determinants were age, gender, education, and chronic disease (Table 1), based on studies demonstrating that portal use was influenced inter alia by age, gender, presence of a chronic illness, education, and health literacy level [8,9,14]. Gender, instead of sex, was chosen because the patients’ attitude and experience were analyzed. There was no biological measurement involved. Education level was chosen, but not health literacy, in order to minimalize the participants’ number of questions. Relationships are proven between health literacy and education level, although health literacy is also common among the highly educated [15]. The choice for types of chronic diseases is based on the 5 most prevalent chronic diseases in the Netherlands: diabetes mellitus, asthma, chronic obstructive pulmonary disease (COPD), cardiovascular disease, and cancer [16,17]. Except for cancer, Saltro performs the blood test for these types of chronic diseases. People with asthma and COPD receive the same pulmonary function test and are therefore considered as 1 patient group in this research. Diabetes mellitus, Asthma or COPD, and cardiovascular diseases are the most prevalent chronic diseases in the population of Dutch GPs; these chronically ill patients are regularly monitored by GPs in a chronic care program with regular laboratory checks.
Table 1. Patient characteristics.

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age at completing the questionnaire</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
</tr>
<tr>
<td></td>
<td>Female</td>
</tr>
<tr>
<td>Education [18]</td>
<td>Low (no education, high school)</td>
</tr>
<tr>
<td></td>
<td>Intermediate (intermediate vocational education)</td>
</tr>
<tr>
<td></td>
<td>High (bachelor’s degree, master’s degree, doctorate)</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>Diabetes mellitus</td>
</tr>
<tr>
<td></td>
<td>Asthma or chronic obstructive pulmonary disease</td>
</tr>
<tr>
<td></td>
<td>Cardiovascular disease</td>
</tr>
<tr>
<td></td>
<td>None</td>
</tr>
</tbody>
</table>

Statistical Analyses

Descriptive analyses were performed to explore patient characteristics, usability, and self-efficacy. Univariable regression analyses were performed with age, gender, education, and chronic disease as determinants and usability and self-efficacy as outcomes. Significant ($P<.10$) determinants were included in multivariable models to examine which characteristics were independently related to the outcomes. To be rather inclusive than exclusive regarding the selection of variables for our multivariable model, $P=.10$ was chosen. A common level of $P=.05$ might fail to include relevant variables in those models [19]. For all other analyses and conclusion, $P<.05$ was considered statistically significant. The analyses were performed using the SPSS version 24 (IBM Corp) [20].

Results

Participant Characteristics, Usability, and Self-efficacy

The questionnaire was completed by 748 respondents. Response rate was 1.9% (39,430 unique visitors during the study period). The participants had a mean age of 58.5 years (SD 16.4), and they were mostly female (428/748, 57.2%) and highly educated (423/748, 56.6%) (Table 2). Moreover, 509/748 (68%) had no chronic disease. The mean scores of usability and self-efficacy were 68.9 (SD 10.6) and 62.5 (SD 13.1), respectively (Table 3). The mean (SD) scores on all items of the “information and presentation” and “motivation and confidence to act” domains can be found in Multimedia Appendix 1.
Table 2. Patient characteristics (N=748).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.8 (16.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>314 (42.0)</td>
</tr>
<tr>
<td>Female</td>
<td>428 (57.2)</td>
</tr>
<tr>
<td>Missing value</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low (no education, high school)</td>
<td>96 (12.8)</td>
</tr>
<tr>
<td>Intermediate (intermediate vocational education)</td>
<td>220 (29.4)</td>
</tr>
<tr>
<td>High (bachelor’s degree, master’s degree, doctorate)</td>
<td>423 (56.6)</td>
</tr>
<tr>
<td>Missing value</td>
<td>9 (1.2)</td>
</tr>
<tr>
<td>Chronic disease, n (%)</td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>93 (12.4)</td>
</tr>
<tr>
<td>Asthma or COPD(^a)</td>
<td>54 (7.2)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>87 (11.6)</td>
</tr>
<tr>
<td>No chronic disease</td>
<td>509 (68.0)</td>
</tr>
<tr>
<td>Missing value</td>
<td>5 (0.7)</td>
</tr>
</tbody>
</table>

\(^a\)COPD: chronic obstructive pulmonary disease.

Table 3. Mean scores on the eHealth impact questionnaire (eHIQ); N=747.

<table>
<thead>
<tr>
<th>Subscale</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability(^a), mean (SD) (1 missing(^b))</td>
<td>68.9 (10.6)</td>
</tr>
<tr>
<td>Self-efficacy(^c), mean (SD) (1 missing)</td>
<td>62.5 (13.6)</td>
</tr>
</tbody>
</table>

\(^a\)Usability is measured with the eHIQ subscale "information and presentation".
\(^b\)Missing value: one respondent gave the same answer to every question, including reversed questions, which indicates false responding.
\(^c\)Self-efficacy is measured with the eHIQ2 subscale “motivation and confidence to act.”

Determinants for Perceived Usability
Age, education level, and chronic disease were relevant determinants with \(P<.10\) for usability in the univariable analysis; they and where subsequently added in the multivariable model (Table 4). Multivariable analysis showed that higher age and high education were associated with a decreased usability: respectively, \(b=-.094, 95\% \text{ CI } -1.147 \text{ to } -0.042 (P<.001);\) and \(b=-2.512, 95\% \text{ CI } -4.791 \text{ to } -0.232 (P=.03).\) Chronic disease affected usability, with patients with asthma or COPD scoring significantly lower compared with those without a chronic disease \(b=-3.630, 95\% \text{ CI } -6.545 \text{ to } -0.715; P=.02).\)
### Table 4. Determinants for perceived usability.

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Reference group</th>
<th>Determinant</th>
<th>$b^b$ (95% CI)</th>
<th>$P$ value</th>
<th>$b^b$ (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age per year</td>
<td>Age</td>
<td>-.067 (-0.114 to -0.021)</td>
<td>.004</td>
<td>-.094 (-1.147 to -0.042)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Gender</td>
<td>1.322 (-0.234 to 2.878)</td>
<td>.10</td>
<td>-.153 (-1.806 to 1.500)</td>
<td>.86</td>
<td></td>
</tr>
<tr>
<td>Low education</td>
<td>Intermediate education</td>
<td>1.275 (-1.224 to 3.774)</td>
<td>.32</td>
<td>1.262 (-1.189 to 3.712)</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High education</td>
<td>-1.992 (-4.302 to 0.318)</td>
<td>.09</td>
<td>-2.512 (-4.791 to -0.232)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>No chronic disease</td>
<td>Diabetes</td>
<td>-.377 (-2.692 to 1.939)</td>
<td>.80</td>
<td>.347 (-2.053 to 2.747)</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asthma or COPD$^b$</td>
<td>-3.399 (-6.337 to -0.416)</td>
<td>.02</td>
<td>-3.630 (-6.545 to -0.715)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cardiovascular disease</td>
<td>-.286 (-2.668 to 2.096)</td>
<td>.81</td>
<td>.890 (-1.576 to 3.357)</td>
<td>.48</td>
<td></td>
</tr>
</tbody>
</table>

$^a$: unstandardized beta value.

$^b$: CODP: chronic obstructive pulmonary disease.

### Determinants for Perceived Self-efficacy

Education level was a relevant determinant for self-efficacy in the univariable analysis with $P<.10$ ($b$=-3.521, 95% CI -6.469 to -0.572) (Table 5). Other determinants were not relevant; therefore, there was no need for a multivariable analysis.

### Table 5. Determinants to perceived self-efficacy.

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Reference group</th>
<th>Determinant</th>
<th>$b^b$ (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age per year</td>
<td>Age</td>
<td>-.035 (.095 to 0.024)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Gender</td>
<td>-1.490 (-3.478 to 0.498)</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Low education</td>
<td>Intermediate education</td>
<td>.159 (-3.031 to 3.348)</td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High education</td>
<td>-3.521 (-6.469 to -0.572)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>No chronic disease</td>
<td>Diabetes</td>
<td>-1.279 (-4.254 to 1.697)</td>
<td>.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asthma or COPD$^b$</td>
<td>-2.438 (-6.214 to 1.338)</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cardiovascular disease</td>
<td>2.205 (-.856 to 5.265)</td>
<td>.16</td>
<td></td>
</tr>
</tbody>
</table>

$^a$: unstandardized beta value.

$^b$: CODP: chronic obstructive pulmonary disease.

### Discussion

#### Principal Findings

This study aimed to evaluate the impact of patient characteristics on the perceived usability and self-efficacy of a patient portal. Higher education was associated with decreased usability and self-efficacy. Furthermore, usability was lower for older patients and for patients with asthma or COPD. The eHIQ is a validated questionnaire, and the results of this study with the eHIQ are in line with our previous study [6].

The finding that highly educated people have a significantly lower perceived usability and self-efficacy after using the portal is not in line with other research projects [21]. Mostly, people with high education tend to be more eHealth literate, showing more positive outcomes (motivation, self-efficacy, and better interaction with the doctor) after reading health information on the internet [21]. The use of qualitative interviews with the participants to explore the usability findings would be worthwhile. Nonetheless, other research projects on digital health information showed that tailoring—enabling users to self-tailor the preferred mode of information delivery via text and (audio)visuals—enhanced satisfaction with attractiveness and comprehensibility as compared with various versions of the nontailored digital information [22,23]. The patients were directly involved in the design phase of the studied results portal. However, the portal is not tailored for a specific group and might not be suitable for highly educated people. The continued development of the portal is an opportunity to take into account, especially by involving different education groups to give tailored advice through the portal.

This study also revealed that older participants scored lower on the usability of the portal. In other studies, the differences between age groups could be explained via the groups' digital skills. Van Deursen et al [24] and Broekhuizen et al [25] found that a higher age lowered operational and formal internet skills, such as operating an internet browser and maintaining a sense of orientation. However, in a study about the association of the usage of a public evidence-based health website and health care consultations, the use of digital information led to a decrease in regular doctors’ consultations for older people in the same
way as for other age groups [26]. Nevertheless, the presentation and design of test results should be tailored for every age group [27] to obtain excellent usability and self-efficacy.

Furthermore, our research demonstrated that patients with asthma or COPD were more negative about usability. Other research projects reported that these patients are often insufficiently capable of understanding health information [28], which could be explained by anxiety, specific illness perception, age, and disease severity [29]. Other studies showed that the use of COPD self-management platforms is higher when the platform is an integrated part of health care [4]. Finally, some studies emphasized the importance of integrating skill-building activities into comprehensive education programs that enable patients with severe cases of asthma or COPD to identify high-quality sources of web-based health information [30]. Our study revealed that asthma or COPD patients are more negative about the results portal. Even more important for this group is tailoring the portal and integrating it into usual care [4]. Therefore, considerations for redesigning the online portal are at issue, together with COPD patients.

**Strength and Limitations**

A strength of our study was the high sample size and that the patients completed the questionnaire immediately after they viewed their results, thereby limiting recall bias and giving an accurate picture of the patients’ attitudes toward the portal. Nevertheless, those who completed the study questionnaire were a small portion of the total group that used the patient portal. The low response rate precludes generalizing whether the patient portal display and explanation of the results are acceptable and informative for all of the patients. In future research, it is interesting to compare patients that use the portal to those who do not. Moreover, we were not exhaustive with the possible patient characteristics as determinants. We cannot determine other factors that contribute to the patients’ perceived usability and self-efficacy after seeing their lab results online. Possible other determinants that may impact usability and self-efficacy are the quality of the portal, the motivation to use the internet for health improvement [31], and the way patients use their knowledge in relation to the doctor [32,33]. Regarding the patient portal itself, lab results need to be easily understandable [34], and technology needs to be easy to use [8,35]. Previous research shows that the related lab results are easily understandable and that the patient portal is easy to use [3]. Therefore, it is interesting to explore which other factors influence a patient's attitude toward the patient portal.

**Conclusions**

Highly educated users of a test results portal scored lower on usability and self-efficacy. The usability was also lower for older people and for patients with asthma or COPD. Result portals must adapt the language and communication used, according to the different target groups of age, education, and chronic illness. Only then can users take full advantage of the online information provision. Further research is necessary to determine promoting factors that users themselves consider important in a results portal, in order to tailor it for different groups. Further research is also needed on ways in which a portal can be optimally implemented and integrated within the daily practice of a doctor.
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Abstract

Background: Hospitals have been identified as very high-risk places for COVID-19 transmission between health care workers and patients who do not have COVID-19. Health care workers are the most at-risk population to contract and transmit the infection, especially to already vulnerable patients who do not have COVID-19. In low-income countries, routine testing is not feasible due to the high cost of testing; therefore, presenting the risk of uncontrolled transmission within non–COVID-19 treatment wards. This challenge necessitated the development of an affordable intermediary screening tool that would enable early identification of potentially infected health care workers and for early real time DNA–polymerase chain reaction testing prioritization. This would limit the contact time of potentially infected health care workers with the patients but also enable efficient use of the limited testing kits.

Objective: The aims of this study are to describe an early warning in-hospital mobile risk analysis app for screening COVID-19 and to determine the feasibility and user-friendliness of the app among health care workers.

Methods: The primary result of this research project was the development of a mobile-based daily early warning system for in-hospital transmission of COVID-19. Overall, the Early Warning System for In-Hospital Transmission of COVID-19 (EWAS) mobile app was found to be feasible, with over 69% of the health care workers having logged more than 67% of the required times. Over 93% of the participants reported that the tool was easy to use.

Results: The primary result of this research project was the development of a mobile-based daily early warning system for in-hospital transmission of COVID-19. Overall, the Early Warning System for In-Hospital Transmission of COVID-19 (EWAS) mobile app was found to be feasible, with 69% of the health care workers (69/100) having logged more than 67% of the required times. Of the 100 participants, 93 reported that the tool was easy to use.

Conclusions: The EWAS mobile app is a feasible and user-friendly daily risk scoring tool for preventing in-hospital transmission of COVID-19. Although it was not designed to be a diagnostic tool but rather a screening tool, there is a need to evaluate its sensitivity in predicting persons likely to have contracted COVID-19.

(JMIR Form Res 2021;5(12):e27521) doi:10.2196/27521
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Introduction

COVID-19 continues to present a serious national and global challenge [1]. In Uganda, the disease is now at the community transmission stage, implying that all mitigation measures such as contact tracing are no longer feasible.

One of the key identified areas of superspread is the hospitals where patients who do not have COVID-19 go to seek care [2,3]. Health care workers, by the nature of their work, are at the highest risk of contracting and transmitting COVID-19 [4]. It is estimated that over 10,000 health care workers in Africa have been infected with COVID-19 [5]; meanwhile, a significant number of vulnerable patients contract COVID-19 while admitted to hospitals for other ailments [6]. To minimize the in-hospital transmission of COVID-19, especially by health care providers who interact with several patients, it would be necessary to conduct routine DNA–polymerase chain reaction (PCR) tests for COVID-19 among these health care providers. The cost of a DNA-PCR COVID-19 test, which is approximately US $50 in Uganda [7], coupled with the 24- to 48-hour turnaround time for the results makes this test an unsustainable screening method for early prevention of in-hospital disease transmission in the medium term, especially in low-income country hospital settings.

This therefore presents a great challenge in early detection of COVID-19, creating the need for an intermediary screening tool that can easily identify potentially sick health care workers based on a daily log of their symptoms and contact history.

The Early Warning System for In-Hospital Transmission of COVID-19 (EWAS) is a mobile health (mHealth)–based app that is designed purposefully to address this gap. This application enables the daily screening and early identification of potentially infected health care workers for prioritization in testing; this will enable better use of the limited DNA-PCR test kits, as priority will be given to testing those with a high risk score. This reduces the need to conduct regular mass DNA-PCR testing of all staff, which is neither feasible nor sustainable. The mobile app thus creates an intermediary risk-scoring tool for early prevention of in-hospital disease transmission in the medium term, especially in low-income country hospital settings.

This tool therefore complements DNA-PCR testing as an adjunctive intermediary screening tool and does not replace or intend to replace the existing testing as recommended by the Ministry of Health of Uganda. Therefore, the intention of the study is not to see how sensitive the app is in diagnosing COVID-19; as this was never the purpose of its development, there is no intention to evaluate its sensitivity or specificity.

The primary research question for this study was to determine the feasibility and acceptance of using the EWAS mobile app in reducing hospital transmission of COVID-19.

We hypothesize that the EWAS app is a feasible and acceptable intermediary screening tool for preventing transmission of COVID-19 on non–COVID-19 treatment wards.

The objectives of this study where therefore to create an intermediary daily early warning COVID-19 risk scoring screening mobile tool and evaluate its feasibility and acceptability of use on the clinical wards in Mulago Hospital.

The intended aim would be to prioritize health care workers with high risk scores for DNA-PCR testing and timely intervention. In this way, the exposure time of potentially infected health care workers to patients would be significantly reduced, thus minimizing the in-hospital transmission of COVID-19 on general and non–COVID-19 treatment units.

In this study, first, we describe the mobile app in detail, and we subsequently describe the feasibility and acceptability findings for its use.

Methods

This study constituted of two phases. The first phase was the design and development of the software app, and the second phase included the prospective piloting of the mobile app.

Study Setting

The study was conducted in the Directorate of Surgical Services of the Mulago National Referral Hospital. This is the largest national referral hospital in Uganda, based in Kampala.

The Directorate of Surgery comprises five surgical departments: neurosurgery, gastrointestinal surgery, cardiothoracic surgery, accident and emergency, and breast and endocrine.

These wards treat surgical conditions and are not designated COVID-19 treatment units; the average monthly patient turnover is 300.

Study Population

The study participants included health care workers who directly participated in patient care in the different departments in the Directorate of Surgical Services. These include surgeons, surgical residents, nurses, and intern physicians.

Sampling and Sample Size Estimation

This aim of this study was to assess the feasibility of using this app, and it is the first of its kind.

Because it was a pilot study, the sample size was based on the convenience of a workable number for the stipulated study period of 1 month. Therefore, 20 participants were randomly
selected from each of the five departments in the Directorate of Surgery to constitute a sample size of 100 participants.

To be eligible for inclusion in the study, participants were required to have a smart mobile phone with internet connectivity. Because the first version of the app was built only for Android phones, participants with iPhones were excluded from the study.

**Outcome Variables**

The primary outcome variables for the study were as follows:

1. Feasibility of regular use: For this study, feasibility of regular use was determined as the mean number of days on which users logged their risk scores into the mobile app. Logging at least 20 out of the 30 daily scores was ranked as “feasible for regular use.”

2. User-friendliness: This was defined based on the participants’ rating of how easy it was to understand and use the mobile app. This was based on a 5-point Likert scale, with the highest score of 5 for “very user-friendly” and zero for “not user-friendly.”

**Study Procedure**

Ethical approval and administrative clearance were obtained from the Mulago National Referral Hospital ethics review board. Upon clearance, the project was implemented in 2 phases. The first phase was the app development, and the second phase was the feasibility assessment.

**Application Development**

The development of the EWAS mobile app comprised two subphases: (1) risk assessment tool and algorithm development and (2) software design and development.

**Risk Screening Tool and Algorithm Development**

To develop a standard risk assessment tool, we identified the World Health Organization (WHO) [8] and Ministry of Health of Uganda [9] guidelines for the clinical case definition of COVID-19.

Based on the above case definitions, we developed an 8-question risk assessment and scoring tool comprising multiple-choice answers, of which the participant could only select a single answer for each question (see Figure 1). This was done to minimize user fatigue from the long examination-style assessment tools that are commonly used for screening.

**Figure 1.** Screenshots of the risk assessment tool in the Early Warning System for In-Hospital Transmission of COVID-19 (EWAS) app.

Each selected answer was assigned a score based on whether it comprised a positive symptom for COVID-19.

The 8 questions were grouped into 2 sections; section I comprised the symptom score, which was based on 7 questions evaluating the user’s general health condition as well as the presence of COVID-19–like symptoms. The overall maximum score for section I was 155, with the minimum score being 30.

Section II comprised the contact score, consisting of 1 multiple-choice question describing possible scenarios for the contact history of the user in the last week. Each answer was weighted, with the maximum score being 50 and the minimum being 15.

To include potential contact with asymptomatic carriers, even when the participant was sure that they had not been in contact with a suspected COVID-19–positive patient, they could not be awarded a score of 0.

To avoid falsely alarming high risk scores, each of the 8 questions was weighted based on how prevalent the given symptoms were among patients with COVID-19 in Uganda [10].

Section I and section II each contributed 50% to the overall risk score, which was calculated as the percentage of the participant score relative to the total score.
Hence, to calculate the overall patient risk score, the patient symptom score and the contact score would be entered into the following formula:

Patient overall risk score = \[(\text{symptom score} \div 155) \times 50\] + \[(\text{contact score} \div 50) \times 50\]

Based on the daily input, a daily risk score would be awarded to the participant (Figure 2, left).

The second step was to calculate a trend analysis of the daily logged risk score.

Based on the weekly trends of the risk scores displayed in a graphical pattern (Figure 2, center), the participant was issued a weekly risk badge (Figure 2, right). The risk badge would generally reflect the risk status of the patient regarding their COVID-19 symptoms and contact score. The intention of the risk badge was to identify participants who had a high-risk badge and prioritize them for a weekly DNA-PCR test.

Hence, if a participant consistently had a high risk score through the week, their risk badge would identify them as high risk and indicate the necessity for urgent DNA-PCR testing.

The app also identified clusters of participants with high-risk badges, and if these were on one ward, this would quickly highlight the affected ward as having potential for a cluster outbreak within the hospital; this feature was implemented with the intention of enabling timely intervention before the lives of patients and other health care workers were placed at high risk.

Once the above risk assessment tools and algorithms were completed, they were reviewed by a clinic epidemiologist and a physician who was directly participating in the treatment of patients with COVID-19 at Mulago National Referral Hospital, and after they cleared the review process, ethical clearance was obtained from the Research and Ethics Review Board of Mulago Hospital (protocol number MHREC 1901).

Subsequently, the software developer team undertook the development of the mobile app with multiple pretests to ensure good end-user experience and relevancy.

To improve user-friendliness, the app’s risk assessment tool was designed to be as simple as possible, with minimal dropdown menus and no direct user input.

Because English is the official language of communication between health care workers while delivering care, the app was developed to be used only in English, and all the health care workers were sufficiently proficient in speaking, reading, and writing in the English language.

The app was piloted for 1 week among 10 participants, and the user feedback was used to make final adjustments prior to the official launch [11].

The app was later published on the Google Play store as “In-hospital Early Risk Analysis for COVID-19” [12].

**Figure 2.** Screenshots showing the daily risk score and weekly risk badge in the Early Warning System for In-Hospital Transmission of COVID-19 (EWAS) app.

---

**Availability and Requirements**

The availability and requirements of the app are listed in **Textbox 1**.

---

At the time of writing, the app has been piloted and is currently awaiting further validation and testing. The app is available on the Google Play store under the name “In-hospital Early Risk Analysis for COVID-19.”

**Textbox 1**

- **App Name:** In-hospital Early Risk Analysis for COVID-19
- **Platform:** Android
- **Language:** English
- **Features:** Daily risk score, weekly risk badge, trend analysis, alert notifications
- **Requirements:** Android smartphone

---

For more information on the app development and implementation, please refer to the full publication in JMIR.
**Study Implementation**

Following the selection of the 100 participants, user training was provided and the mobile app was installed on their devices. The participants were required to register in the software app prior to use, and their profession (position) and ward were captured. The participants were instructed to use the software on a daily basis for a period of 30 days. Participants were to log their daily risk scores and weekly risk badges and to share them with the research assistants. In the event that they had a high-risk badge, they were advised to contact COVID-19 surveillance for further assessment.

At the end of the study duration, the participants were required to answer a questionnaire to evaluate their user experience. The participants were also invited to provide information on how the app could be made more relevant in subsequent versions.

**Results**

**Participant Demographics**

In total, 100 participants were enrolled in the study, comprising 26 (26%) junior house officers (intern physicians), 28 (28%) nurses, 24 (24%) senior house officers (surgical residents), and 22 (22%) surgeons.

**Distribution of Staff in the Different Surgical Unit**

The participants were distributed in different units, as shown in Table 1, with the majority being in the gastrointestinal surgical unit.

### Table 1. Ward distribution of the health care workers who participated in the study (N=100).

<table>
<thead>
<tr>
<th>Unit</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accident and emergency</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Breast and endocrine</td>
<td>18 (18)</td>
</tr>
<tr>
<td>Cardiothoracic surgery</td>
<td>16 (16)</td>
</tr>
<tr>
<td>Gastrointestinal surgery</td>
<td>26 (26)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>20 (20)</td>
</tr>
</tbody>
</table>

**Participant Mean Risk Scores Per Week**

In the first week, 24% of the participants (24/100) had a high risk score, while in the second, third, and fourth weeks, 26, 19, and 23 of the 100 participants reported a high risk score, respectively (Table 2).

Table 3 shows the proportions of participants with high risk scores, as in, participants with risk scores greater than 75% in each week.

### Table 2. Weekly mean risk scores of the participants.

<table>
<thead>
<tr>
<th>Week</th>
<th>Risk score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>51.5 (14)</td>
</tr>
<tr>
<td>2</td>
<td>53 (14.68)</td>
</tr>
<tr>
<td>3</td>
<td>54.27 (14.06)</td>
</tr>
<tr>
<td>4</td>
<td>50.32 (13.92)</td>
</tr>
</tbody>
</table>
Table 3. Participants with high weekly risk scores per week (N=100).

<table>
<thead>
<tr>
<th>Week</th>
<th>High risk scores, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11 (11)</td>
</tr>
<tr>
<td>2</td>
<td>12 (12)</td>
</tr>
<tr>
<td>3</td>
<td>14 (14)</td>
</tr>
<tr>
<td>4</td>
<td>10 (10)</td>
</tr>
</tbody>
</table>

Feasibility of Regular Use/Compliance

The mean number of days that were logged over the 30-day period was 21.97 (SD 5.99); 69% of the participants (69/100) logged their data more than 20 times, which demonstrates high compliance and feasibility of use of the mobile app.

Comparison of Regular Use Between Nurses, Junior House Officers, Senior House Officers, and Surgeons

Overall, the intern physicians demonstrated more use and compliance, with 73% (19/26) having logged and registered their scores on at least 20 of the 30 days; this was followed by the nurses, with 71% compliance (20/28). The surgeons had the lowest compliance among all the participants (Table 4).

Table 4. Feasibility of regular app use by profession.

<table>
<thead>
<tr>
<th>Professional background</th>
<th>Compliance, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Junior house officers (n=26)</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Senior house officers (n=24)</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Nurses (n=28)</td>
<td>8 (29)</td>
</tr>
<tr>
<td>Surgeons (n=22)</td>
<td>8 (36)</td>
</tr>
<tr>
<td>Total (N=100)</td>
<td>31 (31)</td>
</tr>
</tbody>
</table>

User Experience

Of the 100 participants, 93 described the app as very easy to use, while 3 described the app as easy to use and 4 described the application as not easy, difficult, or very difficult to use. User errors or app crashing was reported by only 2 of the 100 participants, with 98 reporting no history of app crashes or errors.

The COVID-19 DNA-PCR testing rates were very low in the month under review, with only 7% (7/100) of the staff having undertaken a COVID-19 test.

Of the 100 participants, 74 (74%) were willing to continue using the app even after the end of the study.

Efficacy in Predicting Positive COVID-19 Infection

At the time of the study implementation, the project had not been incorporated into the Ministry of Health protocols for managing COVID-19; therefore, these protocols could not independently inform the need to request a COVID-19 PCR test. Second, the unavailability of the DNA-PCR test for regular disease screening, coupled with the associated cost of $50 USD for each test, resulted in very low testing rates among the health care providers, with less than 10 having undertaken the DNA-PCR test during the period under review. The study could not therefore compare the efficacy of the tool in predicting potentially high-risk participants.

The primary intended outcome of this research project was to create an intermediary early warning tool that would help identify symptomatic health care workers to prevent in-hospital transmission of COVID-19 while also identifying health care workers who would require a DNA-PCR test without necessarily having to routinely perform mass testing of all health care workers, which is costly and unsustainable.

With the mobile app in place, health care workers are now able to obtain a daily risk score that is objective and quantifiable. This daily symptom score, when used, can help identify the disease process long before the health care worker would think that they had COVID-19, hence limiting the contact time of a potentially infected health care worker with a patient.

The health care worker can also access a graphical representation of their risk trends for the past week and month. This risk trend is the basis of the risk badge (Figure 2) that is assigned to the health care worker every after 5 days. The risk badge therefore forms the basis for the need for further analysis and intervention including DNA-PCR testing and mitigation measures, such as self-isolation.

The software also enables notification and messaging, through which an affected health care worker can send out an urgent request for support from the COVID-19 treatment team, including a request for a dispatch team. The app also comprises a repository for maintained and tracking COVID-19 DNA-PCR test results, which the user uploads onto their database.

Discussion

Principal Findings

In-hospital transmission of COVID-19 among health care workers and patients is still a recognized challenge in prevention...
of COVID-19 transmission [13], especially to already vulnerable populations. The most ideal way of minimizing transmission would be routinely performing point-of-care DNA-PCR testing of all health care workers and patients on various non–COVID-19 treatment units, such as surgical wards [14]. In the study period, the user participants had a <7% (7/100) testing rate for COVID-19. This further illustrates the unsustainability of DNA-PCR testing as a regular screening tool for preventing COVID-19 infection [15,16]. In our study setting, the prohibitive US $50 out-of-pocket cost reduced the likelihood of regular testing as an alternative for preventing in-hospital transmission of COVID-19 [7].

Similarly, regular routine DNA-PCR testing is globally recognized as unfeasible, especially in low- and middle-income countries; therefore, in-hospital transmission of COVID-19 remains a substantial challenge [17,18].

Therefore, there was a need for an easily accessible self-administered daily risk scoring tool, which led to the development of this mHealth solution. One of the important concerns related to mHealth apps is whether they are feasible and can consistently be used unsupervised on a daily basis.

Overall, we found that the EWAS mobile app was feasible to use, based on the fact that the consistent use by 69% of the participants was similar to findings in other settings where digital screening tools were adapted for early detection of COVID-19 [19,20].

Interestingly, we found that intern physicians and nurses were more likely to consistently use the app when compared to surgical residents and surgeons. Unsurprisingly, digital utilization is more commonly adapted among younger medical professionals [21]; this explains the comparably high use among junior house officers, including junior physicians. Similarly, nurses have been described worldwide as embracing and using digital health applications [22,23]; this finding is consistent with the increased uptake and use of the mobile app by nurses in our study population. Intern physicians and nurses spend more contact time on the wards and are hence more likely to contract COVID-19 infection. Their increased ward contact in comparison to that of surgeons could also explain why the surgeons’ consistency of use was the lowest.

Our study demonstrated that a mobile app for daily risk monitoring of COVID-19 is feasible and could consistently be used a daily risk scoring tool for preventing in-hospital transmission of COVID-19.

The EWAS app for in-hospital transmission of COVID-19 can therefore be implemented as a daily screening tool to reduce the transmission rates on hospital wards by identifying health care workers who are potentially infected with the disease and therefore may be transmitting it. The tool is not designed to replace or be a diagnostic tool but to screen health care workers who may be prioritized for testing.

At the time of developing and implementing this project, there was no established local screening tool that would assign a risk score to a participant based on their symptoms.

Patients would be evaluated for COVID-19–defining symptoms, and if these were classic based on the WHO [8] and Uganda government [9] guidelines, a test would then be recommended. These evaluations were not intended to identify potentially infected persons but identify patients for treatment.

Therefore, there was no comparative gold standard risk assessment screening tool that our app could be compared to; hence, it was necessary to perform a pilot study.

In highly transmissible diseases such as COVID-19, mHealth apps have been described to significantly improve disease screening and symptom monitoring [24-26]. Daily screening tools have an important role to play in preventing COVID-19 [27,28], as they may identify an infected person before they actually become suspicious of being infected.

In China, mHealth apps were shown to significantly reduce disease transmission [29]; however, these apps were designed for use in community settings. In Sweden, a similar mHealth app that tracks logistic use, including personal protective equipment, and patient care in 5 hospitals has been developed and is in use [30]. Overall, use of mHealth apps in disease tracking and symptom monitoring as an adjunct to existing guidelines in the management of COVID-19 is increasing [31].

In Africa, there has equally been a growing interest in using digital health technologies as surveillance or treatment monitoring tools [32]; however, no studies evaluating the use of mHealth solutions in preventing in-hospital transmission have been described.

The availability of this mHealth self-administered screening and risk assessment software in low-income countries may be relevant in the prevention of day-to-day disease transmission. This tool represents a first-line in-hospital active screening tool that is capable of identifying potentially infected health care workers before they transmit the illness. Without this app in our health care system, in-hospital transmission is essentially left to the discretion of the affected health care worker, and this represents a potential loophole for limiting disease transmission.

It should be noted that the EWAS mobile app does not replace testing or any other established guidelines in the diagnosis of COVID-19; however, it can be used in combination as an intermediary adjunct with these existing guidelines to increase the likelihood of minimizing the in-hospital transmission of COVID-19.

By being able to identify the health care workers most likely to be infected, the EWAS app can therefore maximize the potential benefits in screening and prioritizing the limited testing resources of DNA-PCR for health care workers in large hospital settings, such as the Mulago National Referral Hospital.

Despite the advantages of the EWAS app, health care provider compliance remains a great challenge, especially as the pandemic progresses. As the general fear associated with COVID-19 has waned, so has the compliance with the majority of established standard operating procedures, including compliance with the EWAS app.

This complacency is partly responsible for the recent spikes in the spread of COVID-19; however the increasing spread calls
for more aggressive campaigns and adoption of all mitigating measures, including the adoption of the EWAS tool in non–COVID-19 treatment units.

Moreover, for all health care workers to successfully use these tools, they would need to have access to a smartphone as well as a mobile data connection. In Uganda, smartphone coverage is approximately 42% [33], with over 70% smartphone coverage in urban centers. In Mulago Hospital, based on a preliminary survey, smartphone coverage was approximately 90% among health care workers; however, despite this good coverage, the ability to fully use the smartphones, including installation of the app and registration of the user, required the establishment of support services. To a great extent, this may limit the realization of the full potential of integrating mobile apps, including the EWAS app, in disease surveillance and transmission prevention.

**Conclusion**

The EWAS mobile app is feasible and can consistently be used as a daily risk-scoring tool to prevent in-hospital transmission of COVID-19 among health care workers.

**Limitations**

One of the key limitations of this study is the inability to compare the efficacy of this tool in predicting COVID-19 positivity among the participants. This was due to the inaccessibility to routine testing among participants due to the prohibitive fee of US $50 associated with the DNA-PCR testing.

**Recommendations**

We recommend that the tool be further evaluated on a larger scale and in different hospital settings to compare its acceptance and consistency of use. We also recommend that the sensitivity of this tool in predicting a positive infection of COVID-19 compared to DNA-PCR testing be determined. This will help evaluate how good a screening tool the app is and advise on revisions that can be made to greatly increase its sensitivity.

**Data Availability**

Data sharing is not applicable to this article, as no data sets were generated or analyzed during the case report.
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Abstract

Background: Depression and anxiety incur significant personal and societal costs. Effective psychotherapies exist, such as cognitive behavioral therapy (CBT); however, timely access to quality care is limited by myriad barriers. Blended care therapy models incorporate traditional face-to-face therapy with scalable, digital components of care, expanding the reach of evidence-based care.

Objective: The aim of this study is to determine the effectiveness of a blended care CBT program (BC-CBT) in real-world settings and examine the unique impacts of the (1) digital components of care (video lessons and digital exercises) and (2) phase of treatment (early versus late) in decreasing symptoms of anxiety and depression.

Methods: This retrospective cohort analysis included 3401 US-based individuals enrolled in a BC-CBT program, who presented with clinical levels of depression and/or anxiety. The treatment program consisted of regular therapy sessions augmented by clinician-assigned digital video lessons and exercises. A growth curve model incorporating time-varying covariates examined the relationship between engagement with BCT components (ie, therapy sessions, digital video lessons, and digital exercises) during the early (weeks 0-7) and late (weeks 8-15) phases of treatment, and weekly symptom reports on depression and anxiety measures.

Results: On average, a significant decline in depression and anxiety symptoms was observed during the initial weeks of treatment ($P<.001$), with a continued, though slower, decline over subsequent weeks ($P<.001$). Each session completed was associated with significant decreases in anxiety ($b=-0.72$) and depression ($b=-0.83$) in the early phase, as well as in the late phase (anxiety, $b=-0.47$; depression, $b=-0.27$). Significant decreases in anxiety ($b=-0.15$) and depression ($b=-0.12$) were observed for time spent on video lessons (measured in 10-minute intervals) in the early phase of treatment. Engaging with exercises was associated with statistically significant increases in anxiety symptoms ($b=0.03$) during the early phase of treatment. However, sensitivity analyses examining the effects of exercises in isolation revealed significant decreases in anxiety ($b=-0.05$) in the early phase, suggesting a potential suppression effect in the larger model.

Conclusions: Using a retrospective cohort design, therapy sessions and digital video lessons were uniquely predictive of improvements in depression and anxiety symptoms, and their effects were modulated based on the phase of treatment (early vs late). Future research should investigate whether other treatment variables, such as therapeutic alliance or familiarity with technology, are related to differential effects on various components of care.

(JMIR Form Res 2021;5(12):e33452) doi:10.2196/33452
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Introduction
Anxiety and depression are leading causes of disability worldwide, costing the global economy US $1 trillion each year due to lost productivity [1]. Given these significant societal and personal burdens [2,3], access to timely, quality care is imperative. Cognitive behavioral therapy (CBT) is considered the gold-standard psychotherapy for anxiety and depression and has robust empirical support [4]. However, obtaining access to CBT is hindered by various barriers, including the costs of therapy, long waiting lists, paucity of qualified mental health professionals, and lack of mental health resources (especially in rural areas) [5].

To overcome these barriers, teletherapy and internet-based CBT (iCBT) are promising ways to bridge the gap in accessing quality mental health care through technology. Video-based teletherapy allows treatment sessions to occur over a videoconferencing platform in real time, and it has shown similarly robust treatment outcomes when compared to in-person CBT for depression and anxiety [6]. Teletherapy facilitates access to therapy regardless of travel limitations or lack of resources in certain geographic locations, expanding the reach of evidence-based care [7].

Similarly, the use of iCBT permits remote access to evidence-based therapy materials, delivered through various digital media (text, audio, video, interactive, and gamified formats) [8]. Treatment materials are deliverable in a scalable and asynchronous manner, allowing for broader dissemination and convenient access to evidence-based therapy content. Targeting anxiety and depression through iCBT has shown significant decreases in symptom severity [9,10], although greater treatment effects are observed when iCBT is performed with therapist support versus without [11]. Indeed, difficulties with retention and smaller treatment effects arise without therapist guidance [12], especially when implemented in real word conditions [13], highlighting the potency of therapist involvement. Combining teletherapy and iCBT harnesses the advantages of both modalities of treatment, lending support for a blended care model of therapy.

Blended care therapy combines traditional face-to-face therapy with digital components of care that cover key therapeutic concepts and skills. Through therapist involvement in regular therapy sessions, clients are able to receive personalized care, discuss therapy content in depth, and be held accountable for homework completion. The digital materials help maintain fidelity to evidence-based practices, reinforce key concepts and skills outside of session, and facilitate rapid dissemination of therapeutic content in a scalable manner [14]. Blended care CBT (BC-CBT) integrates the benefits of both modalities and is a potentially cost-effective manner of delivering treatment [15]. Additionally, CBT delivered in a blended care format has preliminarily demonstrated significant decreases in depression and anxiety symptoms, highlighting its effectiveness in real-world settings [16].

Despite these benefits, there is limited research on the effectiveness of BC-CBT at scale, and whether the different digital components of care (e.g., video lessons, digital exercises) have varied impacts on treatment outcome. Teasing apart the unique contributions of the digital components will help better inform which components are most potent in decreasing symptom severity. Additionally, the timing of when various care components are assigned could be an influential factor. Given that symptom changes in psychotherapy often do not follow a linear path [17], it is prudent to consider how different treatment components may contribute to symptom reduction in the early versus late phases of therapy. As various treatment components and process variables may be more or less potent at different times [18], examining these variables in a time-sensitive manner will allow for increased precision and personalization of care to optimize treatment outcomes. Early response and treatment gains at the beginning of therapy have received particular attention [19], as clients who experience early response to treatment tend to achieve better posttreatment outcomes for anxiety and depression [20]. The later phase of therapy is critically important as well, as it typically focuses on translating the therapeutic concepts and skills (learned in the earlier phase of therapy) into day-to-day practice, which is crucial for generalizing these skills [21]. Indeed, facing challenging situations and implementing regular out-of-session skills practices lead to long-term decreases in symptom severity and strengthen the durability of treatment gains [22,23]. Taken together, these findings highlight the importance of examining symptom changes in the early versus late phases of therapy, given the unique impact of each phase of therapy.

Ultimately, a gap remains in our understanding of the unique impact of the digital components of care in BC-CBT, as well as how the phase of treatment may impact treatment outcomes. Consequently, this study aims to evaluate the unique impact of treatment sessions, digital video lessons, and digital exercises in a blended care CBT intervention for depression and anxiety in real-world settings, examined across early versus late phases of treatment. These data are intended to better inform how to optimize care by customizing the different treatment components within a BC-CBT program and the timing of their assignment.

Methods
Study Design and Procedures
This study employed a retrospective cohort design, analyzing data collected as part of routine quality control for the BC-CBT program at Lyra Health. Lyra Health is partnered with Lyra Clinical Associates to provide therapeutic services to clients through the BC-CBT program. Clients are employees (or their dependents) of companies that offer mental health benefits through Lyra. Individuals were informed of their behavioral health benefits through their employers, and they could receive care with no cost to them using a set number of Employee Assistance Program sessions or, for certain employers, could receive care through their employer-sponsored health plan.
Individuals who accessed the services through their employer-sponsored health plan may have been required to pay a copay, coinsurance, or applicable deductible for sessions through the health plan. Interested clients registered on the web and completed a triage flow to indicate their presenting issues, preference for modality of care, and brief treatment history. If they were appropriate for the BC-CBT program, they were eligible to select the program on the web and book care with a provider. All clinical activities (therapy sessions, questionnaires, digital activities) were conducted over a secure, Health Insurance Portability and Accountability Act (HIPAA)-compliant online platform developed by Lyra Health. Clients were prompted to complete standardized measures of anxiety and depression weekly for the duration of care. Clients were assigned digital activities by their providers, and engagement with and completion of these activities were tracked through the online platform. This retrospective analysis of deidentified data collected during therapy was determined to not be human subjects research by the Palo Alto University institutional review board.

Participants and Data Inclusion
Participants included in the study were individuals who started BC-CBT treatment between August 1, 2019, and May 3, 2021. Participants were required to have scored above the clinical cutoff for either the Generalized Anxiety Disorder-7 (GAD-7; score \( \geq 8 \)) or the Patient Health Questionnaire-9 (PHQ-9; score \( \geq 10 \)) on a valid baseline assessment (N=3674). To meet inclusion criteria for the BC-CBT program, clients were required to be 18 years of age or older and to be willing to see a provider via video. Clients were excluded from the BC-CBT program if they reported active suicidality, self-harm, or homicidality, or if they had a current diagnosis of severe alcohol/substance use disorder(s), psychiatric disorder with psychiatric features that are not stabilized by medications, or unstable bipolar disorder.

Baseline assessments were considered invalid if they were collected more than 2 weeks prior to the first therapy session or after the second therapy session with the provider. Additionally, participants were considered to be missing a valid second assessment if no additional assessment beyond the baseline was completed within 5 weeks after the last therapy session. Assessments were also excluded if they were collected more than 16 weeks after the first therapy session, which represents the mean plus 1 standard deviation of the treatment duration for the sample. Please see Figure 1 for a comprehensive diagram of the participant flow.

![Figure 1. Participant flow. GAD-7: Generalized Anxiety Disorder-7; PHQ-9: Patient Health Questionnaire-9.](https://formative.jmir.org/2021/12/e33452)

Blended Care Therapy Program
The BC-CBT program included both regular face-to-face therapy sessions with the providers and digital components of care. Providers conducted therapy sessions via video-based teletherapy, generally starting with weekly sessions and gradually titrating to biweekly sessions. Providers assigned digital activities through the platform, and these activities were personalized based on the client’s presenting issues. Completion of assigned digital activities could be monitored in real time via the platform by providers, who were encouraged to send secure messages to their client to remind and/or reinforce completion of assignments. More details regarding the BC-CBT online platform can be accessed via Lungu et al (2020) [16].

Therapy Sessions
A short-term, goal-based model was employed, and providers used evidence-based care based on principles from CBT, dialectical behavior therapy (DBT), and acceptance and commitment therapy (ACT). Providers were extensively vetted...
through a rigorous multistep interview process, and received intensive training in CBT and the proprietary online platform. Ongoing quality assurance was conducted via random session video reviews, regular consultation meetings, and continuing education presentations.

**Digital Activities**

The digital components of the BCT program included **digital video lessons and digital exercises**. Digital video lessons employ a storytelling approach, which has been shown to be helpful for enhancing relatability and normalization of the presenting issues [24]. These videos follow a character going through therapy, presenting key CBT-based concepts and skills. Example topics include managing emotions, addressing thinking traps, challenging avoidance, and mindful awareness. The video lessons are ~8 minutes in length on average, and a brief quiz is administered at the end of each video lesson to check for understanding.

**Digital exercises** are analogous to paper logs or handouts that facilitate practice of therapy skills. They include awareness-building exercises (eg, thought record) or practice-oriented exercises (eg, exposure practice, behavioral activation, distress tolerance). Providers assign digital exercises to the clients based on their presenting needs, and clients are able to complete them asynchronously at their convenience. Exercise responses can be viewed in real time through the platform by both the provider and the client, and the provider is able to comment on the exercise to reinforce completion and troubleshoot any issues that arise.

**Measures**

**Demographics**

Information regarding client demographics (eg, the client’s sex, ethnicity, and birthdate) was collected through the initial intake form completed on the online platform. Minority status was defined by the selection of a non-White group, including American Indian or Alaska Native, Asian or Pacific Islander, Black or African American, Hispanic or Latino, Native Hawaiian or Other Pacific Islander, “multiple,” or “other.”

**PHQ-9 Score**

The Patient Health Questionnaire 9 (PHQ-9) is a 9-item self-report questionnaire that assesses the presence and severity of depressive symptoms in the past week. A cutoff score of ≥10 on the PHQ-9 has been utilized to indicate a likely diagnosis of major depression [25].

**GAD-7 Score**

The GAD-7 is a 7-item self-report questionnaire that assesses the presence and severity of anxiety symptoms in the past week [26]. A cutoff score on the GAD-7 of ≥8 has been used to indicate a likely diagnosis of generalized anxiety disorder [27].

Both symptom severity measures have undergone extensive validation in numerous clinical trials, demonstrating strong psychometric properties as supported by high validity, reliability, and treatment sensitivity [28].

**Digital Activity Engagement**

The online platform records whether or not the client has engaged with the digital video lesson or the digital exercise. The time spent watching digital video lessons is recorded in the system and was coded in 10-minute intervals for the purposes of this study. The completion of digital exercises is logged in the system each time it is submitted by the client.

**Data Analyses**

A mixed effects modeling approach to growth curve analysis was employed, which accommodates individually varying time intervals for outcome responses while accounting for missing data under the conditional missing at random (MAR) assumption. This approach also allows for the incorporation of time-invariant covariates (TICs) to model the impact of stable client-level attributes on individual trajectories, as well as time-varying covariates (TVCs) to model the predictive utility of attributes that vary across clients during the course of treatment. Analyses were conducted with SAS PROC MIXED, version 9.4, using restricted maximum likelihood estimation [29]. Because the focus of therapy is tailored and different outcomes may be observed based on the primary presenting issue [30], analyses were conducted separately for clients meeting the threshold for elevated anxiety (GAD-7 ≥8) or depression (PHQ-9 ≥10). If a client exceeded the thresholds for both anxiety and depression, they were included in both analyses.

Following cleaning and validation, a series of hierarchically structured individual growth curve models were examined. The initial analysis (Model 1) for each outcome (PHQ-9, GAD-7) featured a conditional model characterized by fixed effects corresponding to a second-order (quadratic) trajectory, along with client-level random effects for the intercept and linear trajectory components and a provider-level random effect for the intercept. The initial model also included the number of therapy sessions and digital exercises completed during the past 7 days, as well as the amount of time spent engaged with digital lessons (in 10-minute intervals) as TVCs.

Next, in Model 2, we incorporated a dummy-coded variable indicating the phase of treatment (late phase: Weeks 0-7=0; Weeks 8-15=1) along with the interaction terms between the phase indicator and the engagement TVCs. This allowed the magnitude of TVC effects to differ across the early and late phases of treatment; i.e., the inclusion of the late phase*TVC interaction terms means that the first-order coefficients for therapy sessions, digital lessons, and exercises represent the simple effects of these predictors during the early phase of the study period [31]. In addition, the interaction terms describe the change in the magnitude of each TVC when considered during the late phase relative to the early phase.

In Model 3, several demographic variables were added as TICs to examine the impact of age, gender, and race on individual trajectories. Finally, several sensitivity analyses were conducted to evaluate the impact of receiving a therapy session and engaging with digital lessons during the same week, along with the isolated association between digital exercise engagement and weekly symptoms.
## Results

### Participant Characteristics

Table 1 includes the participants' demographic and baseline characteristics for the entire sample and each of the analysis samples (GAD-7 and PHQ-9), as well as the engagement in therapy sessions, digital lessons, and exercises during the first 16 weeks.

Figures 2 and 3 are bar charts that respectively illustrate the GAD-7 and PHQ-9 mean scores over the study period. The length of the error bars represents the standard error of the mean. To interpret the “Week” values, Week=–1 is the week before the first session, and Week=1 is the first week after the first session.

| Table 1. Demographic information and engagement in treatment components. |
|-----------------|-----------------|-----------------|
|                  | Entire sample (N=3401) | GAD-7<sup>a</sup> sample (n=3031) | PHQ-9<sup>b</sup> sample (n=1999) |
| Age, mean (SD)   | 33.15 (8.68)     | 33.22 (8.66)     | 33.16 (8.82)     |
| Female sex, n (%)| 2218 (65.22)     | 1987 (65.56)     | 1304 (65.23)     |
| Race/ethnicity, n (%) |                  |                  |                  |
| Minority         | 1731 (50.90)     | 1547 (51.04)     | 1043 (52.18)     |
| Unknown          | 136 (4.00)       | 121 (3.99)       | 95 (4.75)        |
| Baseline GAD-7 score, mean (SD) | 11.83 (4.08)     | 12.64 (3.52)     | 12.14 (4.68)     |
| Baseline PHQ-9 score, mean (SD) | 10.72 (4.92)     | 10.49 (5.08)     | 13.99 (3.43)     |
| Number of sessions completed, mean (SD) | 5.82 (3.05)     | 5.84 (3.09)     | 5.97 (3.14)     |
| **Total number of out-of-session engagements, mean (SD)** | 43.36 (28.34) | 43.39 (28.45) | 44.80 (29.49) |
| Number of lessons completed, mean (SD) | 5.56 (3.54)     | 5.53 (3.52)     | 5.67 (3.65)     |
| Number of exercises completed, mean (SD) | 10.56 (12.16)   | 10.49 (12.10)   | 10.96 (12.57)   |
| Duration of care (weeks), mean (SD) | 6.97 (4.71)     | 6.98 (4.72)     | 7.13 (4.79)     |

<sup>a</sup>GAD-7: Generalized Anxiety Disorder-7.

<sup>b</sup>PHQ-9: Patient Health Questionnaire-9.

**Figure 2.** Mean Generalized Anxiety Disorder-7 (GAD-7) scores by week.
GAD-7 Score

Model 1 featured a linear and a quadratic trajectory and time-varying indicators of engagement (therapy sessions, digital lessons, and digital exercises). The fixed coefficient for the first-order effect of the treatment week revealed that on average, GAD-7 symptom scores decreased considerably during the first week of treatment ($b=–1.09$, 95% CI $–1.12$ to $–1.06$; $P<.001$). However, a significant quadratic coefficient ($b=0.05$, 95% CI $0.05$-$0.05$; $P<.001$) suggests that the rate of decline diminishes over time. Fixed effect coefficients for the TVCs revealed that clients who attended a therapy session during the last 7 days reported significantly lower GAD-7 scores ($b=–0.68$, 95% CI $–0.77$ to $–0.59$; $P<.001$), and that every 10 minutes of digital lessons completed was associated with significantly lower GAD-7 scores ($b=–0.14$, 95% CI $–0.19$ to $–0.08$; $P<.001$). Contrary to our expectations, engagement with digital exercises was associated with a slight increase in GAD-7 scores ($b=0.03$, 95% CI $0.00$-$0.06$; $P=.045$).

In Model 2, the TVC coefficients were allowed to differ across the phases of treatment. The first-order effect of the phase indicator variable (late phase) suggests that the average anxiety trajectory shifts upwards slightly during the later phase of treatment ($b=0.44$, 95% CI $0.20$-$0.68$; $P<.001$), relative to the early phase. A significant late phase*therapy sessions interaction emerged ($b=0.25$, 95% CI $0.03$-$0.47$; $P=.03$), suggesting that the beneficial effect of a session became weaker during the late phase of treatment. A similar pattern emerged for digital lessons, such that the beneficial effect of completing 10 minutes of lessons was significantly weaker ($b=0.22$, 95% CI $0.07$-$0.36$; $P=.004$) during the late phase of treatment. In contrast, the phase interaction involving digital exercises failed to reach significance.

Model 3 contained the same configuration of TVCs and phase interactions as Model 2, but incorporated several client-level TICs examining the impact of demographic variables. Although no differences in initial GAD-7 scores emerged as a function of age or race, females reported slightly higher baseline anxiety scores ($b=0.37$, 95% CI $0.15$-$0.60$; $P=.001$) relative to male clients. The coefficients describing TVC effects across early and late phases were identical to Model 2. In sum, anxiety symptoms declined significantly over the course of treatment overall. Additionally, engagement with weekly therapy sessions and digital lessons was associated with lower anxiety symptoms, particularly during the early phase of treatment. Table 2 includes all point estimates and 95% confidence intervals for fixed effects for the GAD-7 analyses, and Table 3 shows the deviance and selection criteria.
**Table 2.** Generalized Anxiety Disorder-7 analysis results (n=3031).

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (95% CI)</td>
<td>$t_{obs}$ (df)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Intercept</td>
<td>11.31 (11.17 to 11.46)</td>
<td>153.80 (297)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>11.36 (11.22 to 11.51)</td>
<td>153.62 (307)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>11.16 (10.93 to 11.40)</td>
<td>91.87 (1485)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>-1.09 (-1.12 to -1.06)</td>
<td>65.75 (15,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-1.09 (-1.13 to -1.06)</td>
<td>65.89 (15,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-1.09 (-1.13 to -1.06)</td>
<td>65.91 (15,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week$^2$</td>
<td>0.05 (0.05 to 0.05)</td>
<td>36.12 (16,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>0.04 (0.04 to 0.05)</td>
<td>29.81 (17,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>0.04 (0.04 to 0.05)</td>
<td>29.82 (17,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapy sessions in the last 7 days</td>
<td>-0.68 (-0.77 to -0.59)</td>
<td>14.36 (18,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-0.72 (-0.82 to -0.61)</td>
<td>13.58 (18,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-0.72 (-0.82 to -0.61)</td>
<td>13.59 (18,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Digital exercises in the last 7 days</td>
<td>0.03 (0.00 to 0.06)</td>
<td>2.01 (19,000)</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>0.03 (0.00 to 0.06)</td>
<td>2.12 (19,000)</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>0.03 (0.00 to 0.06)</td>
<td>2.10 (19,000)</td>
<td>.04</td>
</tr>
<tr>
<td>Digital lessons in the last 7 days</td>
<td>-0.14 (-0.19 to -0.08)</td>
<td>4.74 (18,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-0.15 (-0.21 to -0.09)</td>
<td>4.91 (18,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-0.15 (-0.21 to -0.09)</td>
<td>4.86 (18,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Late phase</td>
<td><em>b</em></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Late phase*therapy sessions in the last 7 days</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.25 (0.03 to 0.47)</td>
<td>2.19 (18,000)</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>0.25 (0.03 to 0.47)</td>
<td>2.20 (18,000)</td>
<td>.03</td>
</tr>
<tr>
<td>Late phase*digital exercises in the last 7 days</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.04 (-0.03 to 0.11)</td>
<td>1.06 (18,000)</td>
<td>.29</td>
</tr>
<tr>
<td></td>
<td>0.04 (-0.03 to 0.11)</td>
<td>1.07 (18,000)</td>
<td>.29</td>
</tr>
<tr>
<td>Late phase*digital lessons in the last 7 days</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.22 (0.07 to 0.36)</td>
<td>2.88 (18,000)</td>
<td>.004</td>
</tr>
<tr>
<td></td>
<td>0.21 (0.07 to 0.36)</td>
<td>2.85 (18,000)</td>
<td>.004</td>
</tr>
<tr>
<td>Age</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>0.00 (–0.01 to 0.01)</td>
<td>.79</td>
</tr>
<tr>
<td>Gender</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>0.37 (0.15 to 0.60)</td>
<td>.001</td>
</tr>
<tr>
<td>Minority ethnicity</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>–0.13 (–0.35 to 0.09)</td>
<td>.25</td>
</tr>
<tr>
<td>No ethnicity reported</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>0.47 (–0.09 to 1.02)</td>
<td>.10</td>
</tr>
</tbody>
</table>

$^{a}$: observed $t$ test result.

$^{b}$: not applicable (variables not entered into model).

**Table 3.** Deviance and selection criteria for the 3 models in the Generalized Anxiety Disorder-7 analysis.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviance ($–2\text{LL}^a$)</td>
<td>111676.4</td>
<td>111622.0</td>
<td>111620.8</td>
</tr>
<tr>
<td>Akaike information criterion</td>
<td>111686.4</td>
<td>111632.0</td>
<td>111630.8</td>
</tr>
<tr>
<td>Bayesian information criterion</td>
<td>111704.2</td>
<td>111649.9</td>
<td>111648.7</td>
</tr>
</tbody>
</table>

$^a$—$2\text{LL}$: log-likelihood ratio.

**PHQ-9 Score**

As before, the fixed coefficient for the first-order effect of treatment week for Model 1 revealed that on average, PHQ-9 scores decreased significantly during the first week of treatment ($b=\text{–}1.24$, 95% CI $\text{–}1.28$ to $\text{–}1.20$; $P<.001$). A significant quadratic coefficient ($b=\text{0.05}$, 95% CI $\text{0.05–0.06}$, $P<.001$) indicates that the rate of decline diminishes over the course of treatment. Fixed effect coefficients for the TVCs revealed that clients who attended a therapy session during the last 7 days...
reported significantly lower PHQ-9 scores (b=–0.73, 95% CI –0.85 to –0.61; \( P<.001 \)). In addition, completion of digital exercises (b=–0.04, 95% CI –0.08 to 0.00; \( P=.03 \)) and digital lessons (b=–0.01, 95% CI –0.17 to –0.03; \( P=.008 \)) over the prior week was associated with significantly lower PHQ-9 scores.

In Model 2, the first-order effect of late phase suggests that the average depression trajectory shifts upwards slightly during Weeks 8 to 15 of treatment (b=0.38, 95% CI 0.08-0.69; \( P=.01 \)). A significant late phase*therapy sessions interaction emerged (b=0.56, 95% CI 0.27-0.84; \( P=.008 \)), suggesting that the beneficial effect of a session became weaker during the late phase of treatment. A similar pattern emerged for digital lessons, such that the beneficial effect of completing 10 minutes of lessons was significantly weaker (b=0.28, 95% CI 0.09-0.46; \( P=.003 \)) during the late phase of treatment. In contrast, the phase interaction involving digital exercises failed to reach significance.

For Model 3, no differences in initial PHQ-9 scores emerged as a function of age, race, or gender. Overall, depression symptoms declined significantly over the course of treatment. Additionally, engagement with all program elements was associated with lower depression symptoms, with therapy sessions and digital lessons exhibiting a stronger effect during the early phase of treatment. Table 4 includes all point estimates and 95% confidence intervals for fixed effects for the PHQ-9 analyses, and Table 5 shows the deviance and selection criteria.

### Table 4. Patient Health Questionnaire-9 analysis results (n=1999).

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (95% CI)</td>
<td>( t_{\text{obs}} ) (df)</td>
<td>( r_{\text{obs}} ) (df)</td>
</tr>
<tr>
<td>Intercept</td>
<td>12.43 (12.24 to 12.62)</td>
<td>13.55 (276)</td>
<td>.001</td>
</tr>
<tr>
<td>Week</td>
<td>–1.24 (–1.28 to –1.20)</td>
<td>56.79 (9682)</td>
<td>.001</td>
</tr>
<tr>
<td>Week(^2)</td>
<td>0.05 (0.05 to 0.06)</td>
<td>30.74 (11,000)</td>
<td>.001</td>
</tr>
<tr>
<td>Therapy sessions in the last 7 days</td>
<td>–0.73 (–0.85 to –0.61)</td>
<td>11.87 (12,000)</td>
<td>.001</td>
</tr>
<tr>
<td>Digital exercises in the last 7 days</td>
<td>–0.04 (–0.08 to 0.00)</td>
<td>2.18 (13,000)</td>
<td>.03</td>
</tr>
<tr>
<td>Digital lessons in the last 7 days</td>
<td>–0.10 (–0.17 to –0.03)</td>
<td>2.67 (12,000)</td>
<td>.01</td>
</tr>
<tr>
<td>Late phase(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Late phase*therapy sessions in the last 7 days</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Late phase*digital exercises in the last 7 days</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Late phase*digital lessons in the last 7 days</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Minority ethnicity</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No ethnicity reported</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\( a_{\text{obs}} \): observed \( t \) test result.

\( b_{\text{—}} \): not applicable (variables not entered into model).
cognitive and behavioral patterns contribute to the maintenance of symptomology. This crucial information has been shown to facilitate client reappraisals and contributes to lower avoidance of challenging situations early on in treatment [32], which is key for decreasing symptom severity and functional impairment. Consequently, providers should capitalize on the robust effects of these treatment components earlier on in therapy, ensuring that sessions are occurring consistently and that video lessons are being routinely assigned to clients in order to reinforce key therapeutic concepts. These findings also highlight the importance of setting positive expectations and obtaining client buy-in early on in therapy [33], given that the early phase of treatment often incites hope and a sense of agency [34]. This will optimally position clients to be their own enactors of change, motivating them to learn and practice coping skills later on in therapy.

Indeed, the later phase of therapy is primarily dedicated to the actual practice of skills in day-to-day life, which is challenging for clients as they start to practice these coping skills in more difficult, real-world situations. As such, it is not surprising to see a slower decline in symptoms in the latter stage of therapy, which is expected due to the increased difficulty of therapeutic tasks [17,35]. The later stages of therapy are critical to achieving reliable clinical improvement and durability of treatment gains, given the opportunities for real-world generalization of therapy skills. To facilitate these crucial steps, future studies would benefit from investigating how to increase the potency of digital tools and engagement in the later phase and further develop digital content that is better suited for later stages in treatment (eg, more in-depth skills review and practices). Ultimately, although the early and late phases of therapy have unique focuses, they both play crucial roles in achieving positive treatment outcomes.

Having a therapy session and watching digital video lessons were uniquely associated with decreases in anxiety and depression, highlighting the potency of both traditional face-to-face therapy and the digital components within a blended care model. Meeting with a therapist for regular sessions allows the client to receive individualized care, in-depth exploration of key concepts and skills, and increased accountability. Indeed, therapy sessions were relatively more impactful in decreasing symptomology, underscoring the importance of therapist-led treatment [36,37]. It is notable that completing digital video lessons also uniquely contributed to decreases in anxiety and depression, supporting its potential standalone utility. The digital video lessons help teach and reinforce key therapy concepts in an engaging manner, allow for asynchronous review of the materials at the client’s convenience, and facilitate dissemination of therapeutic content at scale. These benefits are particularly important to consider when resources are limited and therapy

| Table 5. Deviance and selection criteria for the 3 models in the Patient Health Questionnaire-9 analysis. |
|---------------------------------------------------------|--------------------------------------------------------|--------------------------------------------------------|
| Model 1 | Model 2 | Model 3 |
| Deviance (–2LL<sub>a</sub>) | 76960.5 | 76905.2 | 76913.4 |
| Akaike information criterion | 76970.5 | 76915.2 | 76923.4 |
| Bayesian information criterion | 76988.2 | 76932.8 | 76941.1 |

<sup>a</sup>–2LL: log-likelihood ratio.

**Sensitivity Analysis**

To investigate the extent to which the unexpected findings for the digital exercises in Model 1 of the GAD-7 analysis can be explained by multicollinearity or suppression effects, we specified a series of follow-up models examining digital exercises in isolation. A significant effect emerged, such that completing a digital exercise was associated with an expected b=–0.05 unit decrease in GAD-7 scores (95% CI −0.08 to −0.02; P<.001).

**Discussion**

Findings from this study revealed significant declines in anxiety and depression symptoms, with a steep initial decline that became less pronounced over time. The initial model showed that engagement with therapy sessions and digital lessons during the prior 7 days was uniquely associated with lower anxiety and depression symptoms. Although engagement with digital exercises over the past week was associated with lower depression symptoms, a positive coefficient emerged in the analysis on anxiety symptoms. Sensitivity analyses revealed that the unexpected positive relationship between use of digital exercises and anxiety symptoms may be attributable to collinearity with therapy sessions and digital lessons. Analyses examining differences across the early (Weeks 0-7) and late (Weeks 8-15) phases of therapy found that for both anxiety and depression, therapy sessions and digital lessons (but not digital exercises) were significantly stronger (more negative) during the early phase of treatment. These effects remained after incorporating age, gender, and ethnicity.

Overall, significant declines in both anxiety and depression were observed throughout treatment, demonstrating the efficacy of BC-CBT in decreasing these symptomatologies. These robust effects lend support to a blended care model in addressing anxiety and depressive symptoms [16], and such a model can be a potentially more scalable and cost-effective method of providing evidence-based care compared to traditional methods of delivering psychotherapy [15]. Additionally, steeper declines in symptom severity were observed during the early stages of therapy, and therapy sessions and video lessons were significantly more potent in decreasing symptomatology during the early phase of treatment. Given that the initial stages of therapy are largely dedicated to providing pertinent psychoeducation and establishing key therapeutic concepts and skills, therapy sessions and digital video lessons appear to be effective ways to reinforce the uptake of this crucial information. Specifically, a key component of early psychoeducation is to establish the rationale for treatment and clarify how current cognitive and behavioral patterns contribute to the maintenance of symptomology. This crucial information has been shown to facilitate client reappraisals and contributes to lower avoidance of challenging situations early on in treatment [32], which is key for decreasing symptom severity and functional impairment. Consequently, providers should capitalize on the robust effects of these treatment components earlier on in therapy, ensuring that sessions are occurring consistently and that video lessons are being routinely assigned to clients in order to reinforce key therapeutic concepts. These findings also highlight the importance of setting positive expectations and obtaining client buy-in early on in therapy [33], given that the early phase of treatment often incites hope and a sense of agency [34]. This will optimally position clients to be their own enactors of change, motivating them to learn and practice coping skills later on in therapy.

Indeed, the later phase of therapy is primarily dedicated to the actual practice of skills in day-to-day life, which is challenging for clients as they start to practice these coping skills in more difficult, real-world situations. As such, it is not surprising to see a slower decline in symptoms in the latter stage of therapy, which is expected due to the increased difficulty of therapeutic tasks [17,35]. The later stages of therapy are critical to achieving reliable clinical improvement and durability of treatment gains, given the opportunities for real-world generalization of therapy skills. To facilitate these crucial steps, future studies would benefit from investigating how to increase the potency of digital tools and engagement in the later phase and further develop digital content that is better suited for later stages in treatment (eg, more in-depth skills review and practices). Ultimately, although the early and late phases of therapy have unique focuses, they both play crucial roles in achieving positive treatment outcomes.

Having a therapy session and watching digital video lessons were uniquely associated with decreases in anxiety and depression, highlighting the potency of both traditional face-to-face therapy and the digital components within a blended care model. Meeting with a therapist for regular sessions allows the client to receive individualized care, in-depth exploration of key concepts and skills, and increased accountability. Indeed, therapy sessions were relatively more impactful in decreasing symptomology, underscoring the importance of therapist-led treatment [36,37]. It is notable that completing digital video lessons also uniquely contributed to decreases in anxiety and depression, supporting its potential standalone utility. The digital video lessons help teach and reinforce key therapy concepts in an engaging manner, allow for asynchronous review of the materials at the client’s convenience, and facilitate dissemination of therapeutic content at scale. These benefits are particularly important to consider when resources are limited and therapy
sessions cannot be conducted with regularity, which can be affected by financial barriers, difficulties obtaining reliable transportation to/from sessions, or lack of access to trained professionals [38,39]. In these cases, digital video lessons can be pivotal in expanding access to evidence-based treatment, given the support that digital interventions have received for effectively reducing access barriers [40].

There was an unexpected finding of digital exercises being associated with increased anxiety symptoms, but the effect size was relatively weak. Based on the sensitivity analyses, the follow-up models indicated a potential suppression effect for digital exercises; digital exercises in isolation contributed to decreases in anxiety and depressive symptoms. These findings are more consistent with extant literature, which reports a strong association between greater homework compliance and better treatment outcomes [41,42]. The relatively small effect sizes observed can be attributed to the measurement method of exercise completion. In fact, previous research has reported smaller effect sizes when homework completion is measured objectively and contemporaneously [41], both of which are typical with digital platforms. Additionally, clients may have generalized the skills to day-to-day life as therapy progressed and gradually decreased reliance on the digital exercise [21], causing them to practice the skills taught in the exercises but not actually log them in the platform, thereby diluting the strength of the association. Future studies should seek to further disentangle the overlap between various digital components of care and better establish the unique contributions through randomly assigned conditions and/or sequencing studies.

These findings should be considered within the context of several limitations and suggested future directions for research. First, this study employs a pragmatic retrospective design, limiting the ability to rule out regression to the mean effects. Future studies should seek to examine the efficacy of BC-CBT and its care components in a randomized controlled trial to instill further confidence in this model beyond a control condition. Within these limitations, it is important to note that the naturalistic design in real-world settings strengthens the ecological validity, and the growth curve model allows us to glean nuanced information about the temporality of changes and account for stable and varying client-level differences. Second, self-report measures were used to determine clinical outcomes. Although the measures used are extensively validated and possess strong psychometric properties, future studies should use a multimethod, multi-informant approach to measuring symptomatology to establish a more comprehensive evaluation [43]. Third, more general therapy process variables were not incorporated into the analyses. As such, future studies should seek to better understand the impact of these factors (eg, therapeutic alliance, treatment expectations, familiarity with technology, therapist reinforcement of skills practice) on engagement with digital activities and treatment outcome [44].

Fourth, the measurement of digital exercise completion could be improved in future studies. Although real-time data were gathered whenever clients completed exercises in the platform, data collection is incumbent upon the client electronically logging it, so it is possible that clients were practicing the coping skills noted in the digital exercise but not actually logging it in the system. Additionally, more nuanced data regarding the actual time clients spent on digital exercises may be helpful to examine in relation to outcomes. Fifth, given that the number of exercises assigned decreases significantly in the later phase of therapy, it is possible that there was less power to detect the impact of exercises on decreasing symptomology. Sixth, given that other types of digital engagement occurred in between sessions (eg, completion of assessments, messages between provider and client), it would also be helpful to examine their impact on treatment outcomes. Although they are inherently different from digital therapy content (ie, digital content directly teaching therapeutic concepts and skills), these other types of engagement may uniquely impact engagement in therapy overall. Seventh, this study focused on treatment outcomes during the acute phase of therapy. Future studies should seek to conduct long-term follow-ups to determine how robust BC-CBT is in maintaining treatment gains for anxiety and depression. Eighth, although anxiety and depression were the primary focuses of the study, clients may have had other presenting problems as well. Future studies should seek to examine the impact of comorbidities on treatment outcome. Ninth, this study focused on distinct outcomes (ie, anxiety and depression symptoms), and many clients met inclusion criteria for both conditions, resulting in their inclusion in both sets of analyses. Although this does not pose a meaningful threat to the validity of the analyses presented here, future studies drawing on larger samples should explore whether clients with comorbid presentations respond differently to the BC-CBT intervention than clients who only meet criteria for one condition. Tenth, providers anchored their interventions in CBT-based approaches and were able to implement a variety of interventions (eg, DBT, ACT). It would be of interest in future studies to investigate the potential impact of different approaches on outcomes.

Collectively, these findings highlight the robust effectiveness of a BC-CBT program in decreasing anxiety and depression in real-world settings. Given the myriad barriers to accessing evidence-based care, blended care programs combine the advantages of technology with traditional face-to-face therapy to facilitate greater dissemination of CBT. Timing of treatment components and the potency of certain digital activities (ie, video lessons) should be considered when implementing a blended care model. Ultimately, the unique contributions of various treatment components underscore the utility of a blended care model in effectively treating depression and anxiety.
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Abstract

Background: The digital transformation in health care has been accelerated by the COVID-19 pandemic. Video consultation has become the alternative for hospital consultation. It remains unknown how to select patients suitable for video consultation.

Objective: This study aimed to develop a tool based on patient-reported outcomes (PROs) to triage total hip arthroplasty (THA) patients to hospital or video consultation.

Methods: A pilot study with expert panels and a retrospective cohort with prospectively collected data from 1228 THA patients was executed. The primary outcome was a PRO triage tool to allocate THA patients to hospital or video consultation 6 weeks postoperatively. Expert panels defined the criteria and selected the patient-reported outcome measure (PROM) questions including thresholds. Data were divided into training and test cohorts. Distribution, floor effect, correlation, responsiveness, PRO patient journey, and homogeneity of the selected questions were investigated in the training cohort. The test cohort was used to provide an unbiased evaluation of the final triage tool.

Results: The expert panels selected moderate or severe pain and using 2 crutches as the triage tool criteria. PROM questions included in the final triage tool were numeric rating scale (NRS) pain during activity, 3-level version of the EuroQol 5 dimensions (EQ-5D-3L) questions 1 and 4, and Oxford Hip Score (OHS) questions 6, 8, and 12. Of the training cohort, 201 (201/703, 28.6%) patients needed a hospital consultation, which was statistically equal to the 150 (150/463, 32.4%) patients in the test cohort who needed a hospital consultation (P=.19).

Conclusions: A PRO triage tool based on moderate or severe pain and using 2 crutches was developed. Around 70% of THA patients could safely have a video consultation, and 30% needed a hospital consultation 6 weeks postoperatively. This tool is promising for selecting patients for video consultation while using an existing PROM infrastructure.

(JMIR Form Res 2021;5(12):e31232) doi:10.2196/31232
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Introduction

The digital transformation in health care has been accelerated by the COVID-19 pandemic. Health care institutions are challenged by precautionary measures to contain COVID-19 while continuing to provide health care. Especially, managing the physical flow of patients is challenging. After the pandemic, hospitals will begin to eliminate their waiting lists while maintaining a normal patient flow, and they will be challenged again. As a solution, video consultation has become an alternative to the traditional hospital consultation. The number of hospital consultations has dropped by 30%, and the number of telemedicine visits has increased 5-fold [1].

Currently, video consultation provides health care institutions and clinicians the opportunity to increase office efficacy and cost-effectiveness in an era of decreasing reimbursements and increasing time constraints [2-4]. From the patient’s perspective, it can also improve care efficacy and patient satisfaction as well as eliminating travel time and expenses [1,2]. However, not all patients might benefit from video consultation, and it is unknown how to select patients suitable for video consultation.

Orthopedic associations in many countries advise hospitals to collect patient-reported outcomes (PROs) of total hip arthroplasty (THA) using selected patient-reported outcome measures (PROMs) to evaluate health care and improve patient care [5,6]. To prevent extra burden in time and costs, it would be efficient to apply these PROs to select which patients need a hospital consultation and who can have a video consultation instead. Therefore, the aim of this study was to develop a tool based on PROs to triage THA patients to hospital or video consultation 6 weeks postoperatively. It was hypothesized that 10% of the THA patients would need a hospital consultation, and as around 90% of the performed THAs result in a favorable outcome [7-9].

Methods

Overview

A pilot study with expert panels and a retrospective cohort with prospectively collected data from THA patients was performed. Regarding the cohort, patients were included in this study if they signed the informed consent form preoperatively to allow further scientific analysis using their anonymized data. Therefore, the institutional review board ruled that formal approval was not required for this study. There were no exclusion criteria.

Outcomes

The primary outcome was a PRO triage tool to allocate THA patients to a hospital consultation or a video consultation for their 6-week postoperative consultation. Hospital consultation was defined as needing a physical examination or other examination, such as an X-ray, for which a patient really needed to be in the hospital. If no hospital consultation was needed, patients were allocated to a video consultation. According to the Dutch guidelines, patients should be seen 6 to 12 weeks after a THA [10], which is mostly held at 6 weeks. As it is advised to collect the first postoperative PROs at 3 months and not at 6 weeks [6], the 3-month PROs were considered the most appropriate for this study. Based on previous studies, the assumption was made that there are limited clinically relevant differences between PROs at 6 weeks and 3 months postoperatively [11,12].

Measurements

Measurements were divided into 3 parts: (1) expert panels defined the criteria and selected the PROM questions, including the thresholds; (2) investigation of the clinimetric qualities of selected questions or triage criteria groups in the retrospective cohort with prospectively collected data; and (3) evaluation of the final triage tool.

Selection by Expert Panels

Two expert panels were created: clinical expert panel and research expert panel. The clinical expert panel consisted of 4 high-volume THA orthopedic surgeons from 2 different health care institutions. The research expert panel consisted of 3 researchers from 2 different health care institutions. As step one, the clinical expert panel defined the clinical triage criteria for the triage tool. These clinical triage criteria were based on the clinical disabilities for which patients needed to have a physical examination or other examination, such as an X-ray. As the second step, based on the clinical triage criteria, the research expert panel selected the appropriate PROM questions, including the thresholds, based on previous studies. As step three, these questions and their thresholds were presented to the clinical expert panel to discuss if these questions and/or thresholds covered the clinical triage criteria. If no threshold was reported in previous studies, the threshold was set using clinical reasoning by the clinical expert panel. These steps resulted in the PROM questions, including the thresholds, that were determined to be clinically relevant for the triage tool.

Clinimetric Qualities of Selected Questions or Triage Criteria Groups

The retrospective cohort with prospectively collected data consisted of patients who underwent surgery between January 2016 and December 2018 in a medium-sized orthopedic hospital (Kliniek ViaSana, Mill, The Netherlands). Therefore, patients were characterized by an American Society of Anesthesiologists (ASA) score of I-II and BMI ≤35. Four high-volume, experienced orthopedic surgeons performed the primary posterolateral THAs. Length of stay was generally 1 or 2 days. The data included patient characteristics, PROM response rates, and PROs. Patient characteristics were age on the day of surgery, gender, preoperative BMI, ASA scores, and preoperative Charlson scores collected from the electronic patient records. Response rates were calculated as the number of returned questionnaires that were partially or totally completed divided by the number of THAs minus the number of THAs of patients who were deceased (returned questionnaires / [THAs - THAs of patients who were deceased]) [5]. PROs were primary digitally collected (OnlinePROMs, Rosmalen, The Netherlands). If patients were unable to handle a computer, paper questionnaires were sent. A maximum of 2 reminders to complete the PROMs were sent [13]. PROs were collected preoperatively and 3 and 12 months postoperatively according
to the advice of the Dutch Orthopedic Association. This advice included the following questionnaires: numeric rating scale (NRS) pain at rest, NRS pain during activity, 3-level version of the EuroQol 5 dimensions (EQ-5D-3L), Hip disability and Osteoarthritis Outcome Score – Physical Function Shortform (HOOS-PS), Oxford Hip Score (OHS), and an anchor question about functional improvement [6].

Pain at rest and pain during activity were both measured using an NRS question scored from 0 (no pain) to 10 (severe pain). Quality of life was assessed using the EQ-5D-3L questionnaire consisting of 2 parts: EQ visual analogue scale (EQ VAS; 0-100, with 0 as the worst imaginable health state and 100 as the best imaginable health state) and EQ-5D descriptive system existing of 5 questions about 5 dimensions. These 5 dimensions are mobility, self-care, usual activities, pain/discomfort, and anxiety/depression, scored from 1 (no problems) to 3 (extreme problems) [14]. Furthermore, hip function was measured using the HOOS-PS questionnaire, on a scale from 0 (no difficulty) to 100 (extreme difficulty). This questionnaire consists of 5 questions scored from 0 (no difficulty) to 5 (extreme difficulty) [15,16]. Hip function and pain were assessed using the OHS questionnaire, with scores ranging from 0 (most severe symptoms) to 48 (least symptoms). This questionnaire consists of 12 questions scored from 0 (no difficulty) to 4 (extreme difficulty) [17]. Moreover, functional improvement was inquired on a 7-point Likert scale question ranging from 1 (very much deteriorated) to 7 (very much improved).

Regarding the investigation of the clinimetric qualities of selected questions or triage criteria groups by the expert panels, the cohort was divided into 2 groups: training cohort of patients who underwent surgery in 2016 or 2017 and a test cohort of patients who underwent surgery in 2018. To assess which questions were appropriate for the triage tool, the following clinimetric qualities were investigated per selected question in the training cohort: distribution, floor effect, correlation, responsiveness, and PRO patient journey. PRO patient journey was defined as a change in recovery over time. Regarding distribution, if the question did not show any distinction (median and IQR on the same level), the question was found not to be an appropriate question for the triage tool. For floor effect, if more than 15% of the patients scored the worst score [18], the question had a problem with the floor effect and was not an appropriate triage tool question. Investigating correlation, if the question was correlated (r≥.7) with another selected question(s) [19], this question or one of the other(s) could be chosen instead of all the questions for the triage tool. Regarding responsiveness, if a question was not responsive (P>.05) [20,21], it did not distinguish well between clinical relevance and lack of clinical relevance and was not included in the tool. Furthermore, the PRO patient journeys of patients with a worse score and of patients with a better score than the threshold were investigated. If patients with a worse score on a question at 3 months scored well on that question at 12 months, this question was not included in the triage tool. To assess which questions within the selected triage criteria group (for example pain) were appropriate for the triage tool, homogeneity was investigated per triage criteria group in the training cohort. If the homogeneity increased by removing a certain question from this group (Cronbach α ≥ .7) [18,19], this question did not fit in this group and could be removed from the triage tool.

**Evaluation of the Final Triage Tool**

The final triage tool was applied in the test cohort to provide an unbiased evaluation of the final tool fitted on the training dataset. Results in both cohorts were compared to investigate the hypothesis.

**Statistical Analysis**

Results are reported as mean (SD), median (IQR), or n (%) based on the test performed. To investigate if there was any difference in patient characteristics, response rates, and preoperative PROs between the training and test cohorts, continuous variables were first checked for a normal distribution. Second, independent t tests or Mann-Whitney U tests for continuous variables were executed depending on the distribution of the data, and Pearson chi-square or Fisher exact tests were executed for categorical variables.

Distribution was investigated with a boxplot distribution, floor effect was determined by calculating the percentage of patients with a minimum score, and correlation was assessed with Spearman correlation analyses. Responsiveness was evaluated by performing Wilcoxon signed rank tests on the change in preoperative and 3-month scores [20,21]. The PRO patient journey of patients with a worse or better score than the threshold on a question at 3 months was evaluated by boxplot distribution at 12 months. Homogeneity was investigated with a reliability analysis, including “scale if item deleted.” Before this analysis was executed, NRS pain and EQ-5D-3L questions were recoded to the same direction as the OHS questions.

Finally, the triage tool was applied for both training and test cohorts. To test the hypothesis, the numbers of hospital and video consultations for both cohorts were compared using Pearson chi-square or Fisher exact tests.

An α of .05 was considered statistically significant. Statistical analyses were performed using SPSS version 25.0 (IBM Corp, Armonk, NY).

**Results**

**Selection by Expert Panels**

“Having moderate or severe pain” and “using 2 crutches” were defined as the triage criteria by the clinical expert panel (step 1). For the criterion of “having moderate or severe pain,” the research expert panel selected the following PROM questions: NRS pain at rest, NRS pain during activities, EQ-5D-3L question 4, and OHS questions 1, 8, 10, and 12. For both NRS pain questions, previous studies reported thresholds of ≤3 for no or mild pain and >3 for moderate to severe pain [22,23]. For the criterion of “using 2 crutches,” EQ-5D-3L question 1 and OHS question 6 were selected (step 2). The clinical expert panel assessed the selected questions, even the NRS pain question thresholds, as appropriate. The other thresholds were discussed and defined (step 3; Table 1).
### Table 1. Triage criteria, selected clinically relevant questions, and defined thresholds by the expert panels.

<table>
<thead>
<tr>
<th>Triage criterion and selected PROM&lt;sup&gt;a&lt;/sup&gt; question</th>
<th>PROM question (score range)</th>
<th>Defined threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Having moderate or severe pain</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NRS&lt;sup&gt;b&lt;/sup&gt; pain at rest</td>
<td>How much pain from your hip (surgery side) did you experience at rest in the last week? (0-10)</td>
<td>≥4</td>
</tr>
<tr>
<td>NRS pain during activity</td>
<td>How much pain from your hip (surgery side) did you experience during activity in the last week? (0-10)</td>
<td>≥4</td>
</tr>
<tr>
<td>EQ-5D-3L&lt;sup&gt;c&lt;/sup&gt; question 4</td>
<td>Pain/discomfort (1-3)</td>
<td>≥3 (extreme pain)</td>
</tr>
<tr>
<td>OHS&lt;sup&gt;d&lt;/sup&gt; question 1</td>
<td>During the past 4 weeks...How would you describe the pain you usually had from your hip? (0-4)</td>
<td>≤1 (moderate or severe)</td>
</tr>
<tr>
<td>OHS question 8</td>
<td>During the past 4 weeks...After a meal (sitting at a table), how painful has it been for you to stand up from a chair because of your hip? (0-4)</td>
<td>≤2 (moderate, very, unbearable)</td>
</tr>
<tr>
<td>OHS question 10</td>
<td>During the past 4 weeks...Have you had any sudden, severe pain — “shooting,” “stabbing,” or “spasms” — from the affected hip? (0-4)</td>
<td>≤1 (most or every)</td>
</tr>
<tr>
<td>OHS question 12</td>
<td>During the past 4 weeks...Have you been troubled by pain from your hip in bed at night? (0-4)</td>
<td>≤2 (3 or 4, 5 or 6, all)</td>
</tr>
<tr>
<td><strong>Using 2 crutches</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-5D-3L question 1</td>
<td>Mobility (1-3)</td>
<td>≥3 (confined to bed)</td>
</tr>
<tr>
<td>OHS question 6</td>
<td>During the past 4 weeks...For how long have you been able to walk before pain from your hip becomes severe (with or without a stick)? (0-4)</td>
<td>≤2 (5-15 minutes, around the house only, not at all)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PROM: patient-reported outcome measure.

<sup>b</sup>NRS: numeric rating scale.

<sup>c</sup>EQ-5D-3L: 3-level version of the EuroQoL 5 dimensions.

<sup>d</sup>OHS: Oxford Hip Score.

### Clinimetric Qualities of Selected Questions or Triage Criteria Groups

Response rates were statistically significantly equal between both training (n=746) and test (n=482) cohorts preoperatively (745/746, 99.9% versus 482/482, 100%; P=.99) and at 3 months (703/746, 94.2% versus 463/482, 96.1%; P=.24) and 12 months (693/746, 92.9% versus 457/482, 94.8%; P=.29) postoperatively. The training cohort consisted of significantly fewer patients than in the test cohort with an ASA I score (399/746, 53.5% versus 287/482, 59.5%; P=.048), higher preoperative HOOS-PS scores (median 46.1, IQR 37.7-55.9 versus median 46.1, IQR 33.9-55.9; P=.01), and lower preoperative OHS scores (median 24.0, IQR 19.0-29.0 versus median 25.0, IQR 19.0-31.0; P=.03; Table 2). The clinical expert panel assessed these differences as not clinically relevant to correct for.
Table 2. Characteristics of training and test cohorts.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Training cohort (n=746)</th>
<th>Test cohort (n=482)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response rate, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preoperative</td>
<td>745 (99.9)</td>
<td>482 (100)</td>
<td>.99</td>
</tr>
<tr>
<td>3 months postoperative</td>
<td>703 (94.2)</td>
<td>463 (96.1)</td>
<td>.24</td>
</tr>
<tr>
<td>12 months postoperative</td>
<td>693 (92.9)</td>
<td>457 (94.8)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Patient characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>66.5 (61.0-72.0)</td>
<td>66.0 (60.0-72.0)</td>
<td>.73</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>295 (39.5)</td>
<td>206 (42.7)</td>
<td>.27</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>26.1 (24.1-28.4)</td>
<td>26.3 (24.1-28.5)</td>
<td>.48</td>
</tr>
<tr>
<td>ASA score – I, n (%)</td>
<td>399 (53.5)</td>
<td>287 (59.5)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Charlson score:</strong></td>
<td></td>
<td></td>
<td>.048</td>
</tr>
<tr>
<td>One hip affected by OA, n (%)</td>
<td>163 (21.8)</td>
<td>108 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Both hips affected by OA, n (%)</td>
<td>309 (41.4)</td>
<td>196 (40.7)</td>
<td></td>
</tr>
<tr>
<td>Contralateral hip OA, n (%)</td>
<td>163 (21.8)</td>
<td>82 (17.0)</td>
<td></td>
</tr>
<tr>
<td>Multiple joints affected by OA, n (%)</td>
<td>111 (14.9)</td>
<td>96 (19.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Preoperative PROs, median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NRS pain at rest score</td>
<td>6.0 (4.0-7.0)</td>
<td>6.0 (3.8-7.0)</td>
<td>.18</td>
</tr>
<tr>
<td>NRS pain during activity score</td>
<td>8.0 (7.0-9.0)</td>
<td>8.0 (7.0-8.0)</td>
<td>.13</td>
</tr>
<tr>
<td>HOOS-PS score</td>
<td>46.1 (37.7-55.9)</td>
<td>46.1 (33.9-55.9)</td>
<td>.01</td>
</tr>
<tr>
<td>EQ-5D descriptive system</td>
<td>0.693 (0.298-0.775)</td>
<td>0.693 (0.569-0.775)</td>
<td>.16</td>
</tr>
<tr>
<td>EQ VAS</td>
<td>76.0 (63.3-89.8)</td>
<td>77.0 (60.0-86.3)</td>
<td>.82</td>
</tr>
<tr>
<td>OHS</td>
<td>24.0 (19.0-29.0)</td>
<td>25.0 (19.0-31.0)</td>
<td>.03</td>
</tr>
</tbody>
</table>

aASA: American Society of Anesthesiologists.

bOA: osteoarthritis.

cPROs: patient-reported outcomes.

dNRS: numeric rating scale.

eHOOS-PS: Hip disability and Osteoarthritis Outcome Score — Physical Function Shortform.

fEQ-5D descriptive system: EuroQol 5 dimensions descriptive system.

gEQ VAS: EuroQol visual analogue scale.

hOHS: Oxford Hip Score.

Regarding the questions or triage criteria groups selected by the expert panels (Table 1), OHS question 10 showed no distribution. For floor effect, <15% of patients scored the minimum score on all questions separately. All questions were significantly correlated with each other (P<.001). Regarding correlations ≥0.7, NRS pain during activity correlated with NRS pain at rest (r=0.659, P<.001) and OHS question 1 (r=−0.676, P<.001; Table 3). Furthermore, all questions were shown to be responsive (P<.001; Table 4). Regarding the PRO patient journey, patients with a worse score than the threshold also reported worse scores at 12 months than patients with a better score than the threshold. Only one patient with a better score than the threshold on EQ-5D-3L question 1 at 3 months had a 12-month score (Table 5). The other questions included ≥11 patients below or above the threshold. Regarding homogeneity, a Cronbach α of 0.818 was found for the triage criteria group “pain.” When one of the questions in this group was removed, the Cronbach α was maintained at above 0.7. The triage criteria group “crutches” scored a Cronbach α of 0.628. As there were 2 questions in this group, none of them could be removed to investigate the Cronbach α.
### Table 3. Distribution, floor effect, and correlation per selected patient-reported outcome measure (PROM) question.

<table>
<thead>
<tr>
<th>PROM question</th>
<th>Distribution, median (IQR)</th>
<th>Floor effect, n (%)</th>
<th>Correlations</th>
<th>Correlated question</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRS pain at rest</td>
<td>0 (0-1)</td>
<td>1d (0.4)</td>
<td>0.659</td>
<td>NRS pain during activity</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NRS pain during activity</td>
<td>2 (0-3)</td>
<td>4d (0.6)</td>
<td>0.659;–0.676</td>
<td>NRS pain at rest; OHS question 1</td>
<td>Both &lt;.001</td>
</tr>
<tr>
<td>EQ-5D-3L f question 4</td>
<td>1 (1-2)</td>
<td>13f (1.9)</td>
<td>None</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>OHS question 1</td>
<td>3 (3-4)</td>
<td>6f (0.9)</td>
<td>–0.675</td>
<td>NRS pain during activity</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OHS question 8</td>
<td>3 (3-4)</td>
<td>0f (0.0)</td>
<td>None</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>OHS question 10</td>
<td>4 (4-4)</td>
<td>2j (0.3)</td>
<td>None</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>OHS question 12</td>
<td>4 (3-4)</td>
<td>32j (4.6)</td>
<td>None</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EQ-5D-3L question 1</td>
<td>1 (1-2)</td>
<td>2j (0.3)</td>
<td>None</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>OHS question 6</td>
<td>4 (3-4)</td>
<td>3j (0.4)</td>
<td>None</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aPROM: patient-reported outcome measure.
bStatistically significant correlations >0.6 or <-0.6 are presented.
cNRS: numeric rating scale.
dn=703.
eOHS: Oxford Hip Score.
fEQ-5D-3L: 3-level version of the EuroQol 5 dimensions.
gn=693.
hN/A: not applicable.
i;n=694.
jn=690.

### Table 4. Responsiveness for each patient-reported outcome measure (PROM) question.

<table>
<thead>
<tr>
<th>PROM question</th>
<th>Preoperative, median (IQR)</th>
<th>3 months postoperative, median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRS a pain at rest</td>
<td>6 (4-7)</td>
<td>0 (0-1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NRS pain during activity</td>
<td>8 (7-9)</td>
<td>2 (0-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EQ-5D-3L b question 4</td>
<td>2 (2-3)</td>
<td>1 (1-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OHS c question 1</td>
<td>1 (0-1)</td>
<td>3 (3-4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OHS question 8</td>
<td>2 (2-3)</td>
<td>3 (3-4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OHS question 10</td>
<td>2 (1-3)</td>
<td>4 (4-4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OHS question 12</td>
<td>2 (0-3)</td>
<td>4 (3-4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EQ-5D-3L question 1</td>
<td>2 (2-2)</td>
<td>1 (1-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OHS question 6</td>
<td>2 (2-3)</td>
<td>4 (3-4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aNRS: numeric rating scale.
bEQ-5D-3L: 3-level version of the EuroQol 5 dimensions.
cOHS: Oxford Hip Score.
Based on the clinimetric qualities of selected questions or triage criteria groups, NRS pain at rest, OHS question 1, and OHS question 10 were removed from the triage tool. The final triage tool consisted of NRS pain during activity; EQ-5D-3L questions 1 and 4; and OHS questions 6, 8, and 12.

**Evaluation of the Final Triage Tool**

The final triage tool resulted in 201 (201/703, 28.6%) patients in the training cohort needing a hospital consultation, which was statistically equal to the 150 (150/463, 32.4%) patients in the test cohort who needed a hospital consultation ($P=.19$).

**Discussion**

This study aimed to develop a tool based on PROs collected using an existing PROM infrastructure to triage THA patients to hospital or video consultation 6 weeks postoperatively. As the main finding, a triage tool based on PROM questions measuring moderate or severe pain and whether the patient used 2 crutches was developed. The included questions were NRS pain during activity; EQ-5D-3L questions 1 and 4; and OHS questions 6, 8, and 12. Applying the final triage tool in both the training and test cohorts resulted in the same outcome: Around 70% of the patients could safely have a video consultation, and 30% needed to have a hospital consultation 6 weeks postoperatively. Therefore, this PRO triage tool is a promising instrument to select patients for video consultation while using an existing PROM infrastructure. The next step is to further investigate this triage tool in daily practice.

This study showed that 70% of the hospital consultations for THA patients 6 weeks postoperatively could safely be done by video. It was hypothesized that 10% of the THA patients would potentially need a physical examination or other examination, such as an X-ray, during a hospital consultation. Furthermore, they desired to prevent obtaining more consultations by needing to schedule a hospital consultation after a video consultation. Both implicitly resulted in more liberal criteria for a hospital consultation leading to more patients triaged to a hospital consultation. Second, it could be that specific questions are missing from the triage tool. It was hypothesized that, after an investigation of the triage tool in daily practice, the criteria for the triage tool could be improved, achieving the right health care for each patient and a further reduction in hospital consultations. It would be interesting to investigate how many additional hospital consultations would be needed if the tool triages to video consultation and which PROs are different for patients with an additional hospital consultation.

It is essential to understand that the PRO triage tool is not a tool on its own, but it is the first step in the selection of patients who need a hospital consultation and those who can have a video consultation instead. PROs and clinical judgment produce complementary data and when combined, provide a more accurate description of the patients’ symptoms [24]. Therefore, using the current PRO triage tool, clinicians should have the ability to change the outcome of the tool. To further develop the triage tool, it would be interesting to investigate how many times clinicians decide to change the outcome and which PROs are different for the patients whose clinicians decide to change the outcome. Furthermore, it would be interesting to take the patient’s preference into account.

Previous studies reported that patients rate their video consultations as excellent or very good (92%-95%) [25,26]. The patient no-show rate has been reported at 2.8%, and their mean estimated saved travel time is 30 minutes [25]. Furthermore, 82% would recommend video consultation to family and friends [26]. Almost all clinicians rate their video consultation experience as very good or excellent (92%). They are comfortable with executing this type of consultation after

**Table 5. Patient journey per patient-reported outcome measure (PROM) question.**

<table>
<thead>
<tr>
<th>PROM question</th>
<th>Defined threshold</th>
<th>12-month score of patients with a score below the threshold at 3 months, median (IQR)</th>
<th>12-month score of patients with a score above the threshold at 3 months, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRS(^a) pain at rest</td>
<td>≥4</td>
<td>0 (0-1)</td>
<td>2 (0-5)</td>
</tr>
<tr>
<td>NRS pain during activity</td>
<td>≥4</td>
<td>0 (0-1)</td>
<td>2 (0-4)</td>
</tr>
<tr>
<td>EQ-5D-3L(^b) question 4</td>
<td>≥3</td>
<td>1 (1-2)</td>
<td>2 (1.5-2)</td>
</tr>
<tr>
<td>OHS(^c) question 1</td>
<td>≤1</td>
<td>3 (2-4)</td>
<td>4 (3-4)</td>
</tr>
<tr>
<td>OHS question 8</td>
<td>≤2</td>
<td>3 (3-4)</td>
<td>4 (4-4)</td>
</tr>
<tr>
<td>OHS question 10</td>
<td>≤1</td>
<td>4 (2.5-3)</td>
<td>4 (4-4)</td>
</tr>
<tr>
<td>OHS question 12</td>
<td>≤2</td>
<td>3 (1.5-4)</td>
<td>4 (4-4)</td>
</tr>
<tr>
<td>EQ-5D-3L question 1</td>
<td>≥3</td>
<td>1 (1-2)</td>
<td>1 (1)(^d)</td>
</tr>
<tr>
<td>OHS question 6</td>
<td>≤2</td>
<td>3 (2-4)</td>
<td>4 (4-4)</td>
</tr>
</tbody>
</table>

\(^a\)NRS: numeric rating scale.
\(^b\)EQ-5D-3L: 3-level version of the EuroQol 5 dimensions.
\(^c\)OHS: Oxford Hip Score.
\(^d\)n=1.
1 to 4 sessions (69%) [25]. Therefore, video consultation is a serious alternative for hospital consultation. Numbers could be improved when appropriate patients for video consultation are selected, which makes the developed PRO triage tool a promising instrument.

As a first strength of this study, to the authors’ knowledge, this is the first study in which a tool to triage patients to hospital or video consultation was developed. Second, high response rates preoperatively and even postoperatively (above 90%) were achieved, resulting in a representative cohort to execute this study and to generalize the results to the total THA population. A third strength is the application of the training and test cohorts to provide an unbiased evaluation of the final tool.

As a limitation of this study, the triage tool was not investigated in a prospective cohort, and aspects of reliability, validity, sensitivity, and specificity of the triage tool were not investigated yet. Furthermore, 3-month PROs were used instead of 6-week PROs, as, although based on previous studies, the assumption was made that there is limited clinically relevant difference between PROs at 6 weeks and at 3 months postoperatively [11,12]. Future research should be executed in a prospective cohort, and aspects of reliability, validity, sensitivity, and specificity need to be investigated to further develop the THA PRO triage tool. The triage tool could be improved by investigating which PROs are different for patients with additional hospital consultations after being triaged to video consultation or for patients whose clinician decided to change the outcome of the triage tool. After improving the triage tool, it would be interesting to investigate if and which of the patients triaged to video consultation may not require a consultation at all.

In conclusion, a THA PRO triage tool based on moderate or severe pain and using 2 crutches was developed. Around 70% of THA patients could safely have a video consultation, and 30% of patients needed a hospital consultation 6 weeks postoperatively. This tool is promising for selecting patients for video consultation while using an existing PROM infrastructure.
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Abstract

Background: As the cost of clinical trials continues to rise, novel approaches are required to ensure ethical allocation of resources. Multisite trials have been increasingly utilized in phase 1 trials for rare diseases and in phase 2 and 3 trials to meet accrual needs. The benefits of multisite trials include easier patient recruitment, expanded generalizability, and more robust statistical analyses. However, there are several problems more likely to arise in multisite trials, including accrual inequality, protocol nonadherence, data entry mistakes, and data integration difficulties.

Objective: The Biostatistics & Data Science department at the University of Kansas Medical Center developed a clinical trial management system (comprehensive research information system [CRIS]) specifically designed to streamline multisite clinical trial management.

Methods: A National Institute of Child Health and Human Development–funded phase 3 trial, the ADORE (assessment of docosahexaenoic acid [DHA] on reducing early preterm birth) trial fully utilized CRIS to provide automated accrual reports, centralize data capture, automate trial completion reports, and streamline data harmonization.

Results: Using the ADORE trial as an example, we describe the utility of CRIS in database design, regulatory compliance, training standardization, study management, and automated reporting. Our goal is to continue to build a CRIS through use in subsequent multisite trials. Reports generated to suit the needs of future studies will be available as templates.

Conclusions: The implementation of similar tools and systems could provide significant cost-saving and operational benefit to multisite trials.

Trial Registration: ClinicalTrials.gov NCT02626299; https://tinyurl.com/j6erphcj

(JMIR Form Res 2021;5(12):e30368) doi:10.2196/30368
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Introduction

Background

The evaluation of new treatment modalities through randomized controlled trials (RCTs) is the gold standard for advancing medical research; however, RCTs frequently fail to meet recruitment goals [1]. Multisite trials are frequently utilized to increase the availability of patients who meet inclusion criteria in phase 3 trials and increasingly in phase 1 and phase 2 trials as well. The benefits of performing multisite trials include more robust statistical analyses, reduced bias, expanded generalizability, and shorter recruitment periods [2,3]. However, multisite trials are far more difficult to perform effectively than single-site trials.

The primary research team and site leads have an obligation to ensure the trial is conducted in accordance with the International Council for Harmonization Guideline for Good Clinical Practice (ICH GCP) [4]. Standardized training and a central data management system are necessary to overcome the variability in clinical trial experience among study sites, which commonly have different recruiting practices, data entry processes, regulatory interpretation, and clinical trial experience [5,6]. Without standardization, these differences can threaten data harmonization, quality assurance, statistical analysis, data management, regulatory compliance, and recruitment [7]. A central data management system combined with standardized data entry protocols and customized reporting that includes ongoing accrual tracking [8,9] can facilitate data harmonization, quality assurance, data cleaning, and data analysis.

We detail here a clinical trial management system (CTMS), powered by WCG (Western Institutional Review Board–Copernicus Group, Inc) Velos and customized by the University of Kansas Medical Center (KUMC) Biostatistics & Data Science department to address the challenges of multisite trial management. The CTMS (comprehensive research information system [CRIS]) was customized to maximize team collaboration and produce effective workflow procedures for a phase 3, multisite RCT (the ADORE trial) in partnership with the Maternal and Child Health team at the Department of Dietetics and Nutrition at KUMC.

The RCT in Brief

The ADORE (assessment of docosahexaenoic acid [DHA] on reducing early preterm birth) trial was a phase 3, investigator-initiated, adaptive-design, double-blind randomized, superiority trial designed to determine the potential of high dose DHA to reduce the incidence of early preterm birth (<34 weeks) (R01HD083292; HD NCT02626299). Pregnant women were assigned to either a standard prenatal DHA supplement of 200 mg per day or 1000 mg per day before 20 weeks gestation [10]. The study sought to enroll between 900 and 1200 pregnant women over a 4-year period, which lent itself naturally to a multisite configuration.

Three academic medical centers enrolled a total of 1100 participants in ADORE: the KUMC (n=489), University of Cincinnati (UC; n=252), and the Ohio State University (OSU; n=359). During the study, 128 employees were involved across the 3 trial teams.

While this paper focuses on a specific CTMS and RCT, the overall purpose is to characterize the strengths and weaknesses of a centralized data management system and its integration into multisite trials. The broad topics of database design, regulatory compliance, CTMS training and access, study management, and data management are emphasized throughout manuscript.

Methods

Methods Overview

The CTMS deployed at the KUMC was powered by WCG Velos and customized by the Biostatistics & Data Science department to include features related to randomization, automated reports, dashboards, etc, and titled the CRIS. Features such as electronic data capture, data monitoring, and data validation are common in clinical trial management systems. The value of the CRIS system was to standardize these aspects of clinical trial management systems for multiple sites, as well as introduce additional utility uniquely suited to multisite clinical trials.

Development of an Electronic Case Report Form

Database design was an integral piece of the protocol development phase of study design. It was imperative to understand the capabilities of CRIS in collaboration with key personnel well before recruitment began. Critical factors to address included the number of study sites, sample size, number of treatment arms, and recruitment protocol. Senior members of the primary KUMC site team including principal investigators, the project director, biostatistician, and CTMS director of research information technology met regularly in person during the design phase. Primary, secondary, and tertiary data points were examined carefully, including their variable type and validation. Study personnel at satellite recruitment sites in Ohio additionally vetted data fields by verifying that the data elements that were part of the electronic case report form (eCRF) were aligned with the aims of the protocol. This ensured that these fields were able to capture the correct values for the study and allowed data capture to occur as categorical values rather than open text fields. Adverse event (AE)–reporting and participant-focused activity-tracking including standardized recruitment, randomization, blinding, treatment follow-up, and specimen collection forms were also considered in the CRIS database design prior to study start. An eCRF was an outcome of the design phase.

Achieving Regulatory Compliance

In addition to the standard elements of ICH GCPs, eCRFs were required to be compliant with 21 CFR Part 11 Electronic Records; Electronic Signature to ensure security and accountability of study data [11,12]. Requirements of this compliance included controls for open systems, signature manifestations, record-linking, and controls for identification codes and passwords. Open system controls included continuous system validation, limitation of system access, computer-generated audit trails, operational system checks, accountability in record changes, document encryption, and
several other controls. Signature controls ensured that any changes to records did not obscure previous information, that changes were associated the study member who made them, and that the date and time of the change was recorded. These controls, and several others, were integrated into CRIS development to ensure full CFR Part 11 compliance during electronic data capture.

Study Personnel Training

The training of study personnel at all participating sites followed design of the eCRF. Both live and recorded sessions reviewed the protocol, the Manual of Operating Procedures, and the CRIS system and associated eCRF. Access to the system was provided only after users had completed both institutionally required ethics and study-specific training. Access within the system was role-based; that is, principal investigator, co-investigator, study coordinator, monitor, pharmacists, etc, to ensure study team members were only able to access data within CRIS relevant to their role on the trial. While the training itself was conducted outside of the CRIS through the use of prerecorded training videos and manual materials, study staff were tested on the material, and their testing results and training certification were documented within the CRIS system and was a prerequisite for system access.

The study operational director and primary principal investigator visited the participating sites before enrollment began, and the operational director made additional visits during the study to provide additional training and tips and to audit study documentation and workflow.

Data Management

Data entry was performed at each site via the web-based browser and managed at KUMC through the Biostatistics & Data Science department. This was integrated to allow personnel at all sites to conserve time and labor typically allocated to data management, and data analysis have been described [13,14].

The customized CRIS eCRFs were the primary repository for participant’s historical information obtained from either health records or participant self-reports. Individual forms used during the study included forms for patient characteristics, laboratory samples, primary outcome variables, and patient participation. Patient characteristics forms included assessments of health history, dietary supplement intake, maternal physical exam, and medical record review. These forms were completed during the enrollment visit after participants gave consent for the study.

Several eCRFs were utilized during the study including forms to record samples obtained (maternal blood draws, pregnancy labs, and urine collection) and to track results of pregnancy outcomes and estimated date of birth by study site. Lastly, forms detailing patient participation were integrated in the system including the signed informed consent, study coordinator sign off, forms for the delivery and tracking of treatment, withdrawal forms, and forms documenting adverse events. All forms could be viewed, selected, and copied in list form (Multimedia Appendix 1). Paper copies of source documents to verify data entry were retained by each study site and scanned copies submitted to CRIS for cross-validation and regulatory compliance.

Randomization

The initial randomization table was generated by the statistical team in accordance with the study protocol guidelines. The data management team uploaded the randomization table under the CRIS. Every time a new participant was screened and deemed eligible, the participant at the time of enrollment was then randomized to a treatment arm on the basis of the stratification variables that were built under the randomization form. Once the randomization form was completed by the study coordinator the participant automatically would get randomized and the arm to which the participant was randomized would be displayed on the participants profile.

Assuring Data Integrity

The accuracy of data entry was confirmed using a 2-pass approach whenever possible. Data entered into the eCRF and the source documentation uploaded as a secure file at satellite sites were accessible to team members at the main trial site who reviewed the eCRF for accuracy in comparison with the source document. In compliance with ICH GCP (version 4.9.1), study data were fully accessible to principal investigators responsible for evaluation of accuracy, completeness, and legibility of entered data. The ability to access the data was included to allow study coordinators to keep in contact with study participants at each site and quickly resolve any questions or concerns the study team or participant might have had.

Data harmonization is a significant hurdle for multisite studies but was aided here by having a central database and standardized data entry forms, Data harmonization occurred centrally at the KUMC utilizing CRIS and through the KUMC Biostatistics & Data Science team. Following data entry and validation at individual sites, the study results for each site were validated by regular performance of edit, logic, and range checks by the trial analyst. Queries were then sent to the clinical team at each site in the form of weekly automatically generated emails to resolve any discrepancies. All queries were resolved before the trial analyst created data sets for the interim and final analyses. The finalized study binder was produced in collaboration with the KUMC Director of Research Information Technology and contained copies of the annotated project case report forms, final data dictionary, and copies of electronic data files. This process can be visualized in Figure 1.
All the raw participant information is captured by the site coordinators in real time with the participant in the room. Weekly reports are then generated and automatically pushed to the study team members to help keep them abreast of the study progression. Additionally, automated quality assurance reports help the quality analysis team to verify and address data inconsistencies. Finally, the automated data dump is also utilized by the statistical team to perform data analysis, which is then utilized for Data Safety and Monitoring Board (DSMB).

**Study Management**

The primary aim of CRIS in study management was to increase procedural uniformity across multiple stages of participant engagement. Research teams at all sites reviewed eligibility criteria, including age, gestation length, and multiple gestation, in CRIS prior to enrollment. After consent, enrollment and randomization was captured using CRIS. Each site was expected to enroll 2-3 participants weekly, and integration and management of accrual data occurred centrally at the KUMC. Each of the 3 sites were given a separate randomization code, and participants at each site were randomized using a Bayesian Adaptive Design detailed by Brown et al [15]. Subsequent adaptations and adapted randomization schedules were appended to each site within CRIS. The ability of CRIS to ensure accrual equality across study sites was assessed using a Gini coefficient. Haidich et al [16] proposed that a Gini coefficient for accrual distribution in multisite trials could provide a standardized approach to assessing accrual disparities. They identified a Gini coefficient of less than 0.2 as suggesting low accrual inequality and calculated a mean Gini coefficient of 0.33 among multisite trials.

**Ethics Approval**

The KUMC granted approval under a central institutional review board with reliance by the other institutions (STUDY00003455).
The trial was registered on ClinicalTrials.gov (NCT02626299) on December 8, 2015.

Results

Results Overview

Features such as electronic data capture, data monitoring, and data validation are common in clinical trial management systems. An additional benefit of implementing the CRIS in this trial came from automated reports for trial accrual, study protocol adherence, and data validation tailored to the challenges of multisite trials. Accrual reports were developed to ensure consistent accrual, accrual equality between sites, and to provide accrual predictions. Study protocol reports were developed to ensure protocol adherence and prepare study teams for upcoming responsibilities. Data validation reports were generated to maintain data integrity and assist in data harmonization. These reports allowed the CRIS to provide additional support to the trial team.

Trial Accrual Reports

Accrual equality across study sites is important in multisite trials as it helps capture a much broader picture, allowing study teams to generalize easily. The calculated Gini coefficient for the ADORE trial was 0.14, indicating a low accrual inequality among sites with 359 patients enrolled from the OSU sites, 489 patients from the KUMC sites, and 252 patients from the UC site. The presence of low accrual inequality in this study suggests that the generalizability of study results was maintained. Enrollment at KUMC began 3 months prior to OSU and 5 months before UC.

Successful accrual in the ADORE trial relied heavily on the weekly accrual and delivery reports generated by the CRIS. The reports began with a summary of current enrollment and delivery figures, including predictions for accrual goal achievement and 95% CIs. Participant status was outlined, including participants receiving treatment as well as those who had completed the study or discontinued treatment early. Accrual by site was available to view in the current month (Table 1), past 30 days, and over the course of the entire study. Study primary outcomes such as births in the last 30 days by site (Table 1) and total deliveries by site were also included. Lastly, several plots were available to visualize these figures such as participant accrual and total deliveries (outcomes), overall and by site, and the accrual prediction plot (Figure 2). Accrual reports were generated using R (version 3.6.2; The R Foundation) and included a description of utilized packages. Review of this weekly report became a primary feature of discussion among the team. It kept the team focused and often pointed to early opportunities to adjust recruitment and follow-up tactics to stay on track.

Table 1. Accrual by site in the current month, the past 30 days, and overall.

<table>
<thead>
<tr>
<th>Site</th>
<th>Participants, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current month</strong></td>
<td></td>
</tr>
<tr>
<td>Ohio State University</td>
<td>5</td>
</tr>
<tr>
<td>University of Kansas Medical Center</td>
<td>4</td>
</tr>
<tr>
<td><strong>Last 30 days</strong></td>
<td></td>
</tr>
<tr>
<td>Ohio State University</td>
<td>7</td>
</tr>
<tr>
<td>University of Kansas Medical Center</td>
<td>10</td>
</tr>
<tr>
<td><strong>Total accrual</strong></td>
<td></td>
</tr>
<tr>
<td>Ohio State University</td>
<td>359</td>
</tr>
<tr>
<td>University of Kansas Medical Center</td>
<td>489</td>
</tr>
<tr>
<td>University of Cincinnati</td>
<td>252</td>
</tr>
</tbody>
</table>
Study Protocol Adherence Reports

An AEs report was generated twice weekly (and immediately for serious AEs) for principal investigators to determine attribution and relatedness. Prompt review of AEs by the principal investigator kept the trial in regulatory compliance and allowed the investigators to quickly see any safety or data entry issues. A principal investigator sign off report that was generated twice monthly included participants who had completed the study and allowed their records to be reviewed for accuracy in a timely manner.

A resupply request report was generated for study coordinators and pharmacists. Resupply request reports detailed upcoming medication refills for study participants (Figure 3). For each study participant, her last medication refill date was recorded along with a date 2 weeks prior to when the current prescription was expected to run out. This allowed time for the prescription to be filled and mailed to the participant and prevented delays in treatment. Study coordinators at all sites benefited from reviewing this report and to anticipate which participants required telephonic or in-person follow-up to ensure refills arrived in good condition.

The delivery watch list report was generated weekly for study teams at each site and made available to all members of the study team. The report included the estimated delivery date for participants who were due to deliver in the next couple of months. The report kept teams aware of participants to watch for in the delivery service so that the collection of necessary delivery blood samples could be ensured.

Figure 2. Accrual prediction plot; accrual prediction with visualization plots to demonstrate the predicted completion date with a 95% prediction interval and the posterior predictive distribution. Redline represents the study deadline. The black line represents the current accrual rate.
Figure 3. Automated weekly pharmacy refill report. DHA: docosahexaenoic acid

Data Validation Reports

Data query reports were generated weekly for each site and identified missing or invalid data on the eCRF so they could be corrected by study teams in the CRIS. As mentioned previously, electronic data capture produces fewer errors and allows missing or invalid data to be quickly and automatically identified [14]. The Data Query reports used in this study leveraged the accessibility of electronically captured data to automate data review processes for significant time-saving during data harmonization.

Interim Analysis

Eleven interim analyses were conducted during the ADORE trial during which treatment randomization was adjusted in accordance with the Bayesian Adaptive Design. An average of 3-4 days were spent on each interim analysis. Of these days,
two of them were working days during which the analyst locked the data, reviewed the data, and updated the randomization table.

**Measures of Benefit**

Two primary measures of benefit for the ADORE trial were captured: protocol deviation and loss to follow-up. Protocol deviation is a common occurrence in clinical trials, with an average reporting rate of 0.08 protocol deviations per participant [17]. For 1100 participants, there were 2 protocol deviations in the ADORE trial, constituting a rate of 0.0018 protocol deviations per participant. Of the 1100 participants in the ADORE trial, 68 were lost to follow-up. This constituted 6% of the study participants and was lower than the predicted loss of 15%.

The effect of these systems on study management was to allow a seamless process of data entry, feedback, and communication between study sites. The process of data capture, validation, flagging for inconsistencies or errors, and data correction occurred automatically within a single system. The statistical analysis team at the central site could track each of these processes as they occurred and communicate with study teams completely within CRIS. This eliminated the need to interact with multiple systems for these processes and allowed the CRIS to be used as an encompassing clinical trial data tool.

**Discussion**

**Principal Findings**

Centralized data capture can be more cost effective, accurate, and efficient than decentralized systems when implemented effectively [18,19]. However, the variability in how centralized data capture is performed presents an operational hurdle for effective implementation. If mismanaged, centralized data capture can exacerbate the complexity that arises from differences between study sites [20]. CTMSs can make centralized data capture more feasible through the availability of key features for multisite management. Unfortunately, many of these systems are either quite expensive or lack the functionality to manage large trials effectively [21].

The primary aim of developing the KUMC CRIS was to design an adaptable CTMS that streamlined the centralized data management process through automated monitoring, verification, integration, and reporting. The ADORE trial presented a unique opportunity through which to test the benefits and limitations of this system for future use. Throughout the ADORE trial, the CRIS was able to ensure the quality of the study data through frequent data quality checks, regularly generated operation reports with little oversight, and ensuring familiarity with CRIS was consistent across systems. One crucial aspect of CRIS implementation in this trial was ensuring that a member from each site travelled to KUMC for training specifically in using this system. This ensured that at least one member of each study team had direct contact with the central data management team, and the CRIS before their site’s study team was trained.

Other web-based CTMSs have been designed for multisite trials, and these systems served as a useful reference to build from when deciding what functionality should be included in the CRIS [22,23]. Durkalski et al [22] detailed a clinical trial management system used in a multisite trial that included functions such as centralized participant enrollment and randomization, real-time reporting of CRF completion rates, and real-time data validation upon data entry. The CRIS system was able to integrate these features as well as accrual tracking and prediction, patient assignment and randomization using the Bayesian Adaptive Design, and centralized training tracking for study staff. One of the chief benefits of sharing the design and structure of these novel systems is that it allows other research teams to begin with a reference for essential functionality and build on that design even further. Development of the CRIS through utilization in other clinical trials will allow us to discover what additional functionality is needed. Further, this study could help other research centers adapt and improve our CRIS design. Thus, large research centers that frequently run multisite trials can help each other become more efficient.

It is important to emphasize that the tools developed for the CRIS were designed to facilitate strong teamwork and communication between teams at all sites. With limited resources at each site, a centralized data management design can allow multisite trials to allocate more resources toward effective trial execution. We would recommend the implementation of similar tools for any research center that frequently acts as a primary site in multisite trials.

Future developments of the CRIS will occur through implementation in subsequent KUMC multisite trials. Aspects of the CRIS such as operational reports and trial accrual reports will be configured for each of these trials in accordance with their unique circumstances. These configured designs can then be used as templates for future trials with similar features, eventually resulting in a library of potential reports that can easily be tailored to each new trial.

As the costs of clinical trials continue to rise, new techniques will be required to manage resources effectively [24]. Multisite trials utilizing centralized data capture are cost-effective because they remove the requirement of data management teams at each site [25]. These designs can, however, present significant challenges to data management and communication between study teams. Several tools can be used to address these challenges, such as automated operational reports, accrual reporting, consistent training, and centralized data validation. Thus, the development of a CTMS specifically for this purpose can provide significant cost savings and efficient trial execution for large research centers. Final data analysis and unmasking randomization took couple of days instead of weeks or months, which is a testament of all the hard work that has been vested by the team from day 1.

**Limitations**

While the CRIS system was able to be effectively utilized in the ADORE trial, there was a significant investment required for both development and onboarding.

First, the time required to build the database within CRIS with minimal customization is 3-4 weeks for phase 1, 2, or 3 studies. The database design and data validation systems could also require more time for development if the study protocol is not
finalized. This development time may be alleviated as the system is used for more studies and we are able to develop templates for common study design features. At the present, however, this represents a significant time investment. Furthermore, the customization of eCRFs was limited only to the central data management team. The second limitation of this system was the process of standardized training and onboarding. This required a time and labor investment on the part of study teams, and a willingness to learn how to use the CRIS systems. As CRIS is updated with subsequent trials, the training material will also need to be updated. Because study personnel at each site need to be trained on the same material for standardization purposes, this could require additional time and resources.

Conclusions
This study shows that multicenter trial success is dependent on prompt orchestration. Utilizing a platform to ease the execution steps is crucial, which the team at KUMC has demonstrated through the use of the CRIS.
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Abstract

Background: Understanding adolescents’ relationship with technology is a pressing topic in this digital era. There seem to be both beneficial and detrimental implications that originate from use of technology by adolescents. Approximately 95% of adolescents have access to a smartphone, and several studies show a positive correlation between screen addiction and trends of anxiety and depression. At the same time, research shows that two-thirds of adolescents believe that technology is a necessity for connecting and making new friends.

Objective: The aim of this formative study was to understand adolescents’ perception of their own and others’ relationship with personal technology.

Methods: A survey was conducted with 619 adolescents ranging in age from 13 to 19 years. Adolescents were asked how they perceived the relationship with their personal technology, how they perceived others’ (parents, siblings, or friends) relationship with personal technology, and how they wish to relate to their personal technology in the future.

Results: “Essential,” “Distractive,” and “Addictive” were the most commonly selected descriptors to describe both adolescents’ own relationship with technology (essential: 106/619, 17.1%; distractive: 105/619, 17%; addictive: 88/619, 14.2%) and others’ relationship as well (essential: 96/619, 15.6%; distractive: 88/619, 14.3%; addictive: 90/619, 14.5%). Adolescents selected “Provides an escape” more to describe their own relationship with technology. Whereas, they selected “It’s just a tool” and “Creates Barrier” more to describe others’ relationship with technology. These trends are consistent across ages and genders. In addition, adolescents’ aspirations for their relationship with their personal technology varied across ages: 13 to 15-year olds’ top choice was “best friend”, 16 to 17-year olds’ top choice was “I don’t believe in personal connection with mobile technology,” and 18 to 19-year olds’ top choice was “My personal assistant.”

Conclusions: Our 3-lens method allows us to examine how adolescents perceive their relationship with personal technology in comparison to others, as well as their future technological aspirations. Our findings suggest that adolescents see both communalities as well as differences in their own and others’ relationships with technology. Their future aspirations for personal technology vary across age and gender. These preliminary findings will be examined further in our follow-up research.

(JMIR Form Res 2021;5(12):e27852) doi:10.2196/27852

KEYWORDS
adolescents’ perceptions; personal technology; technology relationship; adolescents as technology users; adolescents as technology bystanders
**Introduction**

**Background**

As personal technology is advancing rapidly, adolescents' technology adoption and usage are continuously on the rise. Smartphone use in the adolescent population is nearly universal. Approximately 95% of adolescents in the USA say they have a smartphone or have access to one [1].

Smartphones provide a number of benefits, including increased productivity, efficient information seeking, and enhanced access to meaningful support networks during times of distress and ongoing illnesses [2-4]. Nearly two-thirds of the US adolescent population report that personal technology and social media enable them to make new friends and allow them to bond with people [5]. Youth social media use is also related to an increase in empathy: both in their ability to understand (cognitive empathy) and share the feelings of peers (affective empathy) [6].

Despite these benefits, an increasing amount of studies have revealed the adverse effects associated with adolescents' hyperconnected relationship with personal technology. Consequences of excessive technology dependency include lower self-motivation, decreased social skills, screen addiction, and mental health problems such as anxiety and depression [1,7-9].

With technology having both positive and negative implications on adolescents, an in-depth understanding of adolescents' relationship with technology is necessary. Research shows that due to unique social, cultural, and developmental factors, adolescents' technology use behaviors differ from those of adults [10-13]. Thus, adolescents' perceptions and choices about technology may not be identical to adults' and are worth investigating.

The goal of our study is to explore how adolescents perceive their own and others' relationship with technology. Understanding and acknowledging independent perceptions about personal technology is critical for informing technology use management, policies, design, health interventions, teaching, and parenting that resonate with adolescents' attitudes.

The key contribution of this paper is our holistic approach that interprets adolescents' relationship with personal technology via 3 lenses. Lens 1 is adolescents' perception of their current relationship with technology as users. Lens 2 is adolescents' perception of others' (parents, siblings, or friends) relationship with technology as bystanders. Lens 3 is adolescents' aspiration of what relationship, if any, they wish to have with their personal technology in the future and how does it compare from theirs? What relationship, if any, do adolescents wish to have with their personal technology in the future and how does it relate to their perception of their present relationship with technology?

**Prior Work**

**Psychological and Behavioral Implications of Technology**

The ubiquity of the smartphone has led researchers to devote much attention to the psychological, behavioral, and social implications of personal technologies. There is vast research into the benefits of social media: sustaining close friendships, building new connections with individuals from diverse backgrounds, demonstrating support for meaningful causes, and becoming civic minded [16,17]. Moreover, smartphone-based interventions enhance the effects of policies on a range of outcomes, including the adoption of positive healthy habits and educational activities [18,19]. Smartphone use seems to have significant impacts on improving student performance, teaching, and learning experiences and is regarded as a key component in the development of social environment [20]. Students benefit from the incorporation of smartphone use in educational activities by efficiently accessing vast course content, participating in debate sessions with professors, and retrieving information regarding student performance [21,22].

Young adults' excessive, addictive, and problematic technology use has been continuously reported alongside the rise in technology adoption. An abundance of research has correlated smartphone usage with negative psychological and behavioral implications, including anxiety, insomnia, and depression [23,24]. Constantly checking communication updates, feeling restless without close proximity to a phone, and suffering delays in professional performance due to prolonged phone activities are indicators of smartphone addiction [25,26]. Excessive use of smartphones can also result in various impacts on physical health, such as fatigue, indigestion, sleep issues, and eyesight problems [27,28]. Parasuraman et al [29] investigated the impact on daily life of smartphones on 55-year-old and 18-year-old age groups and learned that a significant portion of the participants had an addiction to smartphone usage but were unaware of it due to smartphones having become an integral part of their lives [29].

Adolescents who are addicted to personal technology face diminishing social skills and challenges in developing friendships in the real world [30]. Exploring the relationship between social internet use and loneliness, Nowland et al [31] concluded that loneliness can be reduced when the digital world
is used to maintain or forge more social connections. However, when people use the internet to avoid physical social activities and day-to-day problems, their loneliness increases. Consequently, they develop a preference to continue using the internet in a way that displaces time spent in offline social interactions. One study demonstrated that adolescents who were more addicted to their phones had an increased risk of feeling the 6 variants of social alienation: powerlessness, normlessness, meaninglessness, self-estrangement, cultural estrangement, and social isolation [32].

**Correlation of Age and Gender With Technology Usage**

Many studies have also assessed the potential correlation of age, gender, and personality variables on smartphone addiction. Adolescents with somatization, poor self-control, interpersonal sensitivity, and hostility tend to be more likely to get addicted to smartphones [33-35]. Neuroticism, conscientiousness, and openness are traits that were found to be negatively correlated with smartphone addiction [36]. Furthermore, research shows that males and females use their phones for different reasons. Female smartphone use is more strongly related to sociability, interpersonal relationships, and the desire to maintain connections [7]. Comparatively, males use their smartphones more extensively for media sharing, video games, and online searches [36]. Many studies found smartphone addiction being more prevalent in younger adolescents [37,38]. A study involving 1529 students aged 11 to 18 years found that younger adolescents (11-14 years) had a higher prevalence of problematic smartphone usage than did older adolescents (15-18 years) [15].

**Perceptions About Self and Others’ Technology Usage**

When US adolescents were asked directly, 31% perceived the effects of social media as mostly positive, 45% believed the effects to be neither positive nor negative, and 24% stated the effects as mostly negative. Those who considered the effects of social media to be positive indicated that it helps in maintaining connectivity with family and friends, obtaining access to information, and meeting like-minded people. Those who considered the effects of social media to be negative explained that it increases the risks of addiction, hate speech, neglecting face-to-face contacts, and obtaining unrealistic views of others’ lives [39]. Similarly, Ozkan and Solmaz [40] examined the correlation between mobile addiction and perception of one’s own personal technology. Through a survey of 18 to 23-year-old university students, they concluded that addiction to technology is related to self-perception technology use. There was a statistically significant correlation between the perception that smartphone apps are useful tools for communicating with people and time being spent on the phone.

Davis and Dinhop[14] studied the similarities and differences in the way parents and adolescents described their own and each other’s phone use in the context of family life. Both expressed a lack of agency in their own and each other’s smartphone use, feeling displaced by the other’s smartphone and highly reliant on their own smartphone. In addition, parents felt guilty about the impact of their phone overuse on their children, whereas adolescents’ expression of guilt was based on what their parents and society thought of their phone use. Lopez-Fernandez et al [15] conducted a study in which adolescents were asked to indicate whether they felt that any of their peers used their smartphones excessively. Results showed that adolescents with problematic smartphone usage were more likely to consider their peers’ smartphone usage to be problematic.

Previous research has investigated adolescents’ relationship with technology through their use of technology, their own perceptions, or their parents’ perspectives. Whereas, our research used a multi-lens approach to explore alignments and mismatches in adolescent’s perceptions of their own versus others’ relationship with technology as well as their current versus aspirational relationship.

**Methods**

**Participants**

A total of 619 adolescents participated in the online survey. Among the participants, 58.8% (364/619) were females, while 39.9% (247/619) were males. Table 1 shows participants’ demographics.

From March 2020 to April 2020, this online survey was deployed through different social media platforms to a diverse range of adolescents. Participation in the survey was voluntary, and no incentives were offered. In addition, no identifiable data were collected.

**Table 1. Participants’ demographics (N=619).**

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Segment size, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>247 (39.90%)</td>
</tr>
<tr>
<td>Female</td>
<td>364 (58.80%)</td>
</tr>
<tr>
<td>Prefer not to specify</td>
<td>8 (1.29%)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>13-15 years</td>
<td>76 (12.28%)</td>
</tr>
<tr>
<td>16-17 years</td>
<td>410 (66.24%)</td>
</tr>
<tr>
<td>18-19 years</td>
<td>133 (21.49%)</td>
</tr>
</tbody>
</table>
Three-Lens Approach

The survey included 3 main questions representing 3 lenses to understand how adolescents relate to technology. These questions are designed to analyze adolescents’ perceptions of their own personal technology (lens 1: adolescents as users) versus the opinion of adolescents of their parents, siblings, and friends’ use (lens 2: adolescents as bystanders) and to identify the type of relationship they desire to have with their technology (lens 3: aspirational). Figure 1 illustrates our novel 3-lens approach.

By bringing all 3 lenses together, we captured a more holistic understanding of adolescents’ perception of their own relationship with technology in comparison with both adolescents’ perceptions of others’ relationship with technology as well as adolescents’ aspirations of their technology relationship. Table 2 lists all 3 questions along with options presented in the survey.

Figure 1. A model illustrating our 3-lens approach.

Table 2. List of all 3 questions along with options presented in the survey.

<table>
<thead>
<tr>
<th>Question</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Choose 3 options that best describe the relationship between you and your personal technology.</td>
<td>Options: Creates barrier, Enabler, Overwhelming, It’s just a tool, Empowering, Private, Addictive, Essential, Distractive, Hurtful, Provides an escape, Emotional, Other</td>
</tr>
<tr>
<td>Q2: Choose 3 options that you think best describe the relationship between your parents, siblings, or friends and their personal technology.</td>
<td>Options: Creates barrier, Enabler, Overwhelming, It’s just a tool, Empowering, Private, Addictive, Essential, Distractive, Hurtful, Provides an escape, Emotional, Other</td>
</tr>
<tr>
<td>Q3: What persona would you wish your personal technology to match the most with?</td>
<td>Options: I don’t believe in personal connection with mobile technology, My best friend, My twin sibling, My personal assistant, My coach/mentor, Other</td>
</tr>
</tbody>
</table>

Descriptor Selection Process

In question 1, out of 12 descriptors, respondents were asked to choose 3 descriptors that best describes their relationship with their personal technology. Similarly, in question 2, from the same 12 descriptors, adolescents were asked to choose 3 that best described their perception of the relationship of their parents, siblings, or friends with their personal mobile technology.

For context, 2 of the 3 authors (AK and MH), who are high school students and adolescents, had firsthand experience learning from their peers and immersing in the high school environment and other adolescents’ online social networks. The level of communication, comfort, and openness at the peer level, provided a unique platform to this research.

In round 1, an initial list of descriptors for questions 1 and 2 was compiled based on learning from unstructured observations and semistructured interviews of 5 high school peers. In the interviews, the adolescents were asked an open-ended question to identify descriptors they would use to describe relationships with personal technology. The descriptors that were mentioned were “Empowering,” “Provides an escape,” “It’s just a tool,” and “Enabler.” These 4 words were used as a general guideline to develop a larger list of descriptors.

In round 2, we added 8 additional descriptors to the initial list by further learning from literature reviews related to adolescents’ usage of technology, and personality and profile assessments like the Activity Vector Analysis and Adjective Check List [3-5,7-9,23,24,29,32,41-43]. Out of a list of positive and negative adjectives, these profile assessments allow individuals to choose adjectives that best describe themselves and others’ perception of them.

A list of 12 descriptors was finalized by ensuring that descriptors fall within a spectrum of positive and negative for a diverse understanding of adolescents and technology relationships. After the list was completed, we conducted another round of
semistructured interviews with a new sample of 4 high school adolescents to judge each descriptor as a “positive,” “neutral,” and “negative” relationship with personal technology. The descriptors provided in the survey as response to questions 1 and 2 were categorized by words ranging from those that describe the strongest positive relationships (Essential, Empowering, Enabler, Private, Emotional), the neutral relationships (It’s just a tool), and the strongest negative relationships (Provides an escape, Distractive, Creates Barrier, Overwhelming, Hurtful).

Options for question 3, in which adolescents were asked which persona they would wish for in their personal technology, were based on trusted relationships (eg, best friends, siblings), exciting technology offerings (eg, personal assistant Siri, Alexa, Google Assistant), and coach or mentors (eg, learning and fitness apps). The option “I don’t believe in personal connection with mobile technology” was included for completeness. Selections for all 3 questions were randomized to eliminate any order effect.

Results
Analysis
This section summarizes analysis of key responses within individual lenses.

Adolescents’ Perception of Their Own Relationship With Their Personal Technology as Users
The top 3 selected descriptors that adolescents chose to describe their own relationship with technology were “Distractive,” “Essential,” and “Provides an escape.” This trend was consistent across genders and age groups (13 to 15-, 16 to 17-, and 18 to 19-year olds).

However, “Distractive” was chosen more often by females. In addition, 13 to 15-year olds selected “Provides an escape” the most. Among all descriptors, “Hurtful” was the least selected across all ages and genders. Table 3 summarizes the percentage of times each descriptor was selected overall (by everyone) and within each segment (male, female, 13 to 15-year old, 16 to 17-year old, 18 to 19-year old).

Table 3. Table of the percentage of times each descriptor was selected for describing adolescents’ own relationship with technology. Sorted in descending order of overall percentages. Absolute values are not provided as percentages have been adjusted by weighting. Participants were asked to choose 3 choices to describe their own relationship with technology; the values are normalized to sum up to 100%.

<table>
<thead>
<tr>
<th>Descriptors in Q1</th>
<th>Overall</th>
<th>Male</th>
<th>Female</th>
<th>Age 13-15</th>
<th>Age 16-17</th>
<th>Age 18-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distractive</td>
<td>17%</td>
<td>14%</td>
<td>20%</td>
<td>14%</td>
<td>18%</td>
<td>17%</td>
</tr>
<tr>
<td>Essential</td>
<td>17%</td>
<td>17%</td>
<td>17%</td>
<td>14%</td>
<td>18%</td>
<td>18%</td>
</tr>
<tr>
<td>Provides an escape</td>
<td>16%</td>
<td>15%</td>
<td>17%</td>
<td>19%</td>
<td>16%</td>
<td>15%</td>
</tr>
<tr>
<td>Addictive</td>
<td>14%</td>
<td>13%</td>
<td>15%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td>Private</td>
<td>8%</td>
<td>8%</td>
<td>8%</td>
<td>10%</td>
<td>8%</td>
<td>7%</td>
</tr>
<tr>
<td>It's just a tool</td>
<td>8%</td>
<td>11%</td>
<td>5%</td>
<td>8%</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Empowering</td>
<td>7%</td>
<td>8%</td>
<td>6%</td>
<td>6%</td>
<td>6%</td>
<td>7%</td>
</tr>
<tr>
<td>Enabler</td>
<td>5%</td>
<td>7%</td>
<td>3%</td>
<td>2%</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>Other</td>
<td>4%</td>
<td>5%</td>
<td>2%</td>
<td>11%</td>
<td>2%</td>
<td>4%</td>
</tr>
<tr>
<td>Overwhelming</td>
<td>3%</td>
<td>2%</td>
<td>4%</td>
<td>4%</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>Emotional</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>4%</td>
<td>3%</td>
<td>2%</td>
</tr>
<tr>
<td>Creates barrier</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Hurtful</td>
<td>1%</td>
<td>0%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Adolescents’ Perception of Others’ Relationship With Personal Technology as Bystanders
To describe others’ (parents, siblings, friends) relationship with technology, the top 3 descriptors selected by adolescents were “Essential,” “Distractive,” and “Addictive.” Among all descriptors, “Hurtful” was least selected. These trends were consistent across genders and age groups. Table 4 summarizes the percentage of times each descriptor was selected.
Table 4. Table of the percentage of times each descriptor was selected for describing others’ relationship with technology. Sorted in descending order of overall percentages. Absolute values are not provided as percentages have been adjusted by weighting. Participants were asked to choose 3 choices to describe their own relationship with technology; the values are normalized to sum up to 100%.

<table>
<thead>
<tr>
<th>Descriptors in Q2</th>
<th>Overall</th>
<th>Male</th>
<th>Female</th>
<th>Age: 13-15</th>
<th>Age: 16-17</th>
<th>Age: 18-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Essential</td>
<td>16%</td>
<td>15%</td>
<td>16%</td>
<td>14%</td>
<td>16%</td>
<td>15%</td>
</tr>
<tr>
<td>Distractive</td>
<td>14%</td>
<td>14%</td>
<td>15%</td>
<td>13%</td>
<td>14%</td>
<td>15%</td>
</tr>
<tr>
<td>Addictive</td>
<td>14%</td>
<td>13%</td>
<td>15%</td>
<td>13%</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>It’s just a tool</td>
<td>13%</td>
<td>13%</td>
<td>13%</td>
<td>16%</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>Private</td>
<td>9%</td>
<td>9%</td>
<td>8%</td>
<td>8%</td>
<td>9%</td>
<td>8%</td>
</tr>
<tr>
<td>Provides an escape</td>
<td>8%</td>
<td>9%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Creates Barrier</td>
<td>7%</td>
<td>6%</td>
<td>7%</td>
<td>5%</td>
<td>8%</td>
<td>5%</td>
</tr>
<tr>
<td>Empowering</td>
<td>5%</td>
<td>6%</td>
<td>4%</td>
<td>7%</td>
<td>4%</td>
<td>5%</td>
</tr>
<tr>
<td>Enabler</td>
<td>5%</td>
<td>5%</td>
<td>5%</td>
<td>6%</td>
<td>6%</td>
<td>4%</td>
</tr>
<tr>
<td>Overwhelming</td>
<td>4%</td>
<td>4%</td>
<td>4%</td>
<td>4%</td>
<td>4%</td>
<td>4%</td>
</tr>
<tr>
<td>Emotional</td>
<td>3%</td>
<td>4%</td>
<td>3%</td>
<td>4%</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>Hurtful</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Other</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td>5%</td>
<td>1%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Adolescents’ Aspirations of a Persona They Wish for Their Personal Technology

Adolescents’ aspirations of a persona for their personal technology varied across age ranges. The majority (39/74, 52%) of females in the 13 to 15-year old group selected “My best friend” the most. The 16 to 17-year-old group selected “I don't believe in personal connection with mobile technology” and “My personal assistant”, whereas the 18 to 19-year-old group chose “My personal assistant” most frequently. Table 5 shows the percentage of times each persona was selected.

Table 5. Table of the percentage of times each persona was selected as adolescents’ aspiration of their personal technology.

<table>
<thead>
<tr>
<th>Q3</th>
<th>Overall, n/N (%)</th>
<th>Age 13-15, n/N (%)</th>
<th>Age 16-17, n/N (%)</th>
<th>Age 18-19, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>My personal assistant</td>
<td>208/619 (33.6)</td>
<td>11/76 (14.5)</td>
<td>136/410 (33.2)</td>
<td>61/133 (45.9)</td>
</tr>
<tr>
<td>I don't believe in personal connection with mobile technology</td>
<td>199/619 (32.1)</td>
<td>24/76 (31.6)</td>
<td>141/410 (34.4)</td>
<td>34/133 (25.5)</td>
</tr>
<tr>
<td>My best friend</td>
<td>148/619 (23.9)</td>
<td>31/76 (40.8)</td>
<td>100/410 (24.4)</td>
<td>17/133 (12.8)</td>
</tr>
<tr>
<td>My coach/mentor</td>
<td>34/619 (5.5)</td>
<td>6/76 (7.9)</td>
<td>16/410 (3.9)</td>
<td>12/133 (9.0)</td>
</tr>
<tr>
<td>My twin sibling</td>
<td>19/619 (3.1)</td>
<td>2/76 (2.6)</td>
<td>11/410 (2.7)</td>
<td>6/133 (4.5)</td>
</tr>
<tr>
<td>Other</td>
<td>11/619 (1.8)</td>
<td>2/76 (2.6)</td>
<td>6/410 (1.5)</td>
<td>3/133 (2.2)</td>
</tr>
</tbody>
</table>

Discussion

Cross-comparison and Key Synthesis

This section addresses the research questions stated in the introduction through the cross-comparison of lenses.

Understanding Adolescents’ Perception of Own Versus Others’ Relationship With Technology

A side-by-side comparison of adolescents’ own relationship (lens 1) versus others’ relationship (lens 2) revealed some notable similarities in the way adolescents perceive their own versus others’ relationship with personal technology. The Venn diagram in Figure 2 shows an overview of the alignment and mismatch between adolescents’ perceptions of their own versus others’ relationship with personal technology. We found that adolescents perceive their own as well as others’ relationship with personal technology as “Essential,” “Distractive,” and “Addictive.” However, there were some key differences in how adolescents perceive their own versus others’ relationship with their personal technology. Adolescents associate “Provide an escape” more with their own relationship with technology. However, they attributed “It’s just a tool” and “Creates Barrier” more often to others’ relationship with personal technology. Moreover, adolescents did not associate “Hurtful,” “Overwhelming,” or “Emotional” with their own or others’ relationship with technology. Adolescents associated “Provide an escape” more with their own technology, whereas they associated “Creates barrier” and “It’s just a tool” more for describing others’ relationship with personal technology. This difference has not been highlighted in prior research.
We were able to produce these findings by applying a multi-lens approach. A deeper understanding of the factors underlying these findings is critical and may have direct implications on technology designed for adolescents.

**Understanding Adolescents' Perception of Their Current Relationship With Technology Versus Their Aspirations**

As mentioned earlier, adolescents selected “My personal assistant” the most when asked about their aspirations of a persona for their personal technology in question 3. We further cross-compared adolescents’ aspirations (lens 3) and perceptions of current relationship with technology (lens 1). One interesting association which surfaced was that the adolescents who chose the “My best friend” persona for their personal technology, selected “Provides an escape” as their top descriptor for their self-relationship with technology (27/148, 18.2% chose this option). Wishing for personal technology to be “My best friend” and seeing technology as something which “Provides an escape” shows critical associations that need further in-depth explorations.

In summary, our study indicates that adolescents see both commonalities and variations in their own and others’ relationship with technology. Their future aspirations for personal technology vary across age and gender. We will validate our preliminary findings in a follow-up study using a larger sample size.

**Conclusions**

This formative research explores adolescents’ perception of relationship with personal technology. Unlike prior studies, our novel 3-lens approach is not limited to characterizing only adolescents’ perception of technology as users. Instead, it further allows a comparison of adolescents’ perception of technology as users versus bystanders and from current versus aspirational perspectives. The 3-lens approach yielded findings that show both alignment and conflict in perception of self-use versus others’ use of personal technology. Our study also demonstrated variation in the perception of the youngest adolescents compared to the rest of the group as to how personal their relationship is with their personal technology.

Foundational understanding of adolescents’ relationship perception through our multi-lens approach also offers a guiding perspective to personal technology user-experience designers. This research will also empower health care professionals and youth counselors to understand aligned and conflicted perceptions and design appropriate intervention for addressing the negative implications of technology.

In the follow-up research, we will conduct a series of focus groups with adolescents of different ages. We will focus on understanding the rationale behind adolescents’ perception of the technology relationships and validate the findings from this study.
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Abstract

Background: About 1 in 3 adults aged 65 and older falls annually. Exercise interventions are effective in reducing the fall risk and fall rate among older adults. In 2020, startup company Age Bold Inc. disseminated the Bold Fall Prevention Program, aiming to reduce falls among older adults through a remotely delivered, digital exercise program.

Objective: We conducted a feasibility study to assess the delivery of the Bold Fall Prevention Program remotely and evaluate the program's impact on 2 primary outcomes—annualized fall rate and weekly minutes of physical activity (PA)—over 6 months of follow-up.

Methods: Older adults at high risk of falling were screened and recruited for the feasibility study via nationwide digital advertising strategies. Self-reported outcomes were collected via surveys administered at the time of enrollment and after 3 and 6 months. Responses were used to calculate changes in the annualized fall rate and minutes of PA per week.

Results: The remote delivery of a progressive digital fall prevention program and associated research study, including remote recruitment, enrollment, and data collection, was deemed feasible. Participants successfully engaged at home with on-demand video exercise classes, self-assessments, and online surveys. We enrolled 65 participants, of whom 48 (74%) were women, and the average participant age was 72.6 years. Of the 65 participants, 54 (83%) took at least 1 exercise class, 40 (62%) responded to at least 1 follow-up survey at either 3 or 6 months, 20 (31%) responded to both follow-up surveys, and 25 (39%) were lost to follow-up. Among all participants who completed at least 1 follow-up survey, weekly minutes of PA increased by 182% (ratio change=2.82, 95% CI 1.26-6.37, n=35) from baseline and annualized falls per year decreased by 46% (incidence rate ratio [IRR]=0.54, 95% CI 0.32-0.90, n=40). Among only 6-month survey responders (n=31, 48%), weekly minutes of PA increased by 206% (ratio change=3.06, 95% CI 1.43-6.55) from baseline to 6 months (n=30, 46%) and the annualized fall rate decreased by 28% (IRR=0.72, 95% CI 0.42-1.23) from baseline to 6 months.

Conclusions: The Bold Fall Prevention Program provides a feasible strategy to increase PA and reduce the burden of falls among older adults.

(JMIR Form Res 2021;5(12):e30558) doi:10.2196/30558
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Introduction

Every year, one-third of community-dwelling older adults (adults aged 65 and older) experience a fall [1]. Falls, defined as “unexpected event[s] in which the participant comes to rest on the ground, floor, or lower level,” are responsible for a wide range of negative health outcomes [2]. Annually, more than 3 million older Americans are treated in emergency departments for fall injuries, and over 800,000 are hospitalized, often because of a head injury or hip, spine, or wrist fracture [3]. Falls are the
leading cause of injury-related deaths among older adults, and the age-adjusted fall death rate (64 deaths per 100,000 older adults) increased by 30% from 2009 to 2018 [4]. Additionally, the psychological impact of falling can cause older adults and their caregivers significant fear about the risk of falling again. This fear of falling can have an accumulating effect whereby the fear of falling causes individuals to limit their everyday physical activities, which in turn makes them weaker and more susceptible to future falls. In fact, studies have shown that falling once doubles the chances of falling again [5].

These negative physical and psychological impacts of falling are accompanied by a staggering price tag for the American healthcare system. According to the Centers for Disease Control and Prevention (CDC), the direct medical costs for falls in 2015 alone totaled more than $50 billion, and 75% of those costs were shouldered by Medicare and Medicaid [6]. On average, the direct medical cost of hospitalization for a fall-related injury is $30,000 and increases with age [7]. As the number of older adults in the United States continues to grow, so too will the projected fall-related costs.

Many falls, however, can be prevented. One of the most effective ways to reduce fall risk is through targeted exercise that improves an individual’s strength, balance, and mobility [8]. Exercise-based programs, such as the Otago Exercise Program and Tai Ji Quan: Moving for Better Balance, have been shown to reduce falls by up to 35% and 55%, respectively [9,10]. Until recently, however, the vast majority of fall prevention programs were only offered in small, in-person classes hosted in local senior centers or gyms. Although this has been the standard dissemination method for decades, it comes with significant barriers to participation. Common barriers to in-person programs include a lack of programs in rural or underserved communities; limited or no access to transportation; scheduling conflicts; cost of getting to and using facilities; interpersonal barriers, such as finding other participants’ presence intimidating; and physical environmental barriers, such as bad weather, stairs, uneven ground, difficult parking, and more [11].

In the past decade, trends in the United States indicate substantial movement toward the use of digital health tools for older adults. Between 2013 and 2017, smartphone ownership by those aged 65 and older more than doubled from 18% to 42% [12]. Similarly, 67% of all US older adults report that they spend time online [12]. Leveraging technology to facilitate remote fall prevention exercise programs provides an exciting opportunity to make a meaningful impact in elder care by increasing access to training and resources and removing barriers that have limited the reach of previous efforts. To meet this growing need, Age Bold Inc. (Bold), a San Francisco–based digital health company, created the Bold Fall Prevention Program. Here, we describe the results and impacts of the program’s feasibility study launched in January 2020, including an evaluation of the two primary outcomes—annualized fall rates and minutes of physical activity (PA)—at 6-month follow-up.

Methods

Purpose and Objectives

The feasibility study for the Bold Fall Prevention Program was designed to demonstrate the ability to remotely deliver an innovative digital exercise program. We assessed the program’s ability to engage and retain participants and to remotely collect outcomes data. The study also examined the program’s impact on fall rates and measures of physical function in older adults over 6 months, with continued follow-up to 12 months. The research study was approved by the WIRB-Copernicus Group® (Puyallup, WA, USA) institutional review board (#520190289).

Intervention Approach

Bold’s Fall Prevention Program is a 12-week digital program of progressive exercise routines aimed at increasing strength, mobility, and balance to reduce the risk of falls. All exercise sessions (classes) were provided online and on demand. Every session was guided by Bold instructors, which included kinesiologists, personal trainers, and community Tai Chi instructors. The program included exercises common to evidence-based programs, such as Stay Active and Independent for Life (SAIL), FallProof, Matter of Balance, and Tai Ji Quan: Moving for Better Balance.

Bold’s classes were designed to progressively build physical strength, balance, and mobility and included static and dynamic movements that challenged a participant’s center of gravity (eg, tandem walking). The addition of weight-shifting and overreaching exercises progressively increased the challenge of these exercises throughout the duration of the program. The classes included a variety of exercises for activation of the anterior and posterior of the lower leg and foot muscles (eg, plantar and dorsiflexion), for hip activation (eg, squats, lunges, lateral leg lifts, knee lifts, and hip extensions), and for postural control (eg, chest stretches, chin tucks, and rows). Hamstring curls, hip extensions, hip flexion, and leg extensions were incorporated to build lower body strength, specifically in the quadriceps, glutes, and hamstrings. Side bends, knee to elbow, trunk rotations, and static abdominal holds were added to build upper and lower back strength. The program classes also included instruction of 8 Tai Chi forms in seated or standing positions (eg, parting wild horse’s mane, single whip, wave hands like clouds, repulse monkey, brush knee, grasp the peacock’s tail, and fair lady works shuttles). The majority of Bold programming combined elements from evidence-based fall prevention programs, and additional exercises were designed and taught by a kinesiologist with more than a decade of experience working with older adults.

Class durations ranged from 30 to 45 minutes per class, 3 times a week, for a minimum of 100 minutes of class instruction per week. This exercise dosage was based on findings from early pilot testing and is in conjunction with other validated fall prevention programs [13,14]. Participants were encouraged to take a Bold class at least 2 times per week, supplemented by other light PA, like walking, on most other days.

Based on the participants’ stated preferences and abilities, collected at baseline, they received a customized program that
began with either seated or standing exercises and progressed in difficulty over time. Ankle weights and a balance prop (a balance disc for participants beginning seated and a balance pad for participants beginning standing) were shipped to participants upon enrollment in the program. In the seated exercise progression, ankle weights were introduced for strength-focused sessions, a balance disc was used to build core strength and postural control in advanced seated balance exercises, and as the program progressed, participants gradually began incorporating standing exercises into their routines. In the standing progression, ankle weights were introduced for strength-focused sessions, and a foam balance pad was introduced for advanced standing balance exercises.

A typical class structure included a dynamic warm-up; a balance, strength, or combination balance-and-strength segment; and a cool-down (Multimedia Appendix 1). In each class, instructors provided safety guidelines and instructions for when to use props or modify various exercises. Participants were also encouraged to reach out to the instructors and research team at the end of each class with questions about using the props and to get further guidance, if so desired.

In addition to weekly exercise classes, participants received educational and motivational support, including weekly emails with resources to learn more about balance and fall prevention, individual motivational text messages, and phone calls. After the initial 12-week program was completed, participants progressed to a 9-month “maintenance” phase with access to additional exercise classes to maintain their progress.

Recruitment

Potential participants were identified and recruited through nationwide digital strategies and physical flyers placed in local communities in California. Prospective participants were directed to learn more about the study on the study website.

Eligible participants were 65 years old or older, had reliable computer or tablet access with broadband internet, and were able to consent and follow study instructions in English. In addition, they met 1 or more of the following criteria: (1) a history of 1 or more injurious fall(s) in the past 12 months, (2) a history of 2 or more non-injurious falls in the past 12 months, (3) reduced mobility indicated by a Timed Up & Go test score of ≥12 seconds (“mobility assessment”), (4) reduced balance indicated by an inability to hold positions 3 or 4 for ≥10 seconds on the 4-Stage Balance Test (“balance assessment”), or (5) reduced strength indicated by a score below average for age/gender on the 30-second Chair Stand Test (“strength assessment”).

The mobility, balance, and strength assessments were directly adapted from the CDC’s Stopping Elderly Accidents, Deaths, and Injuries functional assessments [15]. These assessments were adapted to the Bold platform through several rounds of user testing prior to the start of the study. During these sessions, older adult participants would conduct the self-assessment while a member of the research team observed. Feedback gathered from participants and the research team during these sessions informed how the self-assessments were presented on the digital platform and the guidance provided to study participants.

Delivered remotely via the Bold website during the eligibility screening, participants watched an instructional video in which a Bold instructor explained how to complete the self-assessment and demonstrated each step in the process. Participants were able to watch the video as often as they wanted before they began the assessment. For the strength and mobility self-assessments, participants were provided with a digital stopwatch that they could control, as needed. For the strength assessment, they were instructed to count the number of repetitions they could complete within the allotted time. For the mobility assessment, they could start and stop the stopwatch, as needed, and adjust their final time to accommodate any delays between completing the assessment and hitting the digital stopwatch.

Participants were excluded if they met any of the following criteria: (1) regular use of a mobility aid, such as a walker, wheelchair, or scooter; (2) any contraindication to light PA; (3) neurological impairments that impact gait (eg, Parkinson’s disease); (4) cognitive impairment above a level consistent with safety; (5) severely reduced measures of physical function (eg, unable to complete functional assessments); and (6) at the clinical discretion of investigators.

In total, 65 participants who met the eligibility requirements were enrolled in the study. Each participant received $10 for completion of the baseline survey, $10 for completion of the 3-month survey, and $20 for completion of the 6-month survey.

Data Collection and Statistical Analysis

Eligibility and outcome data were remotely collected via questionnaires on Bold’s website during the enrollment process. Follow-up surveys were administered via Typeform, an online survey tool that allows the remote delivery, collection, and tracking of study surveys to participants.

To evaluate the feasibility of the intervention, we focused on 3 areas: (1) the feasibility of remote enrollment of a population at high risk of falls, (2) the feasibility of remote data collection, and (3) the feasibility of digitally delivering a progressive fall prevention exercise program.

To assess the program’s impact on PA, participants were asked to think about the previous 7 days and report how many minutes of PA (including walking) they did each day. Responses were used to estimate the weekly minutes of PA at baseline, 3 months, 6 months, and a combined 3-and 6-month estimate (weighted by the person-years since the last survey). Weekly minutes of PA were logarithmically transformed to normalize the data and allow for statistical analysis. Unpaired and paired 2-tailed t tests were used to calculate mean group differences of the log-transformed minutes of PA. Exponentiating these differences provided estimates of the ratio change from baseline.

To evaluate the program’s impact on fall rates and weekly minutes of PA, enrolled participants completed surveys at the time of enrollment (baseline survey), 3 months after enrollment, and 6 months after enrollment. In each survey, participants were asked to report the total number of falls experienced, if any, since the last survey. At 3 and 6 months, the annualized fall rate was calculated as the total number of falls reported divided by 0.25 and 0.5 person-years, respectively [1,14,16].
participants who completed both surveys, the total number of falls at 6 months was inclusive of any falls previously reported in the 3-month survey. Changes in annualized falls rates were calculated as incidence rate ratios (IRRs) from baseline to 3 months, 6 months, and combined 3 and 6 months. All change estimates are reported with 95% CIs and 2-tailed P-values. Descriptive statistical methods, including mean, standard deviations, and frequencies, were also used to summarize study data. Statistical analyses were performed using R Studio software (Boston, MA, USA).

Results

Demographic Characteristics of Participants

The demographic characteristics of the study population are presented below (Table 1). The study population included 65 participants: 48 (74%) women and 17 (26%) men. Of these, 60 (92%) participants identified as White, and the mean age was 72.6 years. The highest education level attained was high school or equivalent for 7 (11%) participants, some college or associate degree for 16 (25%) participants, and college graduate or higher for 42 (65%) participants. In addition, 58 (89%) participants had Medicare or Medicare Advantage as their health insurance. Furthermore, 30 (46%) participants had at least 1 chronic condition and 12 (19%) had at least 5 prescribed medications. The majority (39/65, 60%) of participants had fallen at least 1 time in the previous 12 months, and on average, participants engaged in 151 minutes of PA per week, although almost half (30/65, 46%) of the participants reported engaging in less than 1 hour of PA per week.
Table 1. Baseline characteristics of study participants (N=65).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Number of participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>48 (74)</td>
</tr>
<tr>
<td>Male</td>
<td>17 (26)</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>25 (39)</td>
</tr>
<tr>
<td>70-74</td>
<td>22 (34)</td>
</tr>
<tr>
<td>75-79</td>
<td>8 (12)</td>
</tr>
<tr>
<td>80 and older</td>
<td>10 (15)</td>
</tr>
<tr>
<td><strong>Highest education level</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>16 (25)</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>42 (65)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>60 (93)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Asian (including South Asian and Asian Indian)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Prefer not to state</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Income in US $</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>9 (14)</td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>21 (32)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>18 (28)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>8 (12)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Prefer not to state</td>
<td>4 (6)</td>
</tr>
<tr>
<td><strong>Geographic region</strong></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>20 (30)</td>
</tr>
<tr>
<td>Midwest</td>
<td>14 (21)</td>
</tr>
<tr>
<td>Northeast</td>
<td>17 (26)</td>
</tr>
<tr>
<td>South</td>
<td>14 (22)</td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>40 (61)</td>
</tr>
<tr>
<td>Medicare Advantage Private Plan (Medicare Part C)</td>
<td>18 (28)</td>
</tr>
<tr>
<td>Employer-based insurance</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Veterans Affairs Health Care</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Chronic medical conditions</strong></td>
<td></td>
</tr>
<tr>
<td>Any chronic medical condition</td>
<td>30 (46)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Musculoskeletal condition</td>
<td>24 (37)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disorder (COPD)/other lung disease</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Depression</td>
<td>7 (11)</td>
</tr>
</tbody>
</table>
Number of participants, n (%) | Characteristics
--- | ---
12 (19) | Other
15 (23) | None
38 (59) | 1-4
12 (18) | ≥5
39 (60) | Yes
26 (40) | No
29 (45) | <60
9 (14) | 61-120
9 (14) | 121-180
4 (6) | 181-240
4 (6) | 241-300
1 (1) | 201-360
7 (11) | >360

^aMultiple responses were possible.
^bPA: physical activity.

Feasibility

In all, 143 high-fall-risk older adults were recruited between January and February 2020. Tracking showed that 100% of the eventually enrolled participants were found via digital ads on Facebook. Of the 143 older adults recruited, 65 (45.5%) completed enrollment. Most of this drop-off can be attributed to individuals who began the enrollment process because they were curious, but ceased involvement after learning about the time commitment required for participation. The process of remote enrollment via online surveys and self-assessments was successful in identifying and engaging high-fall-risk older adults in the study. Participants did not report any issues with completing the surveys or administering the self-assessments.

Of the 65 enrolled participants, 54 (83%) took at least 1 class during the study period, 30 (46%) took at least 10 classes, and 14 (22) took at least 35 classes. The average number of classes taken was 18 (SD 21, median 7, 25th percentile=1, 75th percentile=33). In addition, 29 (45%) and 31 (48%) participants completed the 3- and 6-month surveys, respectively, indicating that the remote data collection process was only moderately successful in achieving high levels of survey completion. Operationally, automated data collection, tracking, and alert notifications were beneficial to the research team and greatly diminished the need for a large research staff. However, during the collection of the 3-month follow-up survey, the research team noticed that most participants required between 1 and 3 phone calls to prompt them to complete their survey, suggesting that establishing a connection with a member of the research team was an integral part of the data collection process. Accordingly, it was determined that although the process of remote data collection provides distinct benefits for a research team working with a geographically distributed population, this modality requires additional support to mitigate substantial losses to follow-up. These findings indicate that it is feasible for older adults to adhere to a digital exercise program; however, they would likely benefit from supplemental outreach to encourage consistent class-taking and engagement behavior.

From the perspective of both the participants and the research team, the digital delivery of a progressive fall prevention exercise program was feasible. Participants were able to engage in the program and follow along week by week, even during the COVID-19 pandemic. Many participants reported the program as their sole form of exercise due to the many of the pandemic-related restrictions put in place, and stated that they wished to continue exercising at home even after the restrictions were lifted. This suggests that the digital exercise program addresses a previously unmet need in the community and its delivery was sufficient to engage those community members. For the research team, in addition to strong relationships with the engineering team, which allowed for quick troubleshooting of technical issues, traditional methods, such as calling and emailing participants, to check in and establish connections were crucial. Doing so allowed the research team to answer participant questions quickly, anticipate future challenges, and proactively respond to aspects of the program experience that may be confusing. Overall, the remote delivery of the program was sufficient to establish a basis for the further development and expansion of the digital fall prevention exercise program.

Physical Activity

The change in weekly minutes of physical activity for all participants is shown in Table 2. Paired comparisons showed that weekly minutes of PA were 3.06 times higher (95% CI
1.43-6.55) at 6 months than at baseline (n=30, 46%; Table 3). At 3 months (n=18, 28%), weekly minutes of PA were 1.49 times higher (95% CI 0.60-3.72) than at baseline (Table 3). The combined estimate of all participants who submitted at least 1 follow-up survey with completed PA data (n=35, 54%) showed that weekly minutes of PA were 2.82 times higher (95% CI 1.26-6.37) than at baseline (n=35, 54%), a 182% increase (Table 3).

Table 2. Change in weekly minutes of physical activity for all participants (N=65).

<table>
<thead>
<tr>
<th>Time of survey, n (%)</th>
<th>Mean PAa in minutes</th>
<th>Mean log PA in minutes</th>
<th>Log SD</th>
<th>Difference from baseline in log minutes, n (95% CI)</th>
<th>Ratio change in minutes, n (95% CI)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline, 63 (97)</td>
<td>151</td>
<td>1.86</td>
<td>0.61</td>
<td>Reference group</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>3 months, 18 (28)</td>
<td>251</td>
<td>2.24</td>
<td>0.58</td>
<td>0.38 (0.055-0.69)</td>
<td>2.37 (1.14-4.90)</td>
<td>.02</td>
</tr>
<tr>
<td>6 months, 30 (46)</td>
<td>456</td>
<td>2.38</td>
<td>0.65</td>
<td>0.52 (0.23-0.80)</td>
<td>3.31 (1.71-6.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Combined responders, 35 (54)</td>
<td>396</td>
<td>2.34</td>
<td>0.78</td>
<td>0.48 (0.17-0.78)</td>
<td>3.02 (1.49-6.07)</td>
<td>.003</td>
</tr>
</tbody>
</table>

aPA: physical activity.
bP value from t test.
cNot applicable.

Table 3. Subcohort analysis: baseline weekly minutes of physical activity by survey response group (N=65).

<table>
<thead>
<tr>
<th>Time of survey, n (%)</th>
<th>Mean PAa in minutes</th>
<th>Mean log PA in minutes</th>
<th>Log SD</th>
<th>Difference from baseline in log minutes, n (95% CI)</th>
<th>Ratio change in minutes, n (95% CI)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline: 3-month responders, 18 (28)</td>
<td>192</td>
<td>2.06</td>
<td>0.57</td>
<td>0.17 (-0.22 to 0.57)c</td>
<td>1.49 (0.60-3.72)c</td>
<td>.37</td>
</tr>
<tr>
<td>Baseline: 6-month responders, 30 (46)</td>
<td>175</td>
<td>1.89</td>
<td>0.67</td>
<td>0.49 (0.16-0.82)d</td>
<td>3.06 (1.43-6.55)d</td>
<td>.01</td>
</tr>
<tr>
<td>Baseline: combined responders, 35 (54)</td>
<td>162</td>
<td>1.89</td>
<td>0.63</td>
<td>0.45 (0.10-0.80)e</td>
<td>2.82 (1.26-6.37)e</td>
<td>.01</td>
</tr>
</tbody>
</table>

aPA: physical activity.
bP value from t test.
cCalculated as 3 months vs baseline: 3-month responders.
dCalculated as 6 months vs baseline: 6-month responders.
eCalculated as combined responders vs baseline: combined responders.

Falls

Of the 65 enrolled participants, 40 (62%) responded to at least 1 follow-up survey at either 3 or 6 months, 20 (31%) responded to both follow-up surveys, and 25 (39%) were lost to any follow-up. The change in the annualized fall rate for all participants is shown in Table 4. Among 6-month survey responders (n=31, 48%), the annualized fall rate decreased by 28% (IRR=0.72, 95% CI 0.42-1.23) from baseline to 6 months (Table 5). Among 3-month survey responders (n=29, 45%), the annualized fall rate per person decreased by 83% (IRR=0.17, 95% CI 0.05-0.55) from baseline to 3 months (Table 5). The combined estimate of all participants who completed at least 1 follow-up survey (n=40, 62%) showed a 46% reduction in the annualized fall rate (IRR=0.54, 95% CI 0.32-0.90) from baseline (Table 5).

Table 4. Change in annualized fall rate for all participants (N=65).

<table>
<thead>
<tr>
<th>Time of survey, n (%)</th>
<th>Fall rate (falls per person-year), n</th>
<th>SD</th>
<th>IRRa (95% CI)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline, 65 (100)</td>
<td>1.42</td>
<td>1.98</td>
<td>Reference group</td>
<td>_c</td>
</tr>
<tr>
<td>3 months, 29 (45)</td>
<td>0.41</td>
<td>1.64</td>
<td>0.29 (0.09-0.92)</td>
<td>.03</td>
</tr>
<tr>
<td>6 months, 31 (48)</td>
<td>1.16</td>
<td>3.09</td>
<td>0.82 (0.50-1.36)</td>
<td>.44</td>
</tr>
<tr>
<td>Combined responders, 40 (62)</td>
<td>1.01</td>
<td>1.17</td>
<td>0.72 (0.43-1.19)</td>
<td>.19</td>
</tr>
</tbody>
</table>

aIRR: incidence rate ratio.
bP value from the IRR.
cNot applicable.
Table 5. Subcohort analysis: baseline fall rate by survey response group (N=65).

<table>
<thead>
<tr>
<th>Time of survey, n (%)</th>
<th>Fall rate (falls per person-year), n</th>
<th>SD</th>
<th>IRRa (95% CI)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline: 3-month responders, 29 (45)</td>
<td>2.38</td>
<td>2.53</td>
<td>0.17 (0.05-0.55)c</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline: 6-month responders, 31 (48)</td>
<td>1.61</td>
<td>2.16</td>
<td>0.72 (0.42-1.23)d</td>
<td>.23</td>
</tr>
<tr>
<td>Baseline: combined responders, 40 (62)</td>
<td>1.88</td>
<td>2.32</td>
<td>0.54 (0.32-0.90)e</td>
<td>.02</td>
</tr>
</tbody>
</table>

aIRR: incidence rate ratio.
bP value from the IRR.
cCalculated as 3 months vs baseline: 3-month responders.
dCalculated as 6 months vs baseline: 6-month responders.
eCalculated as combined responders vs baseline: combined responders.

The change in the annualized fall rate correlated with the number of Bold classes taken among the 6-month survey responders. Participants who took fewer than 10 classes (n=9, 29%) reported an increase in the annualized fall rate from 1.78 annualized falls per person at baseline to 2.67 at 6 months, while those who took 10-35 classes (n=9, 29%) showed a decreased fall rate from 1.44 at baseline to 0.22 at 6 months, and those who took more than 35 classes (n=13, 42%) also showed a decrease from 1.62 at baseline to 0.77 at 6 months (Figure 1).

Figure 1. Change in the annualized fall rate per person between baseline and 6 months, stratified by class-taking behavior, for 31 of 65 participants (48%) who completed their 6-month survey.

Discussion

Principal Findings

The feasibility study findings indicate that it is possible to digitally disseminate this exercise-based fall prevention intervention and remotely study its impact on outcomes. At present, the majority of fall prevention programs occur in-person at local community centers, hospitals, or gyms, so the potential to deliver customized, digital-first programming could significantly increase the accessibility of such programs to people who cannot use the in-person offerings. It is also significant to the continued development of future studies of this intervention and provides useful guidance for future study design. From an effectiveness perspective, the study suggests that the Bold Fall Prevention Program has a positive impact on fall- and PA-related outcomes that endures even after the initial 3-month intervention window, with a notable 206% increase in PA from baseline to 6 months. The remote implementation and evaluation of a digital fall prevention program among older adults has the potential for significant health and cost impact among the rapidly growing older adult population in the United States.
Comparison With Prior Work

Compared with in-person interventions, the Bold program reduced barriers to participant engagement by eliminating transportation challenges, allowing for self-scheduling of classes, customizing class content to match individuals’ needs, and removing the need to have a local program facilitator or fitness center. An entirely digital program has the added benefits of scalability and lower distribution costs compared with traditional fall prevention programs.

Notably, the feasibility study was initiated just before the COVID-19 pandemic emerged in early 2020. Hence, participants likely were impacted by the countrywide trends of increased time spent at home, decreased PA, and increased feelings of isolation and stress, particularly for older adults who are most at risk for developing severe COVID-19 symptoms [17]. At the same time, COVID-19 provided a unique opportunity to disseminate and evaluate a digital health tool. The reliance on and growth of the remote delivery of health care and exercise will likely persist in the post-pandemic world [18].

Among participants who responded to at least 1 follow-up survey (n=40, 62%), the statistically significant 46% reduction in the annualized fall rate (IRR=0.54) is slightly greater than that reported by the US Preventive Services Task Force (USPSTF) synthesis. The USPSTF data synthesis indicated that multifactorial PA interventions based on initial fall risk assessments are, on average, associated with a 21% reduction in the fall rate (IRR=0.79, 95% CI 0.68-0.91) [19]. Additionally, the observed 46% reduction in the fall rate during follow-up is comparable to the fall reductions reported by the Otago Exercise Program (reduced falls by 35%) and Tai Ji Quan: Moving for Better Balance (reduced falls by 55%), which are 2 of the most widely disseminated fall prevention programs in the United States [9,10].

Limitations

There were several limitations of the feasibility study, including the number of participants lost to follow-up and the resultant small sample size, reliance on self-reported measures for falls and PA, inconsistent survey response rates, and the lack of a control population, instead relying on before-after assessment of outcomes. It is hypothesized that the high loss to follow-up seen in the follow-up surveys was the result of a mix of contributing factors, including (1) user experience of difficulty when participants were directed to a website external to the Bold web application for the completion of their follow-up surveys, (2) a loss of the sense of personal connection and contribution to science as a result of the fully remote and digital nature of the study and study setting, and (3) the natural attrition that occurs in a study population over time. This is particularly informative as a lack of engagement and loss to follow-up are a particular concern for remote studies. Although the data presented in this paper are preliminary and best suited to be used as an early foundation for more formal investigations, the findings about the role that interpersonal connection, even over the phone or via email, can play in mitigating this loss to follow-up are important and should be strongly considered when planning future studies of this intervention.

The feasibility study was designed to demonstrate the ability to remotely deliver an innovative digital exercise program and provide preliminary evidence about the effectiveness of that program while also not obstructing the fast-paced and iterative nature of a startup. As such, Bold decided to conduct this feasibility study rather than immediately launching a resource-intensive and expensive randomized controlled trial. Although the research pursued is still valuable and unique within the for-profit digital health landscape, the findings are subject to more bias, confounding, and other systematic errors than would those of a randomized controlled trial.

The study did not define a clear minimum number of Bold classes that participants needed to complete to be included in the analysis. It is thought that 29 classes constitute a “full dose” of programming based on the number of minutes of strength, balance, and mobility training delivered per week, as well as the total number of targeted training sessions someone would typically receive after 29 classes (~18 hours). Although this is in line with other programs, such as SAIL and Matter of Balance, further research and investigation into this threshold is warranted. Additionally, we considered that enrolling into the program demonstrated an intention to reduce one’s risk of falling and thus is an important early indicator of a subsequent reduction in falls. Accordingly, further investigation is warranted into the effect of class-taking behavior on the effectiveness of the intervention. These limitations notwithstanding, this feasibility study is valuable for assessing the basic feasibility and practicality of the intervention as well as for identifying areas for product improvements and modifications.

Future Directions

Bold has used these study findings and participants’ feedback to improve its current, publicly available product. Based on this feasibility study, we plan to conduct a clinical trial that rigorously assesses the impact of the program on fall rates, physical function, and health care costs in a Medicare Advantage population. Bold as a company is growing and widening its aperture to expand its video and nonvideo content to support more lasting behavior change and provide a more comprehensive toolkit to reduce older adults’ likelihood of falling and improve their healthspan.

Conclusion

Falls pose a significant public health threat for the increasing older adult population. Multifactorial and exercise-based fall prevention programs can reduce the risk of falls, yet the current landscape of fall prevention programs largely consists of fragmented, in-person, resource-intensive programs. The movement toward digital health tools, accelerated by the COVID-19 pandemic, highlights the timeliness and potential value of a digital exercise program designed specifically for older adults [12,15]. The Bold Fall Prevention Program leverages technology to provide an individually tailored program of online and on-demand exercise classes aimed at preventing falls. Preliminary results from this feasibility study suggest that the Bold Fall Prevention Program, with its potential for expanding access, could be a useful tool in reducing falls and increasing PA in older adults.
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Abstract

Background: Traditionally, promotion of colorectal cancer (CRC) screening among Black men was delivered by community health workers, patient navigators, and decision aids (printed text or video media) at clinics and in the community setting. A novel approach to increase CRC screening of Black men includes developing and utilizing a patient-centered, tailored message delivered via virtual human technology in the privacy of one’s home.

Objective: The objective of this study was to incorporate the perceptions of Black men in the development of a virtual clinician (VC) designed to deliver precision messages promoting the fecal immunochemical test (FIT) kit for CRC screening among Black men in a future clinical trial.

Methods: Focus groups of Black men were recruited to understand their perceptions of a Black male VC. Specifically, these men identified source characteristics that would enhance the credibility of the VC. The modality, agency, interactivity, and navigability (MAIN) model, which examines how interface features affect the user’s psychology through four affordances (modality, agency, interactivity, and navigability), was used to assess the presumed credibility of the VC and likability of the app from the focus group transcripts. Each affordance triggers heuristic cues that stimulate a positive or a negative perception of trustworthiness, believability, and understandability, thereby increasing source credibility.

Results: In total, 25 Black men were recruited from the community and contributed to the development of 3 iterations of a Black male VC over an 18-month time span. Feedback from the men enhanced the visual appearance of the VC, including its movement, clothing, facial expressions, and environmental surroundings. Heuristics, including social presence, novelty, and authority, were all recognized by the final version of the VC, and creditability was established. The VC was named Agent Leveraging...
Empathy for eXams (ALEX) and referred to as “brother-doctor,” and participants stated “wanting to interact with ALEX over their regular doctor.”

**Conclusions:** Involving Black men in the development of a digital health care intervention is critical. This population is burdened by cancer health disparities, and incorporating their perceptions in telehealth interventions will create awareness of the need to develop targeted messages for Black men.

*(JMIR Form Res 2021;5(12):e28709) doi:10.2196/28709*
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**Introduction**

**Background**

In the United States, colorectal cancer (CRC) is the second-leading cause of cancer-related death among both men and women. Despite improvements in incidence and mortality rates nationally, Black men bear a disproportionate burden of disease compared to the national average [1-3]. CRC incidence rates for non-Hispanic Black men in the United States are 58.3 per 100,000 compared to 46.9 per 100,000 among all men, with mortality rates of 25.9 per 100,000 compared to 17.7 per 100,000 among all men with CRC [2]. Multiple factors contribute to these inequities among Black men, including poorer access to preventive screening, aversion to colonoscopy, and limited knowledge of alternative screening modalities [4,5]. These inequities result in Black men reporting one of the lowest screening completion rates. To reduce CRC disparities among Black men, there remains a critical need to develop scalable CRC-screening promotion interventions that are tailored to meet the informational, cultural, and decision-making needs specific to Black men [6-10].

Home stool screening, through the fecal immunochemical test (FIT) kit, has been demonstrated as an effective alternative to colonoscopy [11-14]. FIT is a non-invasive stool test that requires no preparation, can be done in the comfort of the patient’s home, and is inexpensive. Previous patient outreach studies have shown that when given a choice to screen [2] for CRC, screening rates are greater for FIT compared to colonoscopy among Black patients (43% vs 26.6%) [12].

**Digital Health Interventions and Virtual Clinicians**

Digital health interventions, including telehealth, are provisions of health and prevention resources to patients irrespective of their geographic location. The long-term benefits of telehealth indicate reductions in avoidable health care service utilization and related costs [14-17]. Short-term benefits include the ability to disseminate and personalize health information to patients in real time [14-16]. Telehealth interventions can effectively promote CRC screening but have been underutilized in the promotion of FIT screening. This study aimed to combine telehealth with FIT to overcome historical barriers associated with accessing CRC-screening resources among Black men.

The evolution of telehealth interventions now encompasses highly customized interactions with virtual clinicians (VCs). The VC featured in this study is entitled “Meet ALEX.” Agent Leveraging Empathy for eXams (ALEX) is an online virtual app using a visual representation of a health care provider that educates patients about the importance of CRC screening, identifies CRC-screening barriers, and provides a detailed description of the FIT kit. ALEX is interactive and replicates an in-person interaction using a combination of verbal and nonverbal behaviors. ALEX incorporates theory-driven conversational segments that include personalized risk information and barrier reduction strategies. Critically, ALEX can be tailored to reflect the demographic background (eg, race and gender) of the patient [18]. A growing body of literature has revealed demographic concordance between a health care provider and a racial/ethnic minority patient can increase adherence to recommended preventive testing and improve health outcomes [13,14]. Therefore, coupling a demographically concordant ALEX with FIT navigation offers promise to reduce CRC disparities among Black men. This method is only strengthened by incorporating Black men in the process of developing ALEX.

**MAIN Model Framework**

A rigorous user-centered design (UCD) process was conducted to incorporate feedback from Black men to ensure ALEX was perceived as credible [19]. To provide a framework to interpret this data, we adopted the modality, agency, interactivity, and navigability (MAIN) model. The MAIN model offers an organizational framework to understand how a technology’s affordances (ie, its capabilities) affect a user’s perceptions of an interface [20]. The four broad categories of technological affordances are modality, agency, interactivity, and navigability. These affordances cue cognitive heuristics that lead to positive or negative credibility judgments after interacting with the technology [20-22].

In the MAIN model, each affordance is external to the content but affects the users’ perception of the media’s quality and credibility. The MAIN model has been applied to internet search engines, social media, video games, and virtual reality interfaces [23-25]. What is not always highlighted when the model is applied are the cues. Cues give way to some type of interaction between the designers and receivers in computer-mediated communications [26]. Cues are also known as effectors on users’ interactions and perceptions [20,24,26-28]. In this study, we apply the MAIN model to ALEX, an online app that can be assessed by any device that can connect to the internet.
Objectives
The purpose of this study was to (1) conduct a three-phase UCD process with Black men to develop and iteratively improve ALEX and (2) utilize the MAIN model to better understand heuristic cues identified by the Black male participants that lead to positive credibility judgments of ALEX before clinical dissemination.

Methods

Study Design
Black men participated across a three-phase UCD process, which included (1) needs investigation, (2) prototype development, and (3) evaluation [29,30]. A detailed overview of the UCD process has been published previously, which incorporated transdisciplinary expertise across communication science, computer science, a community advisory board, and a clinical team to develop the ALEX app [19].

Participant Recruitment
Black men from the ages of 50 to 73 years were recruited between January 2017 and November 2018 using a purposive sampling strategy [20]. To be eligible for the study, participants had to be active patients in the university health care system; this inclusion criterion was established, given that the ALEX character would be used in a subsequent clinical trial involving a similar population to promote use of FIT. Eligible participants were identified via university-affiliated community engagement organizations and local senior centers from rural counties of North Florida. Participants were recruited by study staff through phone, email, and in-person methods [19].

Focus groups were conducted in person across various locations throughout the community. Each moderated focus group lasted between 60 and 90 minutes. To ensure rapport with the participants, the moderator was also a Black male. Institutional review board approval was granted for this study, and the participants provided informed consent prior to being audio-recorded. At the beginning of each interview, participants were provided information about the overall aim of the study and how the study team would incorporate participant feedback to help develop the Black male VC in the ALEX app. Each participant received a $40 gift card as compensation for their time and effort.

Data Collection
Feedback was collected across 8 focus groups to iteratively and systematically develop the Black male VC. Instead of recording the script and developing the interactive VC animation for the first set of focus groups, we obtained initial feedback on the still images of the VC and then applied a script and engaged in character development. The UCD ensured the involvement and perceptions of the Black men throughout the entire process, systematically tailoring the VC based on their feedback. Each focus group discussion began with identifying the participants’ familiarity, understanding, and knowledge of cancer, cancer screening, and virtual human technology. Participants in the first and second interviews viewed still images of the VC. Participants in the third, fourth, and fifth focus groups viewed iteration 1 of the VC prototype. Participants in the sixth and seventh focus groups viewed iteration 2 of the prototype, and participants in the eighth focus group provided feedback on the third and final iterations of the VC used in the ALEX app.

Data Analysis
Audio recordings were transcribed verbatim and reviewed for accuracy. Transcripts were uploaded into NVivo (version 12.0; QSR International) to allow for electronic coding of the data. The data were analyzed using thematic analysis. Two coders (authors MV and DW) established an initial codebook with guidance from a senior author and expert in qualitative research (author JK). The codebook included a priori codes derived from the credibility literature and domains of inquiry from the interview guide. The full codebook is published in a previous publication [31].

Coding Procedures for the MAIN Model
Codes reflected theoretically informed components of credibility and guided a deductive coding approach for the presence of affordances, cues, and heuristics from the MAIN model, as seen in Figure 1. These cues prompted multiple heuristics such as social presence, authority, interaction, responsiveness, choice, control, and scaffolding, leading to an overall quality experience triggering enhanced credibility. The qualities associated with enhanced or positive credibility include uniqueness, trustworthiness, expertise, appearance, understandability, believability, clarity, importance, relevance, and representativeness. As shown in Figure 1, cues and heuristics were organized according to the affordance where modality examined how the content was conveyed through media (visual, text, audio, etc). Agency identified the source, that is, who or what was providing the content through the media interface (VC, text). Interactivity affordances identified cues that were associated with being in the presence of the digital media interface (the actions of clicking). Navigability examined the digital media interface’s ability to guide the user through the content (dialog boxes, links, etc).
Figure 1. MAIN model affordance with the cues, heuristics, and qualities that lead to a positive credibility judgment for ALEX, the virtual health care assistant. MAIN: modality, agency, interactivity, and navigability; ALEX: Agent Leveraging Empathy for eXams.

<table>
<thead>
<tr>
<th>Affordance</th>
<th>Cues</th>
<th>Heuristic</th>
<th>Qualities</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modality</td>
<td>Text</td>
<td>Novelty:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Audio</td>
<td>Uniqueness of the technology and underlying content presented.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiple modalities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Visual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agency</td>
<td>Appearance</td>
<td>Authority: Perception that source is an expert on the subject matter.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Voice</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social presence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Authority/doctor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expertise</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trustworthiness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anthropomorphism</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clothing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Friendliness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Likeability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction</td>
<td>Customization/ personalized</td>
<td>Interaction: Users are able to specify their needs and preference.</td>
<td>Expertise</td>
<td>Positive credibility judgment</td>
</tr>
<tr>
<td></td>
<td>Responsiveness</td>
<td></td>
<td>Believability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Choice</td>
<td></td>
<td>Clarity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td></td>
<td>Importance</td>
<td></td>
</tr>
<tr>
<td>Navigability</td>
<td>Ease of use</td>
<td></td>
<td>Relevance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td></td>
<td>Appearance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Transitions</td>
<td></td>
<td>Representativeness</td>
<td></td>
</tr>
</tbody>
</table>

During a line-by-line reading of the transcripts, emergent codes were added to the codebook through an inductive coding process. All codes were operationalized and assigned provisional definitions with exemplary quotes [31]. A formal coding framework was then established and used to determine interrater reliability (IRR). Two coders independently coded the transcript. An acceptable IRR was established by a $\kappa$ coefficient above 0.8. The IRR was calculated using NVivo’s coding comparison query. Initially, 16 coding discrepancies were documented and sent to a third reviewer (JK) for feedback. After 3 rounds of coding, low $\kappa$ scores (below 0.5) were determined to be due to unitization issues rather than disagreement on coding [27]. To address this, transcripts were segmented by both coders by isolating text in the transcript using box frames to create a unit. Each unit was coded in its entirety to ensure the coders would capture the same information from beginning to end. In the fourth and final round of coding, $\kappa$ was above 0.8 for all codes, and the rest of the transcripts were coded.

Results

Major Findings

Qualitative focus groups (included 7 focus groups and 1 individual interview) were conducted with a total of 25 Black men. The 1 individual interview occurred because 2 of the invited participants rescheduled on the day of the focus group. Therefore, he was the only participant during his focus group [19,29,32]. Demographic information of the men recruited can be found in Table 1. In summary, Black men were between the ages of 50 and 73 years (median age 61 [6.12]), with income ranging from less than $10,000 to over $100,000 annually. Their education levels ranged from eighth grade level to postsecondary and professional degrees.
Table 1. Demographic information about the focus groups of Black male participants (N=25).

<table>
<thead>
<tr>
<th>Demographics of focus groups of Black male participants (2017-2018)</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Separated</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Single</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>4 (16)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Grades 1-8</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Some high school</td>
<td>2 (8)</td>
</tr>
<tr>
<td>High school graduate or General Educational Development (GED) certificate</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Technical, trade, or vocational school</td>
<td>0</td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>5 (20)</td>
</tr>
<tr>
<td>College graduate (BS, BA, or other 4-year degree)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Postgraduate training or professional school</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>4 (16)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Part-time</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Retired</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Volunteer</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Unable to work due to disability</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>3 (12)</td>
</tr>
<tr>
<td><strong>Income level</strong></td>
<td></td>
</tr>
<tr>
<td>Less than $10,000</td>
<td>7 (28)</td>
</tr>
<tr>
<td>$10,000-$19,000</td>
<td>5 (20)</td>
</tr>
<tr>
<td>$20,000-$34,999</td>
<td>6 (24)</td>
</tr>
<tr>
<td>$35,000-$49,999</td>
<td>1 (4)</td>
</tr>
<tr>
<td>$50,000-$74,999</td>
<td>0</td>
</tr>
<tr>
<td>75,000-$99,999</td>
<td>1 (4)</td>
</tr>
<tr>
<td>$100,000 or more</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Preferred not to answer</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>2 (8)</td>
</tr>
</tbody>
</table>

Four of the focus groups were exclusively Black men, with three focus groups including a combination of Black and White men (Table 2). Feedback from the Black men was extracted and analyzed from the combination groups, as also shown in Table 2. For the developmental iterations of ALEX, the results are presented according to the affordances associated with the MAIN model: modality, agency, interaction, and navigability.
Table 2. Summary of focus groups and the number of Black men who participated.

<table>
<thead>
<tr>
<th>Black men only or combined Black and White men</th>
<th>Number of men (N=37), n (%)</th>
<th>Number of Black men (N=25), n (%)</th>
<th>Participant # of Black men</th>
<th>VCa version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black men only (group 1)</td>
<td>5 (14)</td>
<td>5 (20)</td>
<td>104-108</td>
<td>Still images</td>
</tr>
<tr>
<td>Black men only (interview)</td>
<td>1 (3)</td>
<td>1 (4)</td>
<td>109</td>
<td>Still images</td>
</tr>
<tr>
<td>Black men only (group 3)</td>
<td>4 (11)</td>
<td>4 (16)</td>
<td>14-17</td>
<td>Version 1</td>
</tr>
<tr>
<td>Black men only (group 4)</td>
<td>2 (5)</td>
<td>2 (8)</td>
<td>18, 19</td>
<td>Version 1</td>
</tr>
<tr>
<td>Combined (group 5)</td>
<td>4 (11)</td>
<td>1 (4)</td>
<td>73</td>
<td>Version 1</td>
</tr>
<tr>
<td>Combined (group 6)</td>
<td>6 (16)</td>
<td>4 (16)</td>
<td>119-122</td>
<td>Version 2</td>
</tr>
<tr>
<td>Combined (group 7)</td>
<td>7 (19)</td>
<td>1 (4)</td>
<td>126</td>
<td>Version 2</td>
</tr>
<tr>
<td>Combined (group 8)</td>
<td>8 (22)</td>
<td>7 (28)</td>
<td>147-152, 154</td>
<td>Version 3</td>
</tr>
</tbody>
</table>

VA: virtual clinician.

Iteration 1: Still Images of ALEX

Modality

Two focus groups viewed near and far printed images of the Black male VC, as shown in Figure 2. While participants reviewed the still images, moderators played voice clips and explained the plan to deliver the VC through multiple modalities (audio, visual, and text). Participants expressed strong support for the multimodal approach to intervention development. For example, one participant stated,

So, for people who can’t read, that would be perfect. [P107]

Figure 2. Near and far still images of the first iteration of the Black male ALEX character. A: the near iteration and B: the far iteration. ALEX: Agent Leveraging Empathy for eXams.

Agency

Participants discussed agency in relation to how ALEX would function as a source of health information. Overall, participants expressed that obtaining health information from a VC was a new concept. These participants envisioned ALEX functioning like other trusted virtual apps, such as Google Maps or Siri, in which the VC would act like the Global Positioning System (GPS) for their CRC-screening journey. One participant noted,

I like that virtual human as long as they [are] just like maybe the GPS. They’re gonna make sure you’re right…And so that virtual human could be good if he’s gonna make sure you stay on the path. [P105]

For some, if they learned they were at high risk for CRC and needed to change modifiable behaviors to reduce their risk, as a result of information conveyed by ALEX, they would still seek a second opinion from their provider. One participant said,

I wouldn’t accept it just because it was an app. You know, if the doctor told me that, if I knew my doctor and my nurse, and he told me that, you know, I’m feeling like he could probably sympathize, kind of urge me. [P105]

Interaction

Predicting the interaction with the app gave the men a sense of pride, knowing that it could be a resource that would help
facilitate a conversation with their doctors. One participant noted,

*I could interact with it where I can be comfortable and go backward and forward and determine the severity of my situation, whereas to encourage me to go get medical assistance...do preventative maintenance.* [P106]

This cued the social presence–enhancing heuristic of the app, where the participants began to take ownership of it as a possible support system, as stated by one participant:

*I’ll try it out. I mean, if me and that app—I'd be at the hospital real fast and the thing about that app, for me, familiarized me with some of details how to explain to the doctor what I think is the symptoms that I'm coming in contact with.* [P104]

Participants discussed other cues associated with the interaction with ALEX, including perceptions of the customization or personalization of the VC. One participant said,

*It asks me for a certain thing, and I give it to them. Then it shows me my risk factors. Now, if it shows me something that I would determine to be—I would take—I...I—no questions about it. I'd go to the doctor to make doggone sure it is—you know, either to curtail it or to prevent it. It doesn’t matter.* [P106]

**Navigability**

The means of accessing ALEX and navigating through the interface was important and played a role in increasing trust and credibility. Knowing that ALEX was designed, developed, and would be delivered from their health care system was important, as stated by one participant:

*All my information is through email. Now, I would have to make sure—like you were saying, you got to make sure where it's coming from. Now, I'll see something that's associated with Shand's because that's where my doctors are at, and I click on it.* [P108]

**Iteration 2: First Video of ALEX**

In iteration 2, 3 focus groups engaged with ALEX on a Samsung smartphone. In this iteration, participants viewed a computer software program that created an initial rendering of the VC, as shown in Figure 3. The VC could speak to participants, and the app contained subtitles corresponding to the speech.

**Modality**

Overall, the multimodalities were useful to participants. One participant said,

*I liked that it was really, uh, it gave you all the information, it was on a personal level. So, man, woman, no matter who you are, you can listen to and watch the app. And that it has also, the, the words on the bottom. So, if you don’t understand what the app is saying, you can also read it. That was really helpful.* [P16]
of verbal and nonverbal cues, including the character’s physical appearance. Specifically, ALEX’s appearance was not “human-like” enough, with one participant commenting,

*It looked like a mummy…that threw me off…it was futuristic.* [P73]

Others described the VC as “cartoonish” and even “scary,” all of which diminished perceived credibility. In addition to comments about the physical appearance of the VC, other comments critiqued how the VC’s clothing should look like a doctor’s, with one participant commenting,

*They should have [to] wear a white coat or something like that.* [P15]

The credibility of ALEX decreased as social presence was not established due to the disconnect of how unnatural the integration of his verbal and nonverbal gestures was perceived. One participant summarized perceptions of agency across multiple cues by saying,

*Um, the eyes were a little narrow and just got distracted because they were so tiny. And then the language, the mouth, and his words were out of sync, too. So, if the mouth could be bigger and then in sync, it got distracting after a while, so I just decided to listen instead of looking at it. And maybe it’s just from working in a hospital, but I wanted the doctor to be in a white coat. And you know, you guys probably went one way or another, but for me, I thought it just would have felt more natural.* [P17]

**Interaction and Navigability**

There was a lot of discussion concerning the VC’s appearance; yet, the Black male participants expressed “ease of use” when interacting and navigating the ALEX app, leading to interaction, responsiveness, and scaffolding heuristics. The focus groups that observed this iteration of the VC provided minimal feedback on interactivity but did discuss cues that reflected the responsive nature of the VC. One participant commented,

*It was a lot of content, anticipated most of my questions…Yeah, I had a positive reaction to it.* [P17]

Participant perceptions surrounding the navigability of the intervention were coded in terms of ease of use, and in transitions where participants engaged with the VC through a mobile phone, participants found the app to be user friendly. According to one participant,

*Um, I thought it was a good app. Interesting, a good app um, seems to be pretty user friendly.* [P18]

However, another stated,

*I thought it was pretty good information, it’s pretty easy to use as you progress through it and use the tabs.* [P19]

**Iteration 3: Second Video of ALEX**

Feedback from the previous focus groups that examined iteration 2 of ALEX led to a re-evaluation and development of the overall agent. This redevelopment of ALEX transpired over 9 months. The VC was further modified by a 3D artist to improve the appearance and match the health care providers’ clothing. Nonverbal animations were recorded by recruiting gender-matched actors using the Vicon motion capture system. The virtual character’s voice was recorded by professional voice talents who were race- and gender-matched with the virtual character. To make the environment like a real health care provider’s office, we used a background image of a real clinical room. Changes were made to the Black male VC’s eye shape and color, mouth, figure, hair, and posture, and more realistic movements were added to improve anthropomorphism. He was given props, such as a lab coat, name tag, and stethoscope, to convey an authoritative level of medical expertise, as shown in Figure 4. Facial expressions and hand gestures were added to the VC so that he could emotionally connect with the user.

![Figure 4. The third iteration of ALEX. ALEX: Agent Leveraging Empathy for eXams.](https://formative.jmir.org/2021/12/e28709)
Modality and Agency
During the third iteration, although participants were largely positive about the inclusion of multiple modalities, concerns about a lack of coordination between modalities arose that could undermine the credibility of the app. In particular, participants were distracted by the fact that the audio and visual components (i.e., lip synching) were mismatched. Participants made comments illustrating this idea, such as,

I stopped watchin’ it and just started reading. [P 124]
You can’t listen and watch his mouth. [P121]
Once I looked at it, that this thing was not human, it just made me turn off, although I listen at what it was sayin’. See, I couldn’t see his body movements and the rhythm of his body…Is that thing computer generated? Because that’s not a real person. I think it oughta have a real person do it. [P119]

The negative feedback about the technology and the need to improve the quality of the interaction led to the moderator raising a question concerning adding a real doctor to the app to increase credibility and acceptability. This suggestion was well received by the participants:

I think that would be great. [P119]

Interaction and Navigability
The focus groups that observed the third irritation of ALEX provided minimal feedback on the interaction and navigability outside of not wanting to look at the VC. They expressed that navigation through the app was “simple” [P126].

Iteration 4: Third Video of ALEX
The final focus group viewed the fourth iteration, which was the third and final version of the ALEX app, as shown in Figure 5, and the alterations were well received. Recommendations and comments from the previous focus groups concerning ALEX’s movement and facial expressions were incorporated to increase the humanistic behavior of the VC. As the script was read by the hired voice actors, their facial expressions were recorded and the computer science team of the project applied the movements to ALEX, focusing on eye contact and mouth movements. The spatial usage of the patient room was also enhanced with a picture on the wall, as recommended by a participant, and an upgraded computational setup, and a patient bed was added for a more realistic experience, as shown in Figure 5. Near and far recordings were aligned with different parts of the script to assist with an enhanced interaction. In addition, a video of an African American male physician introducing ALEX, virtual human technology, and the purpose of the intervention was added to the app to address previous concerns and comments addressing not using a person to deliver the intervention. This enabled changes in the script that allowed enabled ALEX to focus on CRC instead of having to explain the concept of a virtual human.

Figure 5. The final Iteration of ALEX. ALEX: Agent Leveraging Empathy for eXams.
Modality
The feedback on the multiple modalities was positive, and the participants expressed satisfaction with being able to listen, watch, and read the material. One participant stated,

_I like it because some people can’t read fast enough and get it that way. They can watch a visual and soak it up better or watchin’ the video. I thought it was great._ [P154]

Another participant stated that they preferred listening to the VC:

_By me listening and listening and—I learn a lot about colon cancer, things that I didn’t know._ [P148]

Agency
By the fourth iteration, the VC had undergone substantial revision. Revision focused on improving the VC to invoke heuristics that included trustworthiness (through appearance and voice), expertise (clothing and visual field), and social presence (movement). Social presence, through natural movement, of the VC improved when verbal and nonverbal gestures were paired together. This was further strengthened when participants finally acknowledged gender and racial matching of the VC. The men’s acceptance of ALEX reflected both outgroup (ie, a health care provider who was an authority) and in-group (social group membership through the same race and gender) characteristics, as expressed by one participant stating,

_NOW, me and the virtual guy, we partners…I wasn’t interested until I saw virtual man._ [P152]

Other participants reflected this group membership combined with greater social presence by saying,

_I thought he was pretty cool, since he was a brother…I mean, he gave some informative information, especially about the FIT. It was like watchin’ a little cartoon like—Fat Albert-type situation, except he’s talkin’ more directly to a person or whatever._ [P150]

Interaction
Credibility, likeability, identity, and social presence were all reached by the fourth iteration of the VC. Feedback concerning ALEX and interacting with ALEX was expressed as “natural,” where the VC was life-like, as stated here:

_I thought he was a real guy for a second._ [P154]

_He did a lotta hand gestures, though, that’s why it’s so natural._ [P150]

The men described the interaction as straightforward and as a conversation where ALEX “don’t beat around the bush neither” [P149] and “Tell it like it is” [P148]. The VC was seen as an expert and authoritative figure with a medical background:

_I could talk to him better than I can a live doctor._ [P151]

Navigability
There were no comments from participants regarding the navigability of the app.

Content and Intended Behavior Outcomes from the ALEX App
One of the interesting outcomes from all focus groups was the attitude change toward screening after engaging with ALEX and learning more about CRC and the FIT kit. The content itself was novel to the men, and participants were interested in learning more, talking to their doctors, and sharing the ALEX app with others. One participant who viewed iteration 3 commented,

_I’m gonna recommend that website. I’m gonna show you what I learned._ [P109]

It was important for the men to get the message about CRC screening out to those who could benefit:

_Everybody needs that message. We’re talkin’ about it today cause it’s important. You know what I mean? I don’t want nobody to go without hearin’ the message. I would wanna share it…It’s stuff you might not get from your doctor._ [P126]

Specifically, the VC app was seen as supplemental information that may not be obtained otherwise.

The novelty of the app was engaging and helped men see the benefits of CRC screening:

_Like I said, about the FIT, I didn’t know, okay? I’m gonna get it done. I wanna get it done…In a heartbeat._ [P154]

The demonstration of how to use the FIT kit was well received and informed one of the participants who had the kit at home but did not know how to use it:

_In the application, when you put the thing across the seat—cause I didn’t know that. That’s why I haven’t really been botherin’ with the thing. But now, I might try and it put across the seat…If I find out, from the stool, that I need to go and get the camera up in my bottom, then that’s okay—I needed to know cause I got the test at home, but I just didn’t know how to do it._ [P152]

For other men, this information was viewed as novel:

_I didn’t know about the FIT. Most men are embarrassed about goin’, gettin’ colonoscopies done._ [P154]

In addition, it provided a new way of looking at CRC screening:

_This video, this app will open people eyes. It opened mine._ [P148]

Discussion
Principal Findings
In this study, Black men informed the development of a Black male VC, ALEX, that provided education on CRC, at-home screening recommendations, and risk factors. Participants
influenced the visual, audio, and textual content of this app, ensuring it would be attractive and informative for future men who would interact with this app as part of a clinical trial.

The MAIN model was applied to this study to assess the credibility of ALEX. Feedback from the participants was categorized according to the four affordances.

One unique aspect of this study was the overlapping heuristic cues identified. Traditionally specific heuristic cues were associated with specific affordances [20,21,27,28]. Some heuristics such as social presence and identity were found to be associated or cued by both agency and interaction affordances in different mediums [20,21,27,28]. In this study, multiple cues triggered overlapping heuristics that led to overall enhanced user perception and credibility judgement with the VC and usage of the FIT kit. The converging cues triggered multiple heuristics associated with multiple affordances. The heuristics then led to positive qualities, including expertise, understandability, believability, clarity, importance, relevance, appearance, and representative, which were all referred to by the focus group participants at one time or another throughout this study. For instance, the multiple modalities associated with the modality affordance triggered the being there, realism, and novelty heuristics and also triggered social presence and identity when the men called ALEX their “brother-man” or would rather interact with ALEX instead of their doctor. They perceived him as a member of their inner circle because multiple modalities were provided. They could visually see ALEX and watch his movements, eye contact, and mannerisms. They could also hear the audio and his words, diction, and tone. This increased the credibility of the ALEX app.

Through their interaction with the app, the anthropomorphism of ALEX improved the most throughout the focus groups. The realism and authority heuristics were cued from the final corrections needed to establish anthropomorphism. ALEX’s movement was one of the largest distractions for the focus group members. Once the movement of the VC perfectly aligned with the audio, the men were able to focus more on the content of the app, as shown in the results.

Since the goal of this app is to encourage the user to make a positive decision regarding their health and screening for CRC, a novel affordance emerged, the content itself. The content examined the characteristics associated with conveying the right message. The men spoke of accuracy of the content related to having gone through FIT previously. The importance and understandability of the content motivated the men, and they wanted to share the app or obtain more information from their doctors. All possible cues (understandability, clarity, accuracy) for the content are examples of converging cues, where they lead to authority, helper, own-ness, and novelty heuristics associated with other affordances.

ALEX was seen both as an authority or a helper by the men, where it could serve as a resource at the doctor’s office. Others saw it as an intelligent entity and would rather engage with the app instead of a doctor. The own-ness heuristic, defined as the ability to adapt the content to the perceived interest of the users, enabled the men to make recommendations for the content and identify things that were confusing to them. We were then able to address those concerns and personalize and tailor the information for the intended users as part of the clinical trial.

The FIT kit as an option for CRC screening was highly novel to most of the focus group participants. Multiple studies have explored the methods of promoting screening via at-home fecal testing within underserved populations [6,7,33-36]. A systematic review published in 2018 identified 27 unique CRC-screening interventions using FIT or the fecal occult blood test with low-income and rural populations in different settings [36]. The authors identified the most effective studies focused on increasing community access to fecal testing, increasing or providing delivery of testing kits, developing tailored decision aids promoting screening, or interacting with patient navigators, clinicians, or community members to increase understanding of fecal testing [36]. The ALEX app captures all of those efforts in one setting.

ALEX serves as a virtual patient navigator that was designed by the targeted population, promotes screening, and provides delivery of the testing kit. Overall, the novelty and coolness of the ALEX app promoting FIT kits was well received and led to increased interest in screening, which is the goal of the app. The Black men in our study were not only interested in the FIT kit after interacting with ALEX but also wanted to share the app. This interface was liked and found trustworthy by the Black male focus group participants.

**Conclusion**

In this study, the feedback from Black men helped enhance the design of the ALEX app. Future implications of the ALEX app include involvement as part of a clinical trial to deliver tailored messages promoting FIT uptake. This study entailed a great deal of reflexivity on the part of the research team. The current social climate has made direct conversations around race challenging, which is one reason we think this work is so important. The research team is racially and ethnically diverse, and we engaged in weekly conversations about both the conduct of the research study as well as the larger context. We also drew on the experience and wisdom of a racially and ethnically diverse community advisory board. We have built this relationship over the past 4 years, which enabled us to have direct and meaningful conversations about the methods as well as the results.

As digital health care interventions continue to advance, involving specific populations in the design and development of these technologies is critical. Targeted interventions, such as the one in this study, can lay the groundwork for engaging Black men in science. Long term, it can increase participation in health care interventions by promoting trust, inclusion, and responsiveness.
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Abstract

Background: Treating substance use disorders (SUDs) during adolescence can prevent adult addiction and improve youth outcomes. However, it can be challenging to keep adolescents with SUDs engaged in ongoing services, thus limiting potential benefits. Developmentally appropriate tools are needed to improve treatment engagement during and between sessions for youth with SUDs and mental health disorders. Mobile health apps may augment or replace psychotherapy components; however, few have been developed specifically for youth with SUDs following user-guided design principles, which may limit their appropriateness and utility. Formative research on acceptability to intended end users is needed before the efficacy of such tools can be examined.

Objective: This study involves user-centered, iterative development and initial user testing of a web-based app for adolescents with SUDs and mental health concerns.

Methods: Adolescents aged 14 to 17 years with past-year involvement in outpatient psychotherapy and behavioral health clinicians with adolescent SUD treatment caseloads were recruited. Across 2 assessment phases, 40 participants (alpha: 10 youths and 10 clinicians; beta: 10 youths and 10 clinicians) viewed an app demonstration and completed semistructured interviews and questionnaires about app content and functionality.

Results: Participants expressed positive impressions of the app and its potential utility in augmenting outpatient therapy for youth with SUDs and mental health concerns. Noted strengths included valuable educational content, useful embedded resources, and a variety of activities. Adolescents and clinicians favored the app over conventional (paper-and-pencil) modalities, citing convenience and familiarity. The app was found to be user-friendly and likely to improve treatment engagement. Adolescents suggested the inclusion of privacy settings, and clinicians recommended more detailed instructions and simplified language.

Conclusions: The novel app developed here appears to be a promising, acceptable, and highly scalable resource to support adolescents with SUDs and mental health concerns. Future studies should test the efficacy of such apps in enhancing adolescent behavioral health treatment engagement and outcomes.
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Conclusions: The novel app developed here appears to be a promising, acceptable, and highly scalable resource to support adolescents with SUDs and mental health concerns. Future studies should test the efficacy of such apps in enhancing adolescent behavioral health treatment engagement and outcomes.
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Introduction

Background

Co-occurring substance use and mental health disorders are common in adolescence. Approximately 916,000 (3.7%) adolescents aged 12 to 17 years in the United States meet the criteria for ≥1 substance use disorder (SUD) [1]. Approximately 38% of 12th graders experimented with illicit drug use within the past year, whereas 47% reported using illicit drugs at least once during their lifetime [2]. Compared with adults, adolescents with SUDs are more likely to have a co-occurring mental health disorder [3], with 60% to 75% of adolescents exhibiting SUD meeting criteria for ≥1 disruptive behavior disorders, mood disorders, anxiety disorders, traumatic stress disorders, or other psychiatric disorders [1,4,5].

Despite the high rates of behavioral health disorders among youth, few receive appropriate health treatment services. In 2018, only 1 in 10 youths with SUDs received behavioral health treatment [6]. Individuals with co-occurring disorders typically experience greater symptom severity, require greater service use throughout treatment, and demonstrate poorer treatment outcomes compared with youth with single disorders [7,8]. Although treatment interventions for adolescents with SUDs show promising long-term outcomes, approximately 40% of adolescents discontinue prematurely before completing their treatments [9]. Collectively, these trends point to a need for better strategies for improving youth engagement in treatment services.

An additional barrier to care is that few intervention resources have been developed that specifically address improving care for youth with comorbid disorders [10]. Moreover, clinical service systems are often disjointed and address substance use and mental health separately [11]. Treatments meant to address co-occurring disorders often incorporate well-established, evidence-based principles often rooted in a cognitive behavioral therapy (CBT) framework. Such treatments emphasize the importance of identifying specific goals, understanding the antecedents and consequences of substance use, teaching new coping skills (eg, substance refusal, emotion regulation and relaxation, communication skills, and cognitive restructuring), progress monitoring, and practicing strategies in and between sessions [12-14]. Increasing patient involvement in homework exercises may be especially valuable, as more consistent homework completion in CBT is associated with greater skill mastery and more improvements in key clinical domains [14-16].

These components can be challenging to implement in conventional treatment contexts. For instance, youth often struggle to complete homework tasks as recommended in CBT [15,17]. Moreover, many clinicians lack confidence in treating co-occurring disorders, which can reduce fidelity to best practice models [18]. Thus, there is a need for scalable, sustainable resources that are not only engaging for youth but also helpful for providers in delivering evidence-based interventions to this population in line with best practice guidelines and principles.

Mobile health (mHealth) solutions that leverage remote functionality of smartphones and other devices are an increasingly feasible strategy for improving behavioral health treatments for adolescents [19], especially given the very high smartphone ownership and accessibility among youth, with 95% of teenagers reporting access to smartphone devices in 2019 [20]. There is also evidence that adolescents are open to using smartphone-delivered tools to support recovery and relapse prevention as part of SUD treatment [21]. Such tools, whether delivered via mobile apps or SMS text messaging, have shown promise in improving treatment adherence and engagement while also expanding access to care [22-24]. mHealth solutions can directly address the key treatment components of CBT. For instance, regarding homework, apps may send automated calendar reminders, present individualized guidance and educational content, and offer real-time feedback to users about their responses or behavior in ways that complement clinician-delivered content [19,25]. Although a growing number of mobile apps have emerged for mental and physical health, few are specifically designed to address the needs and preferences of adolescents with SUDs and co-occurring disorders [23,26].

When developing mHealth apps, the current best practice is to follow a user-centered, iterative design process to optimize usability and effectiveness for intended end users [27-29]. In this framework, both users and experts test the app and provide feedback on its relevance and functionality, which allows the tool to be tailored to the user’s needs while still adhering to theoretically or empirically supported principles [28]. This approach can provide valuable insight into which features are most important to users, such as personalization, autonomy, simplicity, and informativeness [30]. This process often involves a mixed methods approach to assessment, whereby users interact with the app or view a demonstration and are then given opportunities to share their reactions about the design, features, and functions of the app via standardized survey instruments and interviews.

As the goal of mHealth interventions is to allow users to change their behavior, both in terms of SUD and mental health–related behaviors but also with respect to using the app and adhering to treatment recommendations, the app development and evaluation process may also be guided by prominent behavior change theories. One such framework is an extension of the theory of reasoned action called the technology acceptance model (TAM), which posits that acceptance and attitude toward technology are directly influenced by perceived usefulness (PU) and perceived ease of use (PEOU) in achieving the intended goal (eg, delivering key treatment components such as homework activities or symptom monitoring) [31]. Such formative work to determine the acceptability and appropriateness of an app is critical before later tests of efficacy and effectiveness in improving clinical outcomes.

Objective

The purpose of this study is to develop and perform initial usability pilot-testing of a mobile app designed to augment outpatient behavioral health treatment for adolescents with SUDs and co-occurring mental health concerns. Interactive
content was rooted in evidence-based treatment principles, designed to appeal to youth, and evaluated following an iterative, user-centered design strategy in which both adolescents with SUDs and clinicians who treat youth with SUDs were involved to maximize relevance to treatment stakeholders.

**Methods**

**Recruitment**

Participants were recruited for two phases of this formative acceptability study: alpha testing (10 adolescents and 10 clinicians) and beta testing (10 youths and 10 clinicians). This sample size was initially selected to help ensure the collection of diverse reactions to the app from the intended end user groups at different points in the app development process. Participants viewed an app demonstration and completed semistructured interviews and questionnaires about app content and functionality.

Adolescent participants aged 14 to 17 years (alpha: mean 15.3, SD 1.0 years, 6/10, 60% girls and 3/10, 30% boys; beta: mean 15.9, SD 1.0 years, 8/10, 80% girls and 2/10, 20% boys) had current or past-year involvement in outpatient psychotherapy for ≥1 SUDs per self- and caregiver-report at the time of eligibility phone screening. Car, relax, alone, forget, friends, and trouble substance use screeners were also administered during phone screening to verify likely SUD status (all participants scored ≥1, consistent with published cutoff recommendations) [32-34]. Comprehensive diagnostic evaluations were outside the scope of this study and were not performed.

Clinician participants were eligible if they had an active adolescent SUD treatment caseload (range: alpha, 20%-100% of caseload; beta, 10%-100% of caseload) and had worked with ≥3 adolescents with co-occurring SUDs and mental health conditions in the past 5 years. Clinician participants (all female; age—alpha: mean 43.3, SD 7.5 years; beta: mean 37.8, SD 12.1 years) reported varied credentials (licensed clinical social worker: 6/20, 30%; licensed social worker: 4/20, 20%; licensed medical health counselor: 3/20, 15%; PhD: 2/20, 10%; PsyD: 2/20, 10%; other: 3/20, 15%) and years of experience (mean 11.6, SD 7.5 years). Both adolescents and clinicians were recruited from community and mental health and SUD treatment facilities, academic health system clinical research registries, community advertisements, and word of mouth. The procedures were approved by the university institutional review board. All participants completed consent and assent procedures during the enrollment process.

**mHealth App: Bright Path**

The novel, web-based mHealth app developed here was designed to present educational content and interactive games and activities that address common factors associated with substance use and mental health disorders in youth. The content is arranged into several sections (coping skills, substance use, mental health, family communication, and healthy decision-making), which are accessible from a menu screen. Within each section, users are presented with a menu of activities to choose from. For instance, within the substance use content area, users can access activities where they can perform tasks such as identifying their personal cues and triggers for substance use, completing substance use assessments (screening tools and self-report of recent substance use), practicing safe decisions in high-risk hypothetical scenarios, or learning about the effects of different types of substances. Within the coping section, activities address cognitive behavioral skills such as challenging automatic thoughts, selecting and scheduling prosocial activities, and learning about connections between thoughts, feelings, and behaviors. Throughout the app, each activity begins with basic instructions to help users know how to interact with the content. Several activities also include feedback slides that provide additional information about correct and incorrect answers or provide encouragement for continued progress. The app also includes an all about me section where users can enter basic information about themselves and customize certain features such as their name and picture. Activities are presented in various formats. Some are presented as surveys, some as web-based card decks (ie, question on one side and answer on the other side), and some as web-based choose your own adventure style scenarios. Figure 1 presents screenshots from the app depicting the general look and feel as well as the organization of the app.
Figure 1. Screenshots from the Bright Path app. (A) Home screen with progress monitoring dashboard; (B) main menu of content topics; (C) first page of substance use–related activities menu; (D) sample of multiselect items included in an interactive coping exercise; (E) menu of scenario activities where users are instructed to read vignettes and make choices that advance the story; each choice either increases or decreases risk for substance use or negative health outcomes; (F) sample instruction screen from a scenario practice activity; (G) sample screen from a scenario practice activity with illustration and text accompanied by response choices. Feedback is presented to users based on their selections, and the story advances.

Measures

Qualitative Interview

In both the alpha and beta phases of the study, the mobile app e-tools were demonstrated in person on smartphones or through videoconferencing software. A semistructured interview was conducted using the think-aloud technique, a technique that has been routinely and successfully implemented in the usability evaluations of other web-based interventions [35,36]. Participants’ responses as they were guided through the app were audio recorded for transcription and analysis following the visit. Participants reviewed 1 of 2 subsets of approximately 8 interactive components within the app. Each subset component was selected on an alternating basis whereby half the participants viewed the first subset, and the other half viewed the second subset. An average of 5 to 10 minutes was dedicated to reviewing each component.

Quantitative Rating Instruments

Assessment and refinement of the mobile app were guided by the TAM, an extension of the theory of reasoned action. The two key factors emphasized by the TAM are (1) PU, which is the degree to which tools will accomplish the goal of enhancing treatment, and (2) PEOU, which encompasses the ease of navigation, technical problems, and reactions to the overall look and feel of the interface. PU and PEOU are theorized to predict actual system use through the measurement of attitudes toward use and behavioral intentions to use. Additional items assessed perceived ease of learning and overall satisfaction. A 46-item questionnaire administered to both youth and clinicians also assessed respondents’ perceived self-efficacy when using mobile devices as well as concerns related to the use of technology in treatment (eg, privacy and social acceptability). Subscales measuring PU (13 items; sample item: Using this app in treatment would help my patients accomplish tasks and goals more quickly), PEOU (14 items; sample item: I would find it easy to get this app to do what I want it to do), perceived ease of learning (4 items; sample item: It would be easy for me to become skillful using this app), and satisfaction (14 items; sample item: Using the app is a good idea) were calculated. These measures demonstrated internal consistency (PU, providers $\alpha=0.89$, youth $\alpha=0.83$; PEOU, providers $\alpha=0.88$, youth $\alpha=0.92$; perceived ease of learning, providers $\alpha=0.87$, youth $\alpha=0.81$; and satisfaction, 14 items, providers $\alpha=0.86$, youth $\alpha=0.87$).
**Name and Logo Design**

During the alpha phase of the study, youth and providers were presented with an array of 16 potential logos and app names generated through a series of brainstorming sessions within the clinical research team and in partnership with experts in graphic design. Participants were directed to select and rank their top 5 preferred logo options. The most highly rated name (Bright Path) and logo across the youth and clinician participants were then selected and used throughout the beta phase of the study. The logo is depicted in Figure 1.

**Statistical Analysis**

Qualitative data obtained during the interviews were transcribed and summarized. A total of 2 independent reviewers analyzed and interpreted the transcriptions, identifying and coding for common themes across participants and extracting illustrative quotes for each theme. Participant feedback that was collected during alpha testing guided refinements for beta testing to improve PU and PEOU. Mann–Whitney $U$ tests were performed to test the hypothesis that PU and PEOU scores at beta testing were higher than PU and PEOU at alpha testing (i.e., later version hypothesized to be more useful and easier to use than the earlier version). Similar analyses were performed comparing the alpha and beta testing groups on perceived ease of learning and satisfaction.

**Results**

**Overview**

Qualitative data from individual interviews with youth and providers were reviewed, and content was organized into four main themes: app content, user experience, app use in combination with outpatient therapy, and suggested app modifications. Specific examples quoted from participant interviews are presented in Table 1 to illustrate each of these categories as well as subordinate themes, which are summarized here.
Table 1. Common themes and illustrative quotations from formative interviews with youths and providers during alpha and beta testing demonstration sessions.

<table>
<thead>
<tr>
<th>Domain and common themes</th>
<th>Participation interview quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App content</strong></td>
<td></td>
</tr>
<tr>
<td>Valuable information for teens</td>
<td>&quot;Having a structured activity rather than just asking a teen what they think their triggers are would be really helpful because sometimes if teens are just asked, they won’t know but with the examples, they can begin to recognize things.&quot; [Alpha provider]</td>
</tr>
<tr>
<td></td>
<td>&quot;It’s good that it teaches real facts. Most therapists, the first things they will say about them is that you should not do them, but the app actually leads you to understand why. Most of the time, a therapist will tell you that this is a very bad drug, but the app actually gives you straight facts about the drug and the effects and why it is bad rather than just saying drugs are bad and don’t do it. This educates you.&quot; [Beta teen]</td>
</tr>
<tr>
<td>Useful embedded resources</td>
<td>&quot;I felt like the menu was pretty straightforward and liked that there was a resource section, that way if a kid is having a bad day, they can easily find someone to reach out to.&quot; [Beta provider]</td>
</tr>
<tr>
<td>Variety of activities</td>
<td>&quot;I think it’s good to have a variety of activities as there are different times when different ones are more suitable.&quot; [Beta teen]</td>
</tr>
<tr>
<td>Familiarity</td>
<td>&quot;It helps since teens are already comfortable with smart phones, it is something familiar whereas treatment may feel less familiar. Teens work better on their phones.&quot; [Beta provider]</td>
</tr>
<tr>
<td>Encourages openness and honesty</td>
<td>&quot;It is useful for learning more personally... it will make them feel more comfortable answering truthfully and will be easier to answer in an app than in person, especially if you were anti-social or nervous.&quot; [Beta teen]</td>
</tr>
<tr>
<td></td>
<td>&quot;App could serve as a bridge in circumstances where the teen is thinking it, but just struggling to put it into words or to say out loud. The app might also help teen feel like there is less judgment or would help them answer more honestly, particularly in circumstances where there is a parent in the room.&quot; [Beta provider]</td>
</tr>
<tr>
<td>User-friendly</td>
<td>&quot;I think it’s extremely easy to navigate, very easy. Everything is laid out, there’s a list of activities, I knew immediately what to do.&quot; [Beta teen]</td>
</tr>
<tr>
<td></td>
<td>&quot;I like that it breaks things down so you can select what is most fitting to the circumstance (cravings, resources), that makes it quicker. It’s easy to navigate through.&quot; [Beta provider]</td>
</tr>
<tr>
<td>Privacy or restricted access</td>
<td>&quot;My only concern is parents accessing things that are private. A log in would help or facial recognition. Would want therapist to have access, but parents in general should not because you go to therapy because you can’t talk to your parents about things.&quot; [Beta teen]</td>
</tr>
<tr>
<td></td>
<td>&quot;An option of a password would be a really cool feature for someone who is just trying to get help in secrecy.&quot; [Alpha teen]</td>
</tr>
<tr>
<td><strong>App use in combination with outpatient therapy</strong></td>
<td></td>
</tr>
<tr>
<td>Improving treatment engagement</td>
<td>&quot;I would like to use this in session. It would be good to start conversations with my therapist.&quot; [Alpha teen]</td>
</tr>
<tr>
<td>Activities outside of therapy sessions</td>
<td>&quot;I think it would make a good sort of homework pre-test type thing.&quot; [Alpha provider]</td>
</tr>
<tr>
<td></td>
<td>&quot;I think it would be great to give homework to clients.&quot; [Alpha provider]</td>
</tr>
<tr>
<td><strong>App modifications</strong></td>
<td></td>
</tr>
<tr>
<td>More detailed instructions or feedback</td>
<td>&quot;I’m so used to having my assignments with clear directions. I would like to see that here. I still don’t get what to do.&quot; [Alpha provider]</td>
</tr>
<tr>
<td></td>
<td>&quot;I like that it gives immediate feedback and that it gives further information about the correct answer.&quot; [Beta provider]</td>
</tr>
<tr>
<td>Simplified language</td>
<td>&quot;I don’t talk to my kid patients like this, cognitive distortions, etc. I would probably make this more at a high school reading level, like the words.&quot; [Alpha provider]</td>
</tr>
</tbody>
</table>

**App Content**

Providers and teens favored the use of a variety of activities and resources to provide education on topics related to substance use and mental health. Both youth and providers reported that app content was informative, developmentally appropriate, and relevant to adolescents. They found the information to be helpful regarding educating youth on various issues they could encounter and considered the app content as a healthy method for learning and coping. Many providers speculated that youth would find the information more credible than information presented by parents, other authority figures, or the internet. In addition, providers appreciated that content expanded beyond mental health and substance use by including content and activities that addressed family communication and healthy relationships.
Most participants perceived the embedded resources as useful and relevant to the purpose of the app. Providers and teens stated that having in-app access to nationally available resources is valuable for teens to locate immediate services or additional information. In addition, several participants expressed enthusiasm for the app’s inclusion of several different types of interactive modules to present information, which they perceived to be more engaging for youth than standard approaches to education in clinical settings (eg, pamphlets and explanations). Participants reported particular excitement about activities such as the What Would You Do? scenarios and image maps where users can click on different areas of the screen to reveal educational text or images. Several providers commented that youth might be attracted to game-like features, such as the interactive modules included in the current app.

User Experience

Providers and youth participants noted their preference for using technology-based tools over paper documentation because of familiarity, user-friendliness, and security of apps. Several teens also recommended that app content be available to youth for self-directed use so that they could choose which activities to complete or view regardless of what may be assigned in a therapy session. A common theme across all participants was the preference for using apps instead of paper documentation to complete questionnaires and assigned activities. The participants cited convenience and accessibility of mobile apps as reasons for preferring apps. In addition, participants valued receiving immediate results and feedback following the completion of the activities.

Participants noted that youths’ familiarity with smartphones contributed to their willingness to use and interact with the app. The digital or app-based versions of certain activities were familiar and viewed as reasonable alternatives to standard care for both youth and providers. For instance, youth participants noted how the flash card–style activities mirrored physical cards a therapist may use with the added benefit of always being available, including outside of session.

Many youth participants reported that they would feel more comfortable disclosing personal information on the app than in therapy sessions. Several providers proposed that using an app in addition to verbal discussions in a session could encourage adolescent patients to be more open and candid in sharing information about their thoughts, feelings, and behaviors. Participants emphasized the importance of app privacy and suggested that there be well-defined limits on what user information is released to providers or parents. Several participants noted that using a password log-in would make teenagers feel more comfortable disclosing personal information.

Finally, the provider and teenager participants indicated that they found the app to be user-friendly and easy to navigate. Some specific app features identified as especially helpful in this regard were the search bar for navigation, embedded resources, and extensive feedback for user responses throughout the app. Many participants indicated that these features were necessary if the goal is to have youth use the app regularly.

App Use in Combination With Outpatient Therapy

Both youth and provider participants endorsed the practicality and appropriateness of using the app in combination with outpatient treatment. They discussed ways to incorporate the app into therapy sessions (eg, to guide in-session discussions and for in-session activities) and outside of therapy as homework activities.

Several providers indicated that the app would help encourage youth patients to identify and clarify their feelings, which may prompt more productive conversations in therapy sessions and improve the youth–provider therapeutic alliance. Most youths shared this viewpoint and commented that they would feel more comfortable entering their mood or feelings into the app to collect their thoughts before discussing with their providers in therapy sessions. In addition, both youths and providers noted that the app would provide a consistent mechanism for completing treatment-related tasks in and out of sessions in a user-friendly format.

Youths and providers indicated that the app could be used for assignments to complete outside of the clinic to reinforce or assess what they learned during therapy sessions. Many youths stated they would use the app several times per week to review content and explore new activities, even if they were not assigned any homework tasks by their providers.

App Modifications

Participants in the alpha testing phase provided suggestions for modifications to the app. Some of these recommendations were incorporated into the beta version of the app when feasible within the scope of this project. Modifications included improving the overall quality of the content and optimizing the user experience within the app. Participants in the beta testing phase also offered suggestions on improving the future version of the app.

Participants recommended using more extensive instructions and feedback for activities and generally streamlining the app functionality. Before beta testing began, detailed instruction and feedback pages were added to the activities. These additions proved to be effective as beta participants commented on easy navigation, clear instructions, and comprehensive feedback screens. Providers also preferred the simplified language in the app, allowing activities to be more approachable for youths.

The simplified text incorporated more definitions throughout the app with the goal of reducing confusion and promoting understanding of key concepts.

Following demonstrations during alpha and beta testing, youths and providers reported on PU, ease of use, ease of learning, and overall satisfaction. Table 2 summarizes the scores from each cohort at each phase of the study, along with comparisons from alpha to beta testing. A significant difference was observed from alpha to beta testing in the PU of the app, whereby providers reported a slightly lower PU at beta testing relative to alpha testing. No other significant differences were observed.
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Discussion

Principal Findings

Over the past decade, there has been a proliferation in mental health apps meant to help people with behavioral health concerns manage their symptoms through coping skills, mood monitoring, and other strategies, sometimes in conjunction with formal therapy, other times as a self-directed, stand-alone app [37]. Research involving such apps has also gained considerable momentum; however, there are few apps that have been developed specifically for youth with substance use using an iterative, user-guided design process, and evidence for such tools remains sparse [38,39]. To address this gap in the clinical toolkit available to clinicians caring for youths with co-occurring substance use and mental health disorders, this mixed methods study involved user-centered design and the development of a web-based mHealth app meant to augment outpatient treatment. Specifically, this study involved an iterative process of evaluation whereby youths with behavioral health treatment experience and providers gave feedback via surveys and interviews following a live demonstration of a new mobile app.

The results indicated that both youths and providers favored the use of an mHealth app over conventional paper documentation because of several advantages of apps, including convenience, accessibility, and capacity to deliver immediate results and feedback even outside of the session. The app content was perceived to be relevant, valuable, and appropriate for the target user population of youths with behavioral health disorders. In addition, youths described feeling more comfortable disclosing personal information within the app as compared with in-person therapy. Providers noted that the use of the app alongside outpatient therapy could be especially helpful if youths complete activities outside of sessions, which would make it easier to discuss difficult topics in session or that could reinforce lessons or skills taught in session, thereby increasing the productivity and impact of treatment.

The evaluation plan was guided by the TAM, which emphasizes the importance of PU and ease of use for promoting the feasibility and acceptability of new technologies and systems. Here, ratings from both youths and providers indicated generally high (positive) ratings for both PU and PEOU, reflecting both appropriate content as well as layout and functionality. Counter to the hypotheses, there were no increased ratings of PU or PEOU from alpha testing to beta testing despite the incorporation of new content and functionality between those sessions. This is likely because of the fact that different participants were recruited for each phase (ie, beta test participants had never seen the alpha version of the app; alpha test participants were not asked to evaluate the beta version of the app). However, there was a significant difference in PU among providers, whereby beta test providers rated the app as somewhat less useful than the alpha test providers. A careful review of specific responses revealed that some beta test providers rated novelty and PU as lower because of the influx of mental health apps on the market, some of which had functionality that is not currently included in the app under investigation here (Bright Path). For instance, some providers noted that other apps include guided meditations and other recorded content to encourage coping skills [40,41], which are not currently part of the Bright Path. As clinician participants had used apps with those sorts of features with patients to enhance the positive effect of their practice, they suggested that the absence of similar features in the current iteration of Bright Path limited its potential usefulness. However, PU was rated favorably, and the critiques raised by the providers in the beta testing phase may be addressed through future software development in future versions of the app.

Participants expressed positive reactions to the variety of activity types and content presented in the app, which were derived from existing cognitive behavioral strategies for addressing substance use and other mental health disorder symptoms. Effective psychotherapy models for SUDs often include elements of motivational interviewing (MI) [42]. MI-related content was not explicitly included in the evaluated versions of the app in this study. Future versions may include more MI-consistent activities. Alternatively, the app may be deployed alongside live psychotherapy (whether in person or telehealth) where the clinician uses MI techniques in session and uses the app to deliver or augment CBT content. This approach has been used in other mHealth studies [43-45]. For instance, young adults who used an app designed to reduce cannabis use reported decreased cravings and cannabis use when delivered alongside 2 motivational enhancement therapy sessions [46]. A similar approach that leverages ecological momentary assessment and remote intervention is currently being studied with youths who exhibit dual disorders [47-48]. This work highlights the importance of considering not only what an app includes (content and functionality) but also how it is implemented with intended users.

Limitations

The results of this study should be interpreted in light of these limitations. Although the study involved iterative testing with intended end users of the developed app, the samples of youths...
and providers were small at each time point, and different participants were recruited for the alpha and beta tests. Although this prevented within-subject comparisons from alpha to beta testing, which may have resulted in greater ability to detect changes in usability-related variables following edits to the app, it is still valuable to gather fresh perspectives from the intended user population. In addition, participants were recruited locally where the research was conducted, which was a large metropolitan area in the Midwestern United States (population: approximately 2 million people, including the surrounding rural and suburban communities). Perspectives on the usefulness and utility of the app may vary in different geographic regions. For instance, the relative availability of behavioral health specialists may affect the degree to which clinicians would view an app such as this as helpful in as much it might afford more opportunities for self-paced, asynchronous clinical activities so that clinicians could see more patients. Notably, the area where this work took place is a federally designated child mental health shortage area, as is much of the United States (Health Resources and Services Administration, 2021) [49], suggesting that views of youths and providers may have relevance beyond the specific community where the work was conducted. Finally, there was limited demographic diversity among clinician participants (all were women). Together, these factors may have limited the generalizability of the findings to the broader population of adolescents with substance use and mental health disorders and clinicians who provide services to youths with behavioral health disorders. A related limitation was that details about the specific SUDs and mental health disorders that the youths met the diagnostic criteria for were not collected in this study. It is possible that youths with different patterns of mental health symptoms or substance use would view or respond differently to the app. In contrast, the app was not designed to be specific to a particular substance or diagnosis and was intended to be broadly appealing and relevant to youths with SUDs and mental health comorbidities. As such, the generally positive responses and constructive feedback on actionable improvements to the app suggest that this line of research should be maintained with efforts to test future iterations of the app in a more diverse population of youths and providers.

Conclusions

Mobile apps appear to be a promising, scalable option for supplementing existing therapeutic interventions with adolescents exhibiting co-occurring SUDs and mental health concerns. Apps can provide tools and resources to patients, permitting them to practice what they are learning in therapy in their natural environment between sessions. On the basis of the current results, youths and providers have favorable views about the potential usefulness of apps alongside outpatient therapy, including the specific app tested here, and value having a variety of developmentally appropriate activities geared toward improving treatment engagement in and out of session. Future work should continue to refine the content and functionality, as well as the implementation strategy, for maximal impact in diverse patient populations and clinical settings while also evaluating the efficacy of such tools in improving outcomes for youths with behavioral health disorders.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBT</td>
<td>cognitive behavioral therapy</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
<tr>
<td>MI</td>
<td>motivational interviewing</td>
</tr>
<tr>
<td>PEOU</td>
<td>perceived ease of use</td>
</tr>
<tr>
<td>PU</td>
<td>perceived usefulness</td>
</tr>
</tbody>
</table>
SUD: substance use disorder
TAM: technology acceptance model
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Abstract

Background: Excessive gestational weight gain (GWG) is common and can result in maternal and child health complications. Pragmatic behavioral interventions that can be incorporated into standard obstetric care are needed, and financial incentives are a promising approach.

Objective: The aim of this study is to evaluate the feasibility of recruitment, randomization, and retention, as well as treatment engagement and intervention satisfaction, in a behavioral program. The program provided small incentives for meeting behavioral goals of self-weighing and physical activity as well as larger outcome incentives for meeting GWG goals.

Methods: We recruited 40 adult women in their first trimester of pregnancy from February 2019 to September 2019 at an obstetric clinic. Participants were randomized to 3 intervention components using a 2x2 factorial design: daily incentives for self-weighing (lottery vs certain loss), incentives for adhering to the Institute of Medicine’s GWG guidelines based on BMI category (monthly vs overall), and incentives for reaching physical activity goals (yes vs no). Participants were asked to complete daily weigh-ins using the Withings Body wireless scale provided by the study, as well as wear a physical activity tracker (Fitbit Flex 2). Feasibility outcomes of recruitment, randomization, and retention, as well as treatment engagement and intervention satisfaction, were assessed. Weight assessments were conducted at baseline, 32-week gestation, and 36-week gestation.

Results: Participants were enrolled at, on average, 9.6 (SD 1.8) weeks' gestation. Of the 39 participants who were oriented to their condition and received the intervention, 24 (62%) were Black or African American, 30 (77%) were not married, and 29 (74%) had an annual household income of less than US $50,000. Of the 39 participants, 35 (90%) completed the follow-up data collection visit. Participants were generally quite positive about the intervention components, with a particular emphasis on the helpfulness of, and the enjoyment of using, the e-scale in both the quantitative and qualitative feedback. Participants who received the loss incentive, on average, had 2.86 times as many days of self-weighing as those who received the lottery incentive. Participants had a relatively low level of activity, with no difference between those who received a physical activity incentive and those who did not.

Conclusions: A financial incentive-based pragmatic intervention was feasible and acceptable for pregnant women for promoting self-weighing, physical activity, and healthy GWG. Participants were successfully recruited early in their first trimester of pregnancy and retained for follow-up data collection in the third trimester. Participants demonstrated promising engagement in self-weighing, particularly with loss-based incentives, and reported finding the self-weighing especially helpful. This study supports further investigation of pragmatic, clinic-based financial incentive-based interventions for healthy GWG behaviors.

Trial Registration: ClinicalTrials.gov NCT03834194; https://clinicaltrials.gov/ct2/show/NCT03834194
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Introduction

Background

Excessive gestational weight gain (GWG) increases risk for high-cost obstetric conditions such as labor complications and gestational diabetes mellitus for mothers in the short term [1-4]. Excessive GWG also has long-term risks for maternal weight retention [5-7] and childhood obesity [7-9]. For these reasons, GWG is a serious public health concern, particularly because 38% of the women with normal weight, 62% of the women with overweight, and 56% of the women with obesity exceed the GWG guidelines of the Institute of Medicine (IOM) [10]. Pragmatic behavioral interventions that can be incorporated into standard obstetric care are needed.

Financial incentives have been used alone or in combination with other interventions to improve a variety of health outcomes [11-14], including in weight management [15-19]. In addition, incentives are an effective strategy to facilitate smoking cessation among pregnant women [20,21], and incentives may be more attractive for the circumscribed pregnancy period rather than, for example, weight maintenance, which has a much longer time horizon. Surprisingly, however, only 1 study has examined the effect of financial incentives on meeting GWG recommendations; this study found that providing incentives did not increase adherence to GWG outcomes [22]. However, experts have recommended using incentives to encourage health behaviors rather than outcomes [23].

Behaviors that negatively affect health often involve immediate benefits and delayed costs. For example, eating for two provides immediate gratification but may lead to excessive GWG [24]. In contrast, behaviors associated with successful weight management (such as daily self-weighing [25-29], weight goals [30], and exercise goals [25,30-33]) often involve immediate time costs with delayed and uncertain health benefits [24]. Thus, incentivizing more immediate GWG-related behaviors may be better than just incentivizing longer-term outcomes.

Types of Incentives

Incentives, however, can vary widely in their certainty, format, and frequency of distribution [15]. It is generally thought that incentives are more likely to be effective when they are framed as avoiding losses rather than making gains [34] and when rewards are provided immediately [35]. Others have also recommended using small but frequent incentives because these incentives are more visible than large but infrequent payouts [24,36]. A recent study found support for the loss aversion framework in increasing step goal achievement; a greater proportion of participants achieved the daily step goal when it was framed as a loss compared with when the incentive was framed as a gain or a lottery [37]. Another study found that participants who received a lottery-based incentive for reaching a weight loss goal had greater success than the control group [18]. Recent research has also found enhanced engagement and greater weight loss among individuals who received both behavior- and outcome-focused incentives compared with those who did not receive incentives [16,38]. Thus, it will be important to determine what types of incentives are most promising for encouraging GWG-related behaviors and outcomes.

Consistent with previous research and based on self-regulation theory principles [39], this study examines the impact of small incentives for meeting behavioral goals of self-weighing and physical activity as well as larger outcome incentives for meeting GWG goals. The aim of this pilot study is to evaluate the feasibility of recruitment, randomization, and retention, as well as treatment engagement and intervention satisfaction.

Methods

Study Design

This pilot study recruited participants from February 2019 to September 2019 from an obstetric clinic with 1 physician in Memphis, Tennessee. Participants were randomized to 3 intervention components using a 2x2x2 factorial design: (1) daily incentives for self-weighing on a wireless scale (lottery vs certain loss), (2) incentives for adhering to the IOM’s GWG guidelines based on BMI category (monthly vs overall), and (3) incentives for reaching physical activity goals (yes vs no). The intervention lasted approximately 6 months, depending on participants’ gestational age at baseline. Assessments were conducted at baseline, 32-week gestation, and 36-week gestation (if the participant had not yet delivered). Participants were asked to complete daily weigh-ins using the Withings Body wireless scale provided by the study, as well as wear a physical activity tracker (Fitbit Flex 2; Google LLC). Incentives (US $30 for each follow-up visit) were used to facilitate high retention at both follow-up data collection visits, which took place at the obstetric clinic. This study was registered with ClinicalTrials.gov (NCT03834194) and approved by the institutional review board of the University of Tennessee Health Science Center.

Sample

Potential participants were identified by the clinic’s nurses and obstetrician at their pregnancy confirmation visit or self-identified through recruitment materials posted at the obstetric clinic (including in the examination rooms and waiting room; Multimedia Appendix 1). They were encouraged to meet with the study team in the obstetric office if they wished to learn more about the study and potentially enroll in the study. Interested individuals were evaluated for the eligibility criteria, and electronic informed consent was obtained. The obstetric clinic has approximately 16 pregnancy confirmation visits per month.

To be eligible, individuals needed to be aged at least 18 years and no more than 13 weeks’, 0 days’ gestation upon recruitment (based on the date of their last menstrual period and then confirmed by their physician at their first prenatal visit) because GWG-focused interventions that begin in the first trimester are more effective [40]. Individuals also needed to verify that they were having a singleton pregnancy by ultrasonography because
of the different GWG guidelines for women with multiple gestation [7], and participants were enrolled only if the physician believed that the intervention would be safe for them. Additional eligibility criteria included (1) having a BMI of ≥18.5 kg/m² (because of the infrequency of women with underweight) and (2) having access to wireless internet or a Bluetooth-connected device to facilitate data collection for participants’ self-weighing behavior and physical activity.

Enrollment
A total of 40 participants provided informed consent and were enrolled on the web using the Way to Health web platform developed by the University of Pennsylvania, which integrated enrollment, randomization, surveys, automated delivery of study email messages, and transfer of data from the study’s wireless devices [41]. All participants received a Fitbit Flex 2 and a Withings Body scale at enrollment to track their physical activity and weight over time. Before randomization, research staff members oriented the participants to the devices (including providing handouts to review if questions arose later). The staff members then assisted participants with setting up Fitbit and Withings accounts, downloading the apps to their smartphones, pairing the devices with Bluetooth, and authorizing the transfer of data to the Way to Health platform. Participants were instructed to open the apps each day to transmit their data to the Way to Health platform.

Randomization
After enrollment, participants were randomized into 1 of 8 conditions (Table 1), that represented all combinations of the 3 different components. Participants received an intervention orientation message and handout that detailed the components to which they were randomized, the recommendation to weigh daily, and a GWG recommendation tailored to BMI category (with overall or monthly goals). They also received a handout that provided strategies for achieving healthy GWG (Multimedia Appendix 2).

Table 1. Randomized conditions (N=40).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Self-weighing</th>
<th>Weight goal</th>
<th>Physical activity goal</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lottery</td>
<td>Monthly</td>
<td>No</td>
<td>5 (13)</td>
</tr>
<tr>
<td>2</td>
<td>Lottery</td>
<td>Overall</td>
<td>Yes</td>
<td>5 (13)</td>
</tr>
<tr>
<td>3</td>
<td>Lottery</td>
<td>Overall</td>
<td>No</td>
<td>5 (13)</td>
</tr>
<tr>
<td>4</td>
<td>Lottery</td>
<td>Monthly</td>
<td>Yes</td>
<td>5 (13)</td>
</tr>
<tr>
<td>5</td>
<td>Loss</td>
<td>Monthly</td>
<td>No</td>
<td>5 (13)</td>
</tr>
<tr>
<td>6</td>
<td>Loss</td>
<td>Overall</td>
<td>Yes</td>
<td>5 (13)</td>
</tr>
<tr>
<td>7</td>
<td>Loss</td>
<td>Overall</td>
<td>No</td>
<td>5 (13)</td>
</tr>
<tr>
<td>8</td>
<td>Loss</td>
<td>Monthly</td>
<td>Yes</td>
<td>5 (13)</td>
</tr>
</tbody>
</table>

Procedures

Self-weighing Lottery-Based Incentive
Participants randomized to a condition with the self-weighing lottery-based incentive (conditions 1, 2, 3, and 4) were asked to pick a lucky number from 0 to 99 at randomization. They were informed that there would be a daily lottery for which they would be eligible if they weighed themselves on the previous day on the scale provided by the study team. Then, for each day of their pregnancy, participants were informed of the study’s randomly generated winning lottery number. Participants who weighed themselves on the previous day and who had a 1- or 2-digit match between their lucky number and the number that was drawn were notified of their reward, consistent with previous research [42]. A 2-digit match (1 in 100 chance) yielded a US $15 incentive and a single-digit match (1 in 5 chance) yielded a US $2 incentive in the form of an Amazon gift card. Participants who did not weigh themselves the previous day were informed that they could have won incentives, consistent with loss aversion principles [43] (see Multimedia Appendix 3 for sample email messages). Participants also received automated email messages when they did not transmit data, reminding them to self-weigh and sync their devices. The daily winnings were accumulated for the week starting Monday and were disbursed the following Monday. The maximum payout for this component was US $112 in total.

Self-weighing Loss-Based Incentive
Participants randomized to a condition with the self-weighing loss-based component (conditions 5, 6, 7, and 8) had a weekly balance of US $3.50 at the beginning of each week in their account. Then, for each day that they did not weigh, US $0.50 was subtracted from this account. Participants who did not weigh themselves the previous day were informed that they had lost US $0.50, consistent with loss aversion principles [43] (see Multimedia Appendix 3 for sample email messages). The daily winnings were accumulated for the week starting Monday and were disbursed the following Monday. The maximum payout for this component was US $112 total.

Monthly GWG Goal Incentive
Participants randomized to a condition with the monthly GWG goal component (conditions 1, 4, 5, and 8) received US $14 per month if their monthly GWG was within the recommended monthly range for their BMI category (Table 2), which they had received in a handout at randomization. Participants received a monthly email regarding whether their GWG was within the recommended range or not and, thus, whether they received the monthly GWG incentive (see Multimedia Appendix 3 for sample email messages).
The monthly GWG goals were constructed based on the IOM’s recommended range of total GWG tailored to BMI category, the minimum recommended GWG in the first trimester for all BMI categories (1.1 lb), and the range of recommended weekly GWG in the second and third trimesters by BMI category [7]. Participants were eligible for the incentive starting from the first full month of pregnancy after the start of their participation. To receive the incentive, the participant needed to self-weigh on the study-provided scale on at least 1 day in the last week of the gestational month as well as have at least one weight in the previous month to calculate GWG within the month.

Table 2. Monthly weight gain goals by weight status

<table>
<thead>
<tr>
<th>Monthly weight gain goals (lb)</th>
<th>Normal weight</th>
<th>Overweight</th>
<th>Obese</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First trimester</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 5-8</td>
<td>&lt;2.2</td>
<td>&lt;2.2</td>
<td>&lt;2.2</td>
</tr>
<tr>
<td>Weeks 9-12</td>
<td>&lt;2.2</td>
<td>&lt;2.2</td>
<td>&lt;2.2</td>
</tr>
<tr>
<td><strong>Second trimester</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 13-16</td>
<td>2.8-5</td>
<td>1.4-3.6</td>
<td>0.8-2.8</td>
</tr>
<tr>
<td>Weeks 17-20</td>
<td>2.8-5</td>
<td>1.4-3.6</td>
<td>0.8-2.8</td>
</tr>
<tr>
<td>Weeks 21-24</td>
<td>2.8-5</td>
<td>1.4-3.6</td>
<td>0.8-2.8</td>
</tr>
<tr>
<td><strong>Third trimester</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 25-28</td>
<td>2.8-5</td>
<td>1.4-3.6</td>
<td>0.8-2.8</td>
</tr>
<tr>
<td>Weeks 29-32</td>
<td>2.8-5</td>
<td>1.4-3.6</td>
<td>0.8-2.8</td>
</tr>
<tr>
<td>Weeks 33-36</td>
<td>2.8-5</td>
<td>1.4-3.6</td>
<td>0.8-2.8</td>
</tr>
</tbody>
</table>

Note: There was no lower bound for the first trimester weight goal so as to not penalize pregnant women who have trouble gaining weight because of nausea.

Overall GWG Goal Incentive

Participants randomized to a condition with the overall GWG goal component (conditions 2, 3, 6, and 7) were provided the IOM’s overall GWG recommendation based on their BMI at randomization (Table 3). The overall GWG goals were constructed based on the IOM’s recommended range of total GWG and the mean of recommended weekly GWG in the second and third trimesters. These values were adjusted for 8 weeks (for data collection at 32 weeks) and 4 weeks (for data collection at 36 weeks) from a full-term pregnancy at 40 weeks. If the participant met the goal, she received the overall GWG incentive after the 36-week visit, unless she delivered before this visit (in which case she received the incentive based on her 32-week visit weight upon notification that she had given birth).

Table 3. Overall weight gain goals by weight status (adjusted goals based on data collection at 32 weeks’ and 36 weeks’ gestation).

<table>
<thead>
<tr>
<th>Gestational weeks</th>
<th>Overall weight gain goals (lb)</th>
<th>Normal weight</th>
<th>Overweight</th>
<th>Obese</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>17-27</td>
<td>10.2-20.2</td>
<td>7-16</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>21-31</td>
<td>12.6-22.6</td>
<td>9-18</td>
<td></td>
</tr>
</tbody>
</table>

Weekly Physical Activity Goal Incentive

Participants randomized to an arm with the physical activity incentive component (conditions 2, 4, 6, and 8) were encouraged to achieve a goal of 150 minutes of physical activity per week based on the guideline from the American College of Obstetricians and Gynecologists [44]. Participants received US $3.50 if they met the activity goal each week. Fairly active minutes and very active minutes based on the Fitbit activity tracker programming counted toward the 150-minute goal [45]. Participants who did not meet the activity goal were notified that they would have received US $3.50 had they met their activity goal (see Multimedia Appendix 3 for sample email messages). The maximum payout for this component was US $105 (US $3.50 per week for a participant who joined the study at 6 weeks’ gestation).

Measures

Sociodemographic Characteristics
At baseline, participants reported their age, race, ethnicity (Hispanic or non-Hispanic), marital status, educational background, employment status, income, and the number of children in their household.

Participant Recruitment
Recruitment yields were calculated based on the number of participants who indicated interest in the study and the number of participants who were randomized.
Perceptions About the Effectiveness of the Incentive Conditions

The baseline assessments included participants’ perceptions about which of the incentive types would be more effective (daily self-weighing: lottery vs loss-based; weight gain goals: monthly vs overall).

Intervention Satisfaction

At the 32-week follow-up assessment, participants were asked about their satisfaction with the intervention. Specifically, they were asked to indicate how satisfied they were with each component of the intervention on a 5-point scale from 1 (not at all) to 5 (extremely), including an option to indicate not applicable if they had not received the component. They were asked to separately rate the helpfulness and enjoyment aspect of the emails, electronic scales, and Fitbit activity trackers. They were also asked to separately rate the usefulness and enjoyment aspect of the lottery incentive, loss incentive, the monthly weight gain goal, overall weight gain goal, and the weekly physical activity goal. In addition, they were asked to rate how likely it was that they would recommend using an electronic scale, a fitness tracker, setting a goal for GWG, and setting a goal for physical activity for managing GWG to a friend. Finally, at the end of the structured questionnaire, participants were asked to respond to 3 open-ended questions regarding the recommendations they would make for changes to the program, aspects of the program that were most helpful, and anything else that they wanted to share that they thought might help improve pregnancy weight management programs in the future.

Intervention Engagement

Participants’ daily self-weighing behavior (coded each day as present or absent) and weekly physical activity (measured in active minutes) were monitored electronically because they were measures of treatment engagement.

Retention

Program retention was observed from the number of participants who consented to participate and then completed the follow-up data collection visits at 32 weeks’ and 36 weeks’ gestation. Participants were alerted that they would be withdrawn from the study if they exhibited extreme physical activity or restricted weight gain as potential symptoms of an eating disorder. Although the physician was alerted several times to instances of weight loss, no participant was recommended to be withdrawn for this reason.

GWG Measurement Visits

The secondary outcomes included GWG from baseline to the final data collection point before delivery (32 weeks’ and 36 weeks’ gestation). At all measurement visits, participants’ weights were recorded in kilograms on a calibrated research-grade scale in duplicate, with the participants wearing light clothing and no shoes. In addition to the measured weight at baseline, participants also reported their preconception weight. Participants’ GWG goals were calculated based on self-reported preconception weight and measured pregravid weight [46]. The weight at week 36 was the default outcome, except for participants who delivered earlier than 36 weeks, in which case their weight at week 32 was used. This approach is an attempt to have a final observation of GWG for all participants, regardless of whether they delivered earlier than 36 weeks.

Power Estimates

This is a feasibility study, the primary purpose of which is to gather data that would evaluate the feasibility of recruitment, randomization, and retention, as well as treatment engagement and intervention satisfaction [47]. An additional aim of this study is to pilot the intervention components, consistent with the preparatory stage of the multiphase optimization strategy framework [48]. The trial was not powered to detect a significant difference among the conditions on treatment engagement or GWG.

Statistical Analysis

We described characteristics of the sample using counts and percentages for categorical data and means and SDs for continuous data. We used generalized linear models with log link function and variance function proportional to the mean for analyzing the 2×2×2 factorial design for 2 outcomes: days of self-weighing and mean of each participant’s weekly physical activity minutes. The model included main effects for the 3 intervention components (self-weighing, weight goal, and physical activity goal) and all 2- and 3-factor interactions for constructing 8 conditions in the 2×2×2 factorial analysis. Because of the small sample size and our primary interest in the main effects, the analysis focused on reporting the main effects. The reference levels were loss incentive for self-weighing, overall GWG goal, and no physical activity goal. Participants’ GWG values according to the guidelines as an ordinal variable (below, within, and exceeded) were not included in this analysis because of the small sample size. We conducted 2-tailed t tests to test the null hypothesis of no difference in the incentive amounts received by component and overall. Minutes of physical activity were calculated based on days for which data were transmitted. All analyses were implemented using R (version 4.0.2; The R Foundation for Statistical Computing).

Results

Recruitment and Retention

A total of 41 participants indicated interest in the study over the 6-month recruitment period and completed the informed consent procedure, but 1 (2%) participant refused to participate after completing the informed consent process. In all, 40 participants were randomized; however, 1 (3%) participant was immediately withdrawn because of a staff member’s error in assessing this participant’s age eligibility (she was aged <18 years). This participant was not oriented to her condition and did not receive any intervention. Of the 39 participants who were oriented to their condition and received the intervention, 35 (90%) completed the follow-up data collection visit at 32 weeks’ and 36 weeks’ gestation; 1 (3%) participant delivered before the 36-week visit, and her 32-week weight was used. Among the 4 participants who did not complete the follow-up data collection visit, 1 (25%) relocated, 1 (25%) miscarried, 1...
(25%) delivered her baby before the 32-week visit, and we were unable to contact 1 (25%) participant.

As can be seen in Table 4, the participants predominantly identified as Black or African American (24/39, 62%) and non-Hispanic (36/39, 92%). Among the 39 participants, for 12 (31%), this was their first pregnancy. Of the 39 participants, 30 (77%) were not married, 27 (70%) had at least some college education, 29 (74%) were employed, and 29 (74%) had an annual household income of less than US $50,000. With regard to managing GWG, of the 39 participants, 32 (82%) believed that the lottery-based daily self-weighing incentive would work better to help them and 31 (80%) believed that the monthly GWG goals would work better to help them. The participants were successfully recruited in the first trimester (mean gestational weeks at enrollment 9.6, SD 1.8), and they participated in the program for between 24 and 30 weeks.
Table 4. Sample characteristics (N=39).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at enrollment, mean (SD)</td>
<td>29.1 (12.5)</td>
</tr>
<tr>
<td>Gestational weeks at enrollment, mean (SD)</td>
<td>9.6 (1.8)</td>
</tr>
<tr>
<td>Number of children in household, mean (SD)</td>
<td>1.1 (0.9)</td>
</tr>
<tr>
<td><strong>Prepregnancy BMI categories, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Normal weight (BMI 18.5-24.9 kg/m²)</td>
<td>17 (44)</td>
</tr>
<tr>
<td>Overweight (BMI 25-29.9 kg/m²)</td>
<td>13 (33)</td>
</tr>
<tr>
<td>Obese (BMI ≥30 kg/m²)</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Hispanic ethnicity, n (%)</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>24 (62)</td>
</tr>
<tr>
<td>Unknown or multiple races</td>
<td>5 (13)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Never married</td>
<td>18 (46)</td>
</tr>
<tr>
<td>A member of an unmarried couple</td>
<td>12 (31)</td>
</tr>
<tr>
<td><strong>Education attainment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>2 (5)</td>
</tr>
<tr>
<td>High school graduate or GEDa</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>20 (51)</td>
</tr>
<tr>
<td>College, 4 years or more (college graduate)</td>
<td>7 (18)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed for wages</td>
<td>29 (74)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Out of work</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Does not work outside the home</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Student</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Annual household income (US $) n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤24,999</td>
<td>18 (46)</td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>11 (28)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>4 (10)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Which type of incentive do you think would work better for you to manage gestational weight gain?, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily self-weighing</td>
<td></td>
</tr>
<tr>
<td>Lottery</td>
<td>32 (82)</td>
</tr>
<tr>
<td>Loss</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Weight gain goals</td>
<td></td>
</tr>
<tr>
<td>Monthly weight gain goal</td>
<td>31 (80)</td>
</tr>
<tr>
<td>Overall weight gain goal</td>
<td>8 (20)</td>
</tr>
</tbody>
</table>
GED: General Educational Development.

**Intervention Satisfaction**
Participants were generally quite positive about the intervention components (Table 5), with a mean score for each component of ≥3.8. Consistently, the mean score for the helpfulness and enjoyment aspect of the electronic scale was slightly higher than that for the other components; this positive view of self-weighing and weight tracking throughout pregnancy was also noted by 80% (28/35) of the participants in qualitative feedback regarding the aspects of the program that were most helpful to them. A participant stated, “Most helpful was having to weigh every day, it kept me in tune with where I was and what I needed to do differently.” In addition, in the qualitative responses, several participants indicated that it would have been helpful to have the option to receive SMS text messages rather than emails. A few participants also reported technical challenges, particularly with the e-scale. A participant noted, “I believe this is a great program for those who were already active prior to pregnancy,” perhaps reflecting the relatively low-intensity behavioral intervention for physical activity. Finally, participants indicated that additional features that might be helpful for this program would be dietary tracking and group meetings for peer support.

Table 5. Summary of intervention satisfaction (N=35).

<table>
<thead>
<tr>
<th>Helpfulness for managing GWG&lt;sup&gt;a&lt;/sup&gt; (1=not at all helpful; 5=extremely helpful)</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emails</td>
<td>4.4 (0.9)</td>
</tr>
<tr>
<td>Electronic scale</td>
<td>4.5 (0.9)</td>
</tr>
<tr>
<td>Fitbit</td>
<td>4.2 (1.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Usefulness for managing GWG (1=not at all useful; 5=extremely useful)</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lottery-based self-weighing incentive</td>
<td>3.9 (1.1)</td>
</tr>
<tr>
<td>Loss-based self-weighing incentive</td>
<td>3.9 (1.0)</td>
</tr>
<tr>
<td>Monthly weight gain goal</td>
<td>4.1 (0.9)</td>
</tr>
<tr>
<td>Overall weight gain goal</td>
<td>4.0 (0.9)</td>
</tr>
<tr>
<td>Weekly physical activity incentive</td>
<td>3.8 (1.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How much did you enjoy the following? (1=not at all enjoyable; 5=extremely enjoyable)</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using electronic scale</td>
<td>4.6 (0.7)</td>
</tr>
<tr>
<td>Using Fitbit</td>
<td>4.0 (1.2)</td>
</tr>
<tr>
<td>Frequency of receiving incentives</td>
<td>4.2 (0.8)</td>
</tr>
<tr>
<td>Frequency of receiving emails</td>
<td>4.1 (1.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How much did you enjoy receiving...incentives? (1=not at all enjoyable; 5=extremely enjoyable)</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lottery-based self-weighing incentive</td>
<td>4.3 (1.1)</td>
</tr>
<tr>
<td>Loss-based self-weighing incentive</td>
<td>4.3 (1.1)</td>
</tr>
<tr>
<td>Monthly weight gain goal</td>
<td>4.3 (1.0)</td>
</tr>
<tr>
<td>Overall weight gain goal</td>
<td>4.2 (1.1)</td>
</tr>
<tr>
<td>Weekly physical activity incentive</td>
<td>4.1 (1.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Would you recommend...for managing GWG to a friend? (1=not at all likely; 5=extremely likely)</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using an electronic scale</td>
<td>4.7 (0.7)</td>
</tr>
<tr>
<td>Using a fitness tracker</td>
<td>4.5 (0.9)</td>
</tr>
<tr>
<td>Setting a goal for weight gain</td>
<td>4.6 (0.6)</td>
</tr>
<tr>
<td>Setting a goal for physical activity</td>
<td>4.6 (0.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GWG: gestational weight gain.

**Intervention Adherence**
The mean number of days that participants self-weighed on the study scale was 44.5 (SD 57.5) days.

Participants who were randomized to receive the loss incentive had a mean of 68.0 (SD 71.4) days of self-weighing compared with 19.8 (SD 18.8) days among those participants who were randomized to the lottery incentive. There was a significant main effect such that the mean difference in log means (or the
log of the ratio of the means) was –1.05. The ratio of the means was 1/exp(1.05) = 1/2.86 = 0.35 (Table 6). In other words, participants who received the loss incentive, on average, had 2.86 times as many days of self-weighing as those who received the lottery incentive, or inversely the mean frequency of self-weighing with the lottery incentive was 0.35 times the loss incentive. Consistent with this greater adherence to self-weighing among those who received the loss incentive, participants in the loss incentive condition earned, on average, US $59.58, in self-weighing incentives in comparison with US $25.66 earned by those in the lottery incentive condition, although the amount that they could have earned in each condition was the same (US $112).

Table 6. Factorial main effects for all outcomes (N=39).

<table>
<thead>
<tr>
<th>2x2x2 intervention components</th>
<th>Days of self-weighing</th>
<th>Mean of participants’ weekly PA&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ratio (95% CI)</td>
<td>Estimate (SE)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Self-weighing (reference=loss), lottery</td>
<td>0.35 (0.15-0.80)</td>
<td>–1.05 (0.40)</td>
</tr>
<tr>
<td>Gestational weight gain goal (reference=overall), monthly</td>
<td>0.69 (0.30-1.58)</td>
<td>–0.36 (0.40)</td>
</tr>
<tr>
<td>PA goal (reference=no incentives), incentives</td>
<td>1.26 (0.55-2.88)</td>
<td>0.23 (0.40)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity.
<sup>b</sup>Estimates and SEs are on the logarithmic scale; the mean ratio is obtained by exponentiating the main effect estimate.
<sup>c</sup>p<0.01.

Participants, on average, had a relatively low level of activity, with a mean number of active minutes of 8.7 (SD 18.5) per week. Participants who were randomized to receive the physical activity incentive had a mean of 5.4 active minutes per week compared with 12.0 active minutes per week among those participants who were not randomized to receive physical activity incentives. However, there was no significant main effect. Of the 39 participants, 2 (5%) achieved the physical activity goal, and they received the US $3.50 incentive in just 1 week each.

Among the 35 participants who completed the follow-up data collection, 7 (20%) had weight gain below the GWG guidelines, 13 (37%) were within the guidelines, and 15 (43%) exceeded the guidelines. A similar proportion of individuals exceeded the guidelines, regardless of whether they were randomized to receive GWG incentives monthly (8/35, 44%) or overall (7/35, 41%). Of the 19 participants who were randomized to the monthly GWG incentive component, 8 (42%) received at least one monthly US $14 incentive (with a range of 1-5 monthly incentives received).

Participants earned, on average, US $43.05 (range US $0 to US $211) in total. Not surprisingly, participants who were within the guidelines earned more on average (US $91.27) compared with those who were below the guidelines (US $16.50) and those who exceeded the guidelines (US $19.87).

**Discussion**

**Principal Findings**

We demonstrated the feasibility of conducting a randomized controlled trial with a 2x2x2 factorial design at an obstetric clinic that provided financial incentives for self-weighing, physical activity, and GWG within the IOM guidelines. We successfully recruited participants early in their first trimester of pregnancy and retained 90% (35/39) of these participants for follow-up data collection in the third trimester. We were also successful in randomizing participants to this complex randomization scheme and providing the assigned intervention components. In addition, the intervention was well-received, with high satisfaction ratings from the participants for all the components and a particular focus on the helpfulness of self-weighing and weight tracking. The participants engaged in self-weighing approximately 7 days per month, in contrast to previous research indicating that regular self-weighing is uncommon among pregnant women without intervention [49]. However, there was low engagement in physical activity among these participants, regardless of whether they received an incentive for reaching the 150-minute physical activity goal.

On the basis of the projected clinic flow of 16 pregnancy confirmation appointments per month, we were successful in recruiting more than one-third of the patients per month, with more than 6 participants recruited to the study per month. Notably, all but 2 participants who indicated initial interest were eligible and interested in being randomized. In addition, retention was very good, with only 10% (4/39) of the participants not participating in follow-up data collection (including a participant who had a miscarriage and a participant who gave birth before the 32-week visit).

Contrary to previous literature that has reported that participants prefer incentive schemes other than lotteries [50-52], the participants in this study indicated that they believed that the lottery-based incentive for self-weighing would be more helpful for them in managing GWG than the loss-based incentive. Surprisingly, contrary to their stated preference, participants who were randomized to receive the loss-based incentive had significantly greater self-weighing engagement compared with those randomized to the lottery-based incentive. This finding is consistent with a recent study, which found that loss-based incentives were more effective in increasing step goal attainment than a lottery-based incentive [37].

Although regular physical activity is recommended for a healthy pregnancy [44], most women in general are physically inactive, particularly during pregnancy [53]. Consistent with these previous findings, we found that women in our sample had a very low level of physical activity overall. The physical activity...
incentives seemed to do little to increase physical activity. On the basis of a recent meta-analysis [54], more intensive intervention such as supervised exercise may be necessary for increasing physical activity during pregnancy.

This study is the first to offer both process incentives (for behaviors) and outcome incentives (for achieving monthly or overall GWG), within the context of gestational weight management. However, there were no clear trends in this study as to whether an incentive for achieving a monthly or an overall GWG goal was associated with gaining weight within the IOM guidelines. A similar proportion of participants in this sample (13/36, 37%) gained weight within the guidelines compared with the national prevalence (32.1%) [10]. Although this study was not powered to detect differences in GWG recommendation adherence, this finding is consistent with previous research indicating that incentives did not increase adherence to GWG recommendations [22]. Should the lack of impact of financial incentives on GWG outcomes be confirmed in future fully powered research, it may be that financial incentives are more powerful at encouraging behaviors associated with GWG than GWG outcomes themselves. In that case, it would then be essential to determine whether the costs to achieve certain behaviors in pregnancy (such as self-weighing) are beneficial independently. For example, it is possible that incentives for self-weighing may not lead to optimal GWG (as a categorical variable), but incentives for self-weighing may reduce the mean amount of GWG [55] and thus reduce the likelihood of negative maternal health outcomes.

This study includes several notable strengths and weaknesses. First, the recruited sample was quite diverse in race, income level, and BMI category and, thus, included many individuals who often are not included in research [56,57]. However, this study had a small sample to determine feasibility and recruited from only 1 obstetric clinic; thus, future fully powered research is necessary. In addition, the incentive strategies and amounts used in this study were only a few of the many possible approaches, and it is possible that there are more effective alternatives that should be tested. A further limitation is that the data reported here and the incentives provided are based on the data received by the research team and not necessarily all of the data sent by the participants. This is an important distinction because 5% (2/39) of the participants reported having technical problems in the program evaluation. It is also possible that the low levels of physical activity were due to undetected difficulties in transmitting physical activity data. In addition, although we did not report all the costs of the intervention, the unreported costs (including the costs of the scale and the Fitbit activity tracker) were the same for all participants.

This feasibility study provides valuable information for future research, including the expected rate of clinic-based recruitment per physician for a low-intensity intervention, the high rate of retention with convenient clinic-based data collection, and expected adherence and costs for a financial incentive–based intervention. In future research, given our few unresolved technical difficulties, it may be important to set up a telephone visit after a few days to ensure that participants are able to use the technology in their home environment and test using multiple modalities (SMS text messages, telephone, and email) for investigating potential technical problems. The findings from this study also indicate enthusiasm for self-weighing among pregnant women as a strategy for gestational weight management, which may be important in designing future studies. These results also may indicate that preferences for an intervention strategy may not translate into the more effective strategy, which has also been demonstrated in other research [58]. Our findings indicate that although the loss-based incentives may not be perceived as more effective at baseline, they are a promising strategy for increasing self-weighing behaviors. Finally, this feasibility study suggests that more intense intervention strategies (such as meal replacements, motivational interviewing or problem-solving sessions, calorie goals, and dietary self-monitoring with feedback from an interventionist) may be necessary for increasing moderate physical activity among pregnant women and adherence to the GWG guidelines [59,60]. For example, future research in this area could be a factorial experiment that examines the combination of outcome and behavioral incentives with more intense intervention strategies.

Conclusions
This pilot randomized controlled trial indicates that a financial incentive–based pragmatic intervention is feasible and acceptable for pregnant women for promoting self-weighing, physical activity, and healthy GWG. Participants were successfully recruited early in their first trimester of pregnancy and retained for follow-up data collection in the third trimester. Participants demonstrated promising engagement in self-weighing, particularly with loss-based incentives, and reported finding the self-weighing especially helpful. This study supports further investigation of pragmatic, clinic-based interventions for healthy GWG.
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Abstract

Background: Bipolar disorder is a severe mental illness that results in significant morbidity and mortality. While pharmacotherapy is the primary treatment, adjunctive psychotherapy can improve outcomes. However, access to therapy is limited. Smartphones and other technologies can increase access to therapeutic strategies that enhance self-management while simultaneously augmenting care by providing adaptive delivery of content to users as well as alerts to providers to facilitate clinical care communication. Unfortunately, while adaptive interventions are being developed and tested to improve care, information describing the components of adaptive interventions is often not published in sufficient detail to facilitate replication and improvement of these interventions.

Objective: To contribute to and support the improvement and dissemination of technology-based mental health interventions, we provide a detailed description of the expert system for adaptively delivering content and facilitating clinical care communication for LiveWell, a smartphone-based self-management intervention for individuals with bipolar disorder.

Methods: Information from empirically supported psychotherapies for bipolar disorder, health psychology behavior change theories, and chronic disease self-management models was combined with user-centered design data and psychiatrist feedback to guide the development of the expert system.

Results: Decision points determining the timing of intervention option adaptation were selected to occur daily and weekly based on self-report data for medication adherence, sleep duration, routine, and wellness levels. These data were selected for use as the tailoring variables determining which intervention options to deliver when and to whom. Decision rules linking delivery of options and tailoring variable thresholds were developed based on existing literature regarding bipolar disorder clinical status and psychiatrist feedback. To address the need for treatment adaptation with varying clinical statuses, decision rules for a clinical status state machine were developed using self-reported wellness rating data. Clinical status from this state machine was incorporated into hierarchal decision tables that select content for delivery to users and alerts to providers. The majority of the adaptive content addresses sleep duration, medication adherence, managing signs and symptoms, building and utilizing support, and keeping a regular routine, as well as determinants underlying engagement in these target behaviors as follows: attitudes and perceptions, knowledge, support, evaluation, and planning. However, when problems with early warning signs, symptoms, and transitions to more acute clinical states are detected, the decision rules shift the adaptive content to focus on managing signs and symptoms, and engaging with psychiatric providers.
Conclusions: Adaptive mental health technologies have the potential to enhance the self-management of mental health disorders. The need for individuals with bipolar disorder to engage in the management of multiple target behaviors and to address changes in clinical status highlights the importance of detailed reporting of adaptive intervention components to allow replication and improvement of adaptive mental health technologies for complex mental health problems.

(JMIR Form Res 2021;5(12):e32932) doi:10.2196/32932
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Introduction

Bipolar disorder is a severe mental illness characterized by episodes of mania, hypomania, depression, and mixed states [1,2]. Pharmacotherapy is the primary treatment for bipolar disorder, but even when pharmacological treatment is initially effective, high rates of episode recurrence, interepisode symptoms, and psychosocial impairment persist [3-7]. Combining psychotherapy with pharmacotherapy decreases episode recurrence and symptom burden while also improving quality of life [8-16], and treatment guidelines recommend providing access to psychotherapy for individuals with bipolar disorder [17-19]. Despite these recommendations and the demonstrated effectiveness of adjunctive psychotherapy, multiple barriers limit access to therapy, and only half of individuals with bipolar disorder receive any psychotherapy [20-24]. Enhancing access to tools and content derived from empirically supported psychotherapies thus has the potential to improve treatment for individuals with bipolar disorder.

Because smartphones are widely used and accepted for mental health assistance [25-29], smartphone-based mental health technologies (MHTs) provide a promising means for increasing access to tools and content derived from psychotherapy. In addition, individuals with bipolar disorder in sustained remission report using self-management strategies that overlap significantly with those delivered by empirically supported psychotherapies, and many people with bipolar disorder are interested in utilizing self-management strategies [30-33]. This suggests that MHTs delivering strategies derived from empirically supported psychotherapies may meet user needs and support engagement with effective self-management strategies [34-37].

Because psychotherapy can be considered as a dynamic process that entails ongoing assessment and re-evaluation of an individual’s evolving needs and health status [38-41], MHTs also provide novel opportunities for improving the use of self-management strategies [42-45]. Relative to face-to-face treatment, MHTs can deliver real-time assessments in the context of individuals’ day-to-day life unrestricted by clinical appointment frequency. This assessment information can then be used to adapt the frequency, mode, and content of user support. Tailoring intervention content to individuals has been shown to improve intervention outcomes [46-48], and adaptive interventions that vary intervention options to meet the changing needs of individuals are being investigated [49-51]. These adaptive interventions use fixed decision rules to link assessment of tailoring variables with the delivery of support to provide a flexible intervention design while maintaining replicability [49-51]. Unfortunately, most recently published adaptive intervention protocols have not provided detailed reporting of intervention components required to enable replication [52].

To address the need for increased access to and enhancement of empirically supported tools and content for individuals with bipolar disorder, a novel smartphone-based self-management intervention (LiveWell) has been developed (NCT02405117) and tested in a single-blind randomized controlled trial (NCT03088462). Because adequate description of interventions is essential to facilitate ongoing efforts to improve and disseminate empirically supported treatments [53-56], the adaptive components (decision points, tailoring variables, decision rules, mode, and content of delivery options) for the LiveWell intervention are described here. The overall intervention framework and design for LiveWell, including the delivery and timing of the fixed content and the evaluation methodology, are described in detail elsewhere [57].

Methods

To assist in developing the expert system providing LiveWell’s adaptive content, an electronic survey (Multimedia Appendix 1) approved by the Northwestern University Institutional Review Board was sent to psychiatrists (N=161) at university-affiliated and private outpatient mental health practices. The survey aimed to obtain psychiatrist feedback on when the smartphone app should prompt users to contact their psychiatrists and when the app should additionally send an email alert to the psychiatrist. In addition, information was requested concerning what type of data would be most useful in a web accessible report for psychiatrists and preferences for being contacted by users. To assist in developing the decision rules, modes and cumulative percent responses were determined from the completed surveys (N=42, 26% response rate). Percent responses were also calculated for preferences and opinions concerning web accessible reports and contact preferences (Multimedia Appendix 2).

To quantify the content of the adaptive delivery options, the behavior change framework that guided the creation of the content and tools for LiveWell was used to code every page of the smartphone app [57]. This framework proposes that (1) engaging in target behaviors improves clinical and recovery outcomes, (2) behavioral determinants govern enactment of target behaviors, and (3) exposure to behavior change technique content and tool use alters behavioral determinants. Determinants and their corresponding techniques are grouped
into the following 4 domains: motivational determinants involved in developing an intention to engage in a behavior, volitional determinants involved in enacting the behavior, and environmental determinants and capabilities that impact motivational and volitional processes. This framework provides a means to label app content in terms of outcomes, targets, and determinants addressed by the behavior change techniques delivered on each app page. To quantify variation in the adaptive content delivered to users based on their current assessment data and the decision rules (Multimedia Appendix 3), app content was exported to Excel spreadsheets (Microsoft Corp) for labeling, and the labeled content was processed using custom code written and run using MATLAB (MathWorks) [57].

Results

Intervention Overview

The LiveWell intervention aims to decrease episode relapse, reduce symptom burden, and improve quality of life by assisting individuals with managing target behaviors proposed to underlie the impact of existing therapies [57-60]. LiveWell therefore engages users to support managing the signs and symptoms of relapse, taking psychiatric medications as prescribed, obtaining adequate sleep duration, and maintaining regular routines. LiveWell also addresses strengthening social support, managing stressors, and engaging in healthy habits regarding diet, exercise, and substance use.

The intervention consists of technological and human support components including a smartphone app, a secure server and website, and a coach [57-60]. The smartphone app consists of the following 5 primary components: foundations, toolbox, wellness plan, daily check-in, and daily review [57-60]. The app provides information on bipolar disorder self-management (foundations) along with self-assessment surveys and skills content (toolbox). The foundations and toolbox components support developing a personalized wellness plan for managing signs and symptoms and maintaining a healthy lifestyle. The core of the intervention is a daily check-in, where users monitor medication adherence, sleep duration, routine, and wellness levels. Based on their daily check-in data, daily review provides adaptive content and directs users to relevant app content in the foundations, toolbox, and wellness plan. A coach provides human support to facilitate app use adherence, self-management strategy use, and communication with mental health providers [58]. The secure server and website provide data summaries and alerts to providers and coaches to facilitate and support clinical care communication (Multimedia Appendix 4).

The LiveWell intervention thus has both fixed and adaptive components. In terms of fixed components, users are asked to attend an initial face-to-face meeting with a coach, complete 6 scheduled coaching calls (weeks 1-4, 6, and 16), read 2 foundations lessons per week (weeks 1-4), and use the daily check-in each day (weeks 1-16). At an initial face-to-face meeting, a coach helps users identify personalized wellness anchors to assist them in using the daily check-in’s wellness rating scale [58,59]. During the scheduled coach calls, users review progress toward their goals and receive guidance on app use (weeks 1-4), develop (week 4) and review (week 6) their personalized wellness plan, and then review their progress and commitment to ongoing use of helpful strategies (week 16). The week 16 scheduled call ends the active phase of the intervention, but users continue to have access to the app and ad hoc coaching support for 48 weeks. While the target behavioral goals and wellness plans are personalized, this personalization is determined by the user in conjunction with the coach without following a predefined algorithm and is thus operator driven and not algorithmically driven [57-60].

The adaptive components of the intervention consist of a rule-based expert system primarily embedded in the daily check-in and daily review components of the intervention. The daily check-in provides the primary user interface for populating the database containing facts about the user’s current status, but data are also collected via a weekly check-in consisting of the Patient Health Questionnaire-8 (PHQ8) and Altman Self-Rating Mania (ASRM) scales [61,62]. The knowledge base for the expert system contains the adaptive smartphone app content. It utilizes a clinical status state machine and hierarchical decision tables (if-then/elseif-then) to govern content delivery via the daily review. The daily review comprises the explanatory system and also serves as the user interface providing adaptive content delivery. The inference engine combines the current data from the user database with the knowledge base to determine the adaptive content to deliver in the moment. In addition to varying the content provided via the daily review, the expert system also controls the delivery of smartphone app pop-up messages requesting users to reach out to their clinical care providers by phone. Additionally, the expert system controls the delivery of emails to providers and coaches to stimulate clinical care communication via phone calls, and flags data in daily reports generated for coaches to promote coach clinical reach out and app use adherence phone calls [57-59].

Decision Points

Decision points are the times when the frequency, mode, or content of the intervention (ie, intervention options) is adapted [49,51,52]. For LiveWell, the decision points occur daily upon user completion of the daily check-in, as well as weekly upon completion of the weekly check-in. During a pilot study of the intervention, users were initially given the option to complete the daily check-in multiple times a day. However, allowing multiple check-ins each day did not appear to elicit user reflection about their wellness status. Instead, multiple check-ins a day seemed to be capturing momentary reactions to daily hassles and uplifts [63]. To encourage users to engage in reflective monitoring rather than in the moment rating, the daily check-in was restricted to allow only 1 check-in per day [59]. The app prompts users to check-in each day by delivering an alert in the smartphone’s notification panel. Users can select the time they first receive a daily notification in the app settings. They receive their first notification to check-in at their designated time of the day and then every 2 hours until they check-in or until they receive 3 alerts. The daily review is only accessible each day after completion of the daily check-in. As a result, no adaptive content is delivered via the daily review on days when users do not complete the daily check-in. Similarly, no adaptive content is delivered if users do not complete the weekly check-in.
Tailoring Variables

Tailoring variables are the values containing information about the user, such as clinical status or health behaviors, which are used to determine the delivery of intervention options [49,51,52]. For LiveWell, the primary tailoring variables are the target behaviors and wellness levels monitored by the daily check-in and include users self-reported psychiatric medication adherence (all, some, and none), sleep duration (hours), routine (bedtime/rissetime), and wellness rating (0 balanced, −1/+1 daily hassles/uplifts, −2/+2 prodromal/residual symptoms, −3/+3 episode, and −4/+4 crisis). These variables were selected for daily monitoring because they are consistently addressed in the core content of adjunctive psychotherapy interventions [3,16,24,31,64-66] and are readily amenable to goal setting and self-monitoring. LiveWell also contains content addressing building and using supports, managing stressors, and maintaining healthy habits regarding diet, exercise, and substance use [57-60]. However, to simplify the daily check-in and make it quick and easy to complete, these additional targets were not included for daily monitoring and use in adapting delivery of intervention options. Because of the importance of clinical status in bipolar disorder, 2 additional tailoring variables were also utilized based on data obtained from the weekly check-in (PHQ8 and ASRM scores). In addition, adherence to completing the daily and weekly check-ins was also used as a tailoring variable.

Decision Rules

Decision rules link delivery of intervention options and tailoring variables systematically. They include the values of tailoring variables (states, thresholds, and ranges) that determine which intervention option to deliver when and for whom [49,51,52]. LiveWell utilizes algorithm-driven adaptation based on fixed rules to standardize intervention option delivery [52]. In developing the decision rules for LiveWell, it was necessary to consider how variation in medication adherence, sleep duration, routine, and wellness ratings should result in the adaptation of intervention options. In addition, it was also necessary to consider how to rank the importance of variation in each variable. Because pharmacotherapy is the primary treatment for bipolar disorder [3-7], medication adherence was ranked above sleep duration in prioritizing feedback. Sleep duration was then ranked above routine because sleep duration variation is frequently identified as an early warning sign of impending episode relapse, and assisting people with identifying and making plans for managing early warning signs of relapse is an important target of most adjunctive bipolar disorder psychotherapies [67-69]. In fact, many face-to-face bipolar disorder psychotherapy studies have restricted participation to individuals in asymptomatic recovery, and the primary goal of these interventions has been relapse prevention [8-13,16]. However, an important goal of LiveWell is to increase access to self-management techniques derived from empirically supported therapies, so individuals were enrolled in the intervention as long as they were not in a current episode [57]. Because individuals with varying clinical statuses were included initially and people may enter an episode while engaged with LiveWell, clinical status was ranked as the highest priority tailoring variable. This allows the need for substantial adaptation of the treatment approach for individuals with bipolar disorder in various clinical states to be appropriately addressed. As a starting point for developing decision rules to manage clinical status variation, existing criteria for bipolar disorder episodes (mania, hypomania, depression, and mixed) and for nonepisode clinical statuses (asymptomatic and symptomatic recovery, prodromal, continuous symptomatic, and recovering) were examined (Table 1 and Table 2). The Diagnostic and Statistical Manual of Mental Disorders fourth edition (DSM4) criteria were used because prior face-to-face psychotherapy trials for bipolar disorder primarily used DSM4 episode criteria [8-16]. They were used for LiveWell’s outcome assessments [57]. Criteria for nonepisode clinical statuses were derived from the clinical monitoring form (CMF) used in a large bipolar disorder intervention study (STEP-BD) where nonepisode clinical statuses were clearly defined [70,71]. These combined criteria were used to define a clinical status state machine where transitions between the 9 possible clinical statuses for bipolar disorder are defined by 10 decision rules derived from DSM4 and the CMF (Figure 1).

The DSM4/CMF state machine highlights the relatively narrow focus of most adjunctive psychotherapies for bipolar disorder (Figure 1). These therapies primarily assist people with remaining in asymptomatic recovery by maintaining medication adherence, adequate sleep duration, and a regular routine, as well as attending to healthy habits and stressors [3,8-13,16,24,31,64,65]. In addition, these therapies assist individuals with recognizing and managing early warning signs and symptoms to avoid transitioning from asymptomatic recovery to a prodromal state and to support transitioning from a prodromal state to asymptomatic recovery rather than entering an episode (Figure 1). This state machine also highlights how entry into an episode can lead to prolonged periods of problems with symptoms; individuals can cycle between episode types, and into and out of continued symptomatic and recovering states during which they are at increased risk for episode relapse [72-74]. While this state machine clearly delineates different clinical states and transitions, assessment is complex because of the need to determine the number of symptoms as well as their type and intensity over widely varying durations (4-56 days), and the additional need to assess impairment level and the presence of psychotic symptoms or hospitalization. The DSM4/CMF data necessary to determine the clinical status states for the DSM4/CMF state machine are obtained every 8 weeks during the intervention via telephone assessments delivered by trained assessors blinded to the study arm [57]. However, because the severity of each symptom and the level of impairment due to both symptoms of mania and depression must be assessed, it was decided that this level of assessment via the app would unduly burden the user.
Table 1. Diagnostic and Statistical Manual of Mental Disorders fourth edition (DSM4)/clinical monitoring form (CMF): episode criteria.

<table>
<thead>
<tr>
<th>Clinical status (to)</th>
<th>Entry criteria</th>
<th>Number of moderate symptoms of</th>
<th>Impairment</th>
<th>Consecutive days</th>
<th>DN&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PSR&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>Yes</td>
<td>Depression ≥5</td>
<td>≥Moderate</td>
<td>≥10/14</td>
<td>7</td>
<td>5-6</td>
</tr>
<tr>
<td>Mixed</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Mania and depression&lt;sup&gt;d&lt;/sup&gt;</td>
<td>≥Moderate</td>
<td>≥7</td>
<td>6</td>
<td>5-6</td>
</tr>
<tr>
<td>Mania</td>
<td>Yes</td>
<td>Mania ≥3 if elevated; mania ≥4 if only irritable</td>
<td>≥Moderate, hospitalized, or psychosis</td>
<td>≥7 or hospitalized</td>
<td>5</td>
<td>5-6</td>
</tr>
<tr>
<td>Hypomania</td>
<td>Yes</td>
<td>Mania ≥3 if elevated; mania ≥4 if only irritable</td>
<td>&lt;Moderate, not hospitalized, psychosis</td>
<td>≥4</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

<sup>a</sup>Entry criteria: meeting consecutive day criteria; for mania/hypomania, moderate severity elevated, expansive, or irritable mood; and for depression, moderate severity depressed mood or loss of interest/pleasure. Moderate symptom and impairment criteria based on the clinical monitoring form.

<sup>b</sup>DN: decision rule number.

<sup>c</sup>PSR: psychiatric status rating; 1=no symptoms, 1.5=mild symptoms, 2=residual or prodromal symptoms, 3=moderate symptoms, 4=marked symptoms, 5=episode, and 6=severe episode.

<sup>d</sup>Criteria for mania with concurrent depressive symptoms for 5/7 consecutive days.

Table 2. Clinical monitoring form (CMF) clinical status decision rules when not in an episode.

<table>
<thead>
<tr>
<th>Clinical status (to)</th>
<th>Recovery</th>
<th>Symptom count&lt;sup&gt;a&lt;/sup&gt;/impairment</th>
<th>Consecutive days</th>
<th>DN&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PSR&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continued symptomatic</td>
<td>No</td>
<td>Symptom count &gt;2 or ≥moderate impairment</td>
<td>≥7&lt;sup&gt;d&lt;/sup&gt;</td>
<td>8</td>
<td>3-4</td>
</tr>
<tr>
<td>Prodromal</td>
<td>Yes</td>
<td>Symptom count &gt;2 or new&lt;sup&gt;e&lt;/sup&gt; or ≥moderate impairment</td>
<td>≥7&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1</td>
<td>2-4</td>
</tr>
<tr>
<td>Recovering</td>
<td>No</td>
<td>Symptom count ≤2 and &lt;moderate impairment</td>
<td>≥7&lt;sup&gt;d&lt;/sup&gt; and ≤56</td>
<td>9</td>
<td>1-2</td>
</tr>
<tr>
<td>Recovery</td>
<td>Yes</td>
<td>Symptom count ≤2 and &lt;moderate impairment</td>
<td>&gt;56</td>
<td>10</td>
<td>1-2</td>
</tr>
<tr>
<td>Symptomatic recovery</td>
<td>Yes</td>
<td>Symptom count &gt;0 but ≤2 and &lt;moderate impairment</td>
<td>≥7&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Asymptomatic recovery</td>
<td>Yes</td>
<td>Symptom count=0 and &lt;moderate impairment</td>
<td>≥7&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2</td>
<td>&lt;2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Symptom count: sum of symptom severity. If |severity| ≥1, round up; otherwise, 0. Clinical monitoring form (CMF) symptom severity scale: none=0, mild=0.5, moderate=1, marked=1.5, and severe=2.

<sup>b</sup>DN: decision rule number.

<sup>c</sup>PSR: psychiatric status rating; 1=no symptoms, 1.5=mild symptoms, 2=residual or prodromal symptoms, 3=moderate symptoms, 4=marked symptoms, 5=episode, and 6=severe episode.

<sup>d</sup>The 7 consecutive day window was selected to align with the 7-day evaluation window used for the LIFE-CMF assessments.

<sup>e</sup>Two new moderate, marked, or severe symptoms developed while in recovery.

<sup>f</sup>From prodromal or symptomatic recovery only and not from recovering.
Figure 1. Diagnostic and Statistical Manual of Mental Disorders fourth edition/clinical monitoring form clinical status state machine. Diamonds show decision rule numbers (see Table 1 and Table 2 for rule details). White rectangles, diamonds, and black lines indicate primary clinical status states and transitions addressed by most adjunctive psychotherapies for bipolar disorder and the main focus of the LiveWell intervention. Psychiatric status rating (PSR) is as follows: 1, no symptoms; 1.5, mild symptoms; 2, residual or prodromal symptoms; 3, moderate symptoms; 4, marked symptoms; 5, episode; 6, severe episode.

Thus, the clinical status state machine for the LiveWell expert system was simplified owing to the complexity of the data required for the DSM4/CMF state machine and the corresponding user assessment burden (Table 3 and Figure 2). Instead of having users rate individual symptom severity, the daily check-in uses a personalized 9-point wellness rating scale to allow users to rapidly assess their symptom burden using the daily check-in [58,59]. The clinical status assessment window was also limited to users’ last 7 daily check-ins to reflect user self-report data covering approximately the prior week depending on daily check-in adherence (Table 3). Consistent with the focus of LiveWell on episode relapse prevention, this time window aims to allow relatively rapid adjustment of intervention option delivery with clinical status variation. In addition to limiting the time window, the LiveWell state machine was also simplified by considering only the following 4 clinical states: well, prodromal, unwell, and recovering (Table 3 and Figure 2). Reducing the number of clinical states allows the daily check-in wellness ratings to be readily used to identify clinical status state transitions using the same time window for symptoms of depression and mania, thereby reducing the number of decision rules needed and providing more rapid feedback to users when they identify changes in their wellness ratings. In addition, the focus of the LiveWell intervention is on mood episode relapse prevention. The intervention thus aims to assist individuals who have recovered from a mood episode on transitioning from well to prodromal and from prodromal to unwell. If an individual enters a mood episode, the intervention aims to support the individual in working with their providers for treatment. For individuals in the recovering state, the LiveWell intervention adapts techniques developed primarily for mood episode relapse prevention [3,8-13,16,24,31,64,65], with the aim of assisting individuals in transitioning from recovering to well and avoiding transitioning from recovering to unwell. The use of only 4 clinical states for the LiveWell state machine is thus consistent with the focus of the intervention and existing studies from which the intervention content is derived.

Table 3. LiveWell clinical status decision rules.

<table>
<thead>
<tr>
<th>Clinical status (from)</th>
<th>Clinical status (to)</th>
<th>Wellness rating Criteria</th>
<th>Counta</th>
<th>Decision number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well</td>
<td>Prodromal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predromal or recovering</td>
<td>Well</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predromal or recovering</td>
<td>Unwell</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unwell</td>
<td>Recovering</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aCount of the last 7 daily check-ins meeting the wellness rating criteria.
b|WR|: absolute value of daily check-in wellness ratings.
To aid in defining the thresholds for varying clinical states and to address thresholds for medication adherence and sleep duration, an online electronic survey was sent to practicing psychiatrists to obtain their input on when intervention options should be varied (Multimedia Appendix 1). This questionnaire emphasized identifying the number of days after which psychiatrists felt individuals with bipolar disorder should shift from relying mostly on individual self-management skills and instead engage in self-management via communication and recruiting support from mental health providers. The survey thus asked when the app should deliver a prompt to users requesting that they call their psychiatrist and when the app, via the server, should send an email alert directly notifying the psychiatrist of potential issues (Multimedia Appendix 1). Most psychiatrists indicated that the app should instruct users to call them after 2 to 3 days of experiencing multiple symptoms of mania and after 3 to 4 days of experiencing multiple symptoms of depression or 1 to 2 early warning signs of mania or depression (Multimedia Appendix 2 and Multimedia Appendix 5). In terms of medication adherence, most psychiatrists indicated that the app should instruct users to call them if they reported only taking their psychiatric medications for 3 out of 7 days (43% adherence). For sleep duration, most psychiatrists indicated that the app should instruct users to call them if they reported sleeping less than 4 hours a day for 2 to 3 days and if sleeping less than usual by 3 to 4 hours or more than usual by 4 hours over 7 days. The results were less clear with regard to when psychiatrists would want to receive an email alert (Multimedia Appendix 5), which may be related to most psychiatrists (80%) preferring that their patients contact them via phone rather than via email (Multimedia Appendix 2).

After each completion of the daily check-in, the LiveWell inference engine assesses the user’s current clinical status and last 7 daily check-in wellness ratings and applies the knowledge base rules to update the user’s clinical status (Table 3 and Figure 2). The user’s initial clinical status is set by the coach using the knowledge base rules to update the user’s clinical status (Table 3 and Figure 2). The coach assists users in understanding and identifying personalized anchors indicating that a wellness rating of +2 or −2 corresponds to the presence of early warning signs or symptoms when doing well or some residual symptoms when improving from being in an episode [58]. The threshold of 4 check-ins corresponds to the DSM4 criteria for hypomania (Table 1) and to psychiatrist feedback from the survey indicating psychiatrists would like their patients to contact them when experiencing manic or depressive symptoms or early warning signs (Multimedia Appendix 5). For the transition from prodromal or recovering to unwell, a count of 5 or more for the last 7 check-ins with an absolute wellness rating value of 3 or greater was used (decision number 3 in Table 3, Figure 2). A wellness rating of 3 is defined for users as corresponding to multiple symptoms day to day, with some impairment likely indicating a mood episode. The threshold of 5 counts out of 7 corresponds to the CMF threshold for a depressive episode using DSM4 criteria (Table 1), which captures the DSM4/CMF criteria of depressive symptoms being present most days for 2 weeks (ie, 10/14 days). However, for the LiveWell clinical status state machine, the count has been reduced by half to reflect the approximately 1 week window of the state machine (ie, 5/7 days).

After the state machine determines clinical status, a hierarchical decision table is used to decide which of the 26 content categories should be delivered by the daily review (Figure 3, Multimedia Appendix 3, and Multimedia Appendix 6) [57]. Because clinical status and wellness ratings are prioritized, the daily review decision table starts by examining these variables and proceeds using an if-then/elseif-then decision tree. Thus, if a user enters a wellness rating of +4 or −4, the crisis content categories severe up or down are selected. After these 2 categories, the next 15 content categories are selected by examining the clinical status and the current wellness rating (Multimedia Appendix 3 and Multimedia Appendix 6). These content categories address continuing or improving in the clinical states unwell, prodromal, and recovering, as well as worsening symptoms (wellness ratings +3 or −3) while not in the unwell state (well, prodromal, and recovering), and the presence of early warning signs (wellness ratings +2 or −2) while in the well state (Figure 3). The decision rules for the remaining 9 categories examine user self-report data regarding medication adherence, sleep duration, and routine using data from the 4 last check-ins (Figure 3). This approximately 4-day window for deciding when to deliver content addressing these targets was selected based on the psychiatrist survey feedback (Multimedia Appendix 5).
In addition to varying the content of the daily review, the LiveWell expert system also utilizes separate decision tables to prompt users to communicate with their psychiatrists by phone and to deliver emails to activate coaches and enrolled mental health providers to reach out to users via phone (Multimedia Appendix 3 and Multimedia Appendix 7). For daily check-in data, a hierarchical decision table organizes selection of clinical reach out messages based on the presence of crisis wellness ratings (+4 or −4), transition to unwell or prodromal states, worsening symptoms when not unwell, or more severe problems with medication adherence and sleep duration (Multimedia Appendix 7). The daily check-in clinical reach out decision table thresholds are primarily derived from the psychiatrist survey feedback. A separate set of decision rules trigger clinical reach outs after the weekly check-in if the user’s score indicates new onset of a manic or depressive episode (Multimedia Appendix 7). The thresholds for the weekly check-in are set based on the psychiatrist survey feedback that most psychiatrists felt a higher threshold might be used (Multimedia Appendix 2). However, the thresholds were selected based on the request of the Northwestern University Institutional Review Board. In a report generated for coaches each day (Multimedia Appendix 8), an additional set of decision rules also flags data indicating problems with daily or weekly check-in adherence (Multimedia Appendix 7).

**Intervention Options**

Intervention options include variation in intervention frequency, mode, or content implemented at the decision points following the decision rules [49,51,52]. For LiveWell, the daily review provides the primary user interface and explanatory system delivering adaptive content to the user. The daily review utilizes a fixed format of 3 to 6 app display pages to adaptively present content for the 26 categories determined by the daily review decision rules (Multimedia Appendix 3 and Multimedia Appendix 6) [57]. The first page of the daily review provides
brief feedback about the content category being addressed and the user data indicating why that content category is deemed relevant (Figure 4). In addition, the first page of the daily review provides visual feedback regarding target goal achievement using bar graphs to display the percent of days over the last 7 days that the user met the goal for each target. The daily review then delivers additional pages of content addressing the selected category with 1 to 4 pages presented depending on the category (Multimedia Appendix 3). The final page of the daily review then reiterates the content category being addressed and provides suggestions and links to other sections of the app for review of the selected content category (Figure 4).

To reduce the potential for user fatigue when viewing the same content category multiple times, the first and last pages of the daily review randomly present one of a number of pages providing similar content stated in varying ways (Figures 4 and 5). In addition, for pages 2 to 5 of the daily review, a given page number (eg, page 2) may have multiple permutations of similar content or multiple unique pages of content that are randomly selected for presentation each time a user views a content category [57]. In some cases, a unique page of content (page 2) is linked to a subsequent unique page of content (page 3) so that only the prior page is randomly selected, but in other cases, subsequent unique pages are randomly selected. Randomly combining permuted and unique pages of content addressing a selected category allows the daily review to vary provided content about a given category over multiple views.

The content of each page is typically varied by providing information or suggesting tools to address different motivational, volitional, environmental, or capability-based determinants relevant to the selected category (Figure 5). To provide additional personalization with the aim of maintaining user engagement, some of the daily review content categories also present pages where users can select choice options which then determine the content of the subsequent daily review page. For instance, if the low-risk category is selected by the inference engine, then page 2 of the daily review allows the user to learn more about enhancing self-awareness, building a healthy lifestyle, coping with symptoms, or forming an effective team to assist with staying well (Figure 5). If the user selects lifestyle on page 2, then page 3 allows the user to select 1 of 6 categories (sleep, medication, attend, routine, tranquil, and social) to learn more about supporting different aspects of a healthy lifestyle while living with bipolar disorder.

**Figure 4.** Daily review example for the low-risk content category.
Although 26 content categories are adaptively delivered via the daily review, the content as a whole can be grouped into the following 3 tiers: (1) low, moderate, and high risk categories where the user’s clinical status is well and early warning signs or worsening symptoms are not endorsed; (2) categories where the user’s clinical status is well and early warning signs or worsening symptoms are endorsed or where the user’s clinical status is prodromal or recovering; and (3) categories where the user is in an episode or crisis (Figure 3). The first-tier categories contain most of the daily review content (71% of available pages), and their content addresses the targets sleep duration, medication adherence, managing signs and symptoms, building support, and keeping a regular routine (30%, 22%, 20%, 9%, and 8% of tier content, respectively) and the following determinants underlying engagement in these target behaviors: attitudes and perceptions, knowledge, support, evaluation, and planning (18%, 15%, 13%, 11%, and 10% of tier content, respectively). For the second-tier categories, the daily review content (22% of available pages) addresses the targets managing signs and symptoms and using supports (86% and 6% of tier content, respectively) and the following determinants: evaluation, skills, knowledge, adjustment, and practice (22%, 16%, 16%, 10%, and 7% of tier content, respectively). For the third-tier categories, the daily review content (7% of available pages) only addresses managing signs and symptoms (99% of tier content) and the following determinants: evaluation, skills, adjustment, knowledge, and support (22%, 18%, 16%, 15%, and 13% of tier content, respectively). Thus, as users move up the tiers to more acute content categories, the focus of the content shifts to managing signs and symptoms and utilizing supports (Multimedia Appendix 3). In fact, the crisis categories triggered by user entry of a wellness rating of +4 or −4 are the only categories that do not follow the general format of daily review content delivery. For these 2 categories, a single page of content without bar graphs is presented requesting that users take immediate action and contact their psychiatrists and supports, and if in danger of self-harm, call 911 or go to the nearest emergency room.

The expert system also prompts clinical care communication to reinforce the importance of engaging supports when having difficulties (Multimedia Appendix 3 and Multimedia Appendix 7). When these decision rules activate a clinical reach out, a pop-up is provided to the user asking the user to call their psychiatrist to address the selected category. To facilitate the user making this call, the pop-up includes a button linked to the psychiatrist’s phone number (Figure 6). In addition, an email is sent to the coach and enrolled providers alerting them to the situation (Multimedia Appendix 3). The coach acts on these alerts following structured protocols described in detail elsewhere [58]. Finally, when user adherence with completing daily and weekly check-ins falls below predetermined thresholds (Multimedia Appendix 7), coaches are also prompted via flagged data in the daily coaching reports (Multimedia Appendix 8). Coaches then follow-up with phone calls, texts, or emails to address adherence issues using a motivational interviewing approach [58]. Overall, the clinical reach out rules aim to shift the mode of intervention delivery from self-management using individual skills to engaging in self-management via effective communication and elicitation of support from mental health care providers and other supports.
Discussion

The expert system for adaptively delivering content and facilitating clinical care communication for LiveWell is described in detail in this paper to enable replication and ongoing improvement of adaptive MHTs. The LiveWell intervention aims to assist individuals with bipolar disorder in using self-management strategies to manage targets proposed to reduce relapse risk and symptom burden, and improve quality of life [59]. Information from empirically supported psychotherapies for bipolar disorder, health psychology behavior change theories, and chronic disease self-management models directed the selection of the tailoring variables, creation of intervention options, and development of decision rules [59]. User-centered design information guided the timing of the decision points [59]. Feedback from an electronic survey of psychiatrists was combined with existing bipolar disorder literature to define the values of the tailoring variable used in the decision rules.

Because adjunctive psychotherapies for bipolar disorder encourage individuals to manage multiple targets, it was also necessary to develop a hierarchy of tailoring variables ordered as follows: (1) managing signs and symptoms, (2) medication adherence, (3) sleep duration, and (4) routine. A simplified clinical status state machine was developed to predict clinical status based on self-reported wellness rating data. Clinical status from this state machine was then incorporated into hierarchal decision tables (if-then/elseif-then) that select content for users and alerts for providers. For each target behavior selected, intervention options address a variety of determinants proposed to govern engagement in target behaviors, including attitudes and perceptions, knowledge, support, evaluation, planning, skills, adjustment, and practice [57]. When providing adaptive content, the user interface (daily review) randomly varies information regarding different determinants and provides user choice options with the goal of reducing user fatigue when category content is delivered multiple times.

There are limitations to the expert system currently developed for the LiveWell intervention. While simplifying the clinical status state machine by using a 9-point wellness rating scale reduces the burden on the user in completing the daily check-in, the relationship between the clinical status states determined using these data and those determined by DSM4/CMF outcome assessments has not yet been identified. In addition, while feedback from providers was used to establish the thresholds for adaptive delivery of intervention content, there was significant variation in provider responses related to clinical status, medication adherence, and sleep duration. In their comments, providers also noted that these thresholds may vary between individuals and over time, and that the importance of different targets may also vary for different individuals (Multimedia Appendix 2). Additional data will thus be needed to assess how to optimize the hierarchical organization of feedback delivery and the thresholds for delivering this feedback. Despite these limitations, we hope that the comprehensive description of the expert system delivering the adaptive content for LiveWell and the underlying design decisions addressed during the development of this system will facilitate the ability to replicate, improve, implement, and disseminate effective adaptive MHTs for bipolar disorder and other mental health conditions.
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Abstract

Background: Although electrocardiography is the gold standard for heart rate (HR) recording in clinical trials, the increasing availability of smartwatch-based HR monitors opens up possibilities for drug development studies. Smartwatches allow for inexpensive, unobtrusive, and continuous HR estimation for potential detection of treatment effects outside the clinic, during daily life.

Objective: The aim of this study is to evaluate the repeatability and sensitivity of smartwatch-based HR estimates collected during a randomized clinical trial.

Methods: The data were collected as part of a multiple-dose, investigator-blinded, randomized, placebo-controlled, parallel-group study of 12 patients with Parkinson disease. After a 6-day baseline period, 4 and 8 patients were treated for 7 days with an ascending dose of placebo and clenbuterol, respectively. Throughout the study, the smartwatch provided HR and sleep state estimates. The HR estimates were quantified as the 2.5th, 50th, and 97.5th percentiles within awake and asleep segments. Linear mixed models were used to calculate the following: (1) the intraclass correlation coefficient (ICC) of estimated sleep durations, (2) the ICC and minimum detectable effect (MDE) of the HR estimates, and (3) the effect sizes of the HR estimates.

Results: Sleep duration was moderately repeatable (ICC=0.64) and was not significantly affected by study day (P=0.83), clenbuterol (P=0.43), and study day by clenbuterol (P=0.73). Clenbuterol-induced changes were detected in the asleep HR as of the first night (+3.79 beats per minute [bpm], P=0.04) and in the awake HR as of the third day (+8.79 bpm, P=0.001). The median HR while asleep had the highest repeatability (ICC=0.70). The MDE (N=12) was found to be smaller when patients were asleep (6.8 bpm to 11.7 bpm) than while awake (10.7 bpm to 22.1 bpm). Overall, the effect sizes for clenbuterol-induced changes were higher while asleep (0.49 to 2.75) than while awake (0.08 to 1.94).

Conclusions: We demonstrated the feasibility of using smartwatch-based HR estimates to detect clenbuterol-induced changes during clinical trials. The asleep HR estimates were most repeatable and sensitive to treatment effects. We conclude that smartwatch-based HR estimates obtained during daily living in a clinical trial can be used to detect and track treatment effects.

Trial Registration: Netherlands Trials Register NL8002; https://www.trialregister.nl/trial/8002

(JMIR Form Res 2021;5(12):e31890) doi:10.2196/31890
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Introduction

In early phase clinical trials, heart rhythm is one of the vital signs that is routinely measured with laboratory grade equipment (eg, electrocardiogram [ECG]) for safety and to detect adverse treatment effects [1]. Repeated recording of heart rhythm parameters, such as the heart rate (HR), provides clinically relevant information on the effects of a novel drug intervention. The monitoring of the HR aids in the detection of early signs of distress [2], for example, pharmacologically induced arrhythmias, hypotension, or gastrointestinal symptoms. Currently, there is a trend towards at-home observation of patients enrolled in clinical trials [3]. Recording of the HR in a home environment would require a system that is capable of continuous recording and is relatively user-friendly.

One of the strategies to obtain at-home recordings of the HR is to use a Holter monitor. This requires a setup in which a small device and several electrodes are attached to a patient, which could make this device cumbersome to use. Various smaller wearable devices are now widely available which include ECG patches (eg, [4,5]) or photoplethysmography (PPG) sensors integrated in wrist-worn devices [5]. While continuous monitoring using an ECG patch can be accurate and sensitive to medication (eg, [6]), wrist-worn PPG sensors are more convenient to use. Additionally, wrist-worn HR monitors using PPG sensors are relatively cheap commercial devices and may provide clinically relevant information in addition to being user-friendly. Furthermore, PPG HR estimates have shown to correlate well with ECG HR estimates in healthy participants [7,8]. The PPG sensor measures volumetric changes in blood flow within the microvasculature during the cardiac cycle [9]. In clinical trials, such monitors could be used to unobtrusively obtain estimates of the HR at home (ie, away from the clinic) and during daily life activities (eg, while asleep or awake). Therefore, if HR monitoring for a longer duration is required, smartwatch HR monitors could potentially result in shorter or fewer clinic visits, reducing the total trial costs.

Before using such a device as a biomarker source in clinical trials, the biomarker correlation with the actual HR, its repeatability, and its sensitivity need to be evaluated. HR estimates from PPG wearables have been demonstrated to correlate well with the actual HR [7,8]. Next, biomarkers must be able to produce repeatable values in the presence of measurement noise within the subject. Finally, the sensitivity of the biomarker to detect meaningful changes must be demonstrated. Before these qualities can be assessed, however, the continuous stream of HR estimates must be preprocessed into 1 or several biomarkers.

HR estimates obtained from a wearable device during physical activity may show higher variability and are less accurate than estimates obtained while at rest [10]. As a result, it is useful to distinguish between the active and rest HR estimates prior to further analysis. A relatively simple method to distinguish between rest and active estimates is by splitting the HR estimates into two groups: HR estimates while asleep and HR estimates while awake. As an alternative to asking patients to keep track of their sleep pattern by means of a diary, wearable devices can also provide information on sleep patterns (eg, sleep duration, light or deep sleep). However, while the estimated sleep duration can be considered reasonably reliable, estimates of the substates (eg, light or deep sleep) cannot [11]. Therefore, the estimated sleep start and end times can be used to split the HR stream into awake and asleep estimates.

Here, we evaluate the feasibility of using a smartwatch-based HR monitor in a clinical trial. We first evaluate the repeatability of the estimated sleep durations. Then, after evaluating the repeatability of smartwatch-obtained HR over a time period of 1 week, we present the sensitivity of the smartwatch to detect drug-induced changes in the HR. We used smartwatch-based HR monitoring in a trial of patients with Parkinson disease (PD) who were treated with clenbuterol, a β2-adrenoceptor agonist, in a placebo-controlled fashion. The work presented here was part of a trial aimed at demonstrating the central nervous system effects of the drug. The results of that trial will be reported separately.

Methods

Study Location and Ethical Approval

The work presented here is a part of an exploratory objective of a larger clinical trial. The trial was approved by the Stichting Beoordeling Ethiek Biomediisch Onderzoek ethics committee, Assen, the Netherlands, and was executed in accordance with the Declaration of Helsinki at the Centre for Human Drug Research, Leiden, the Netherlands. The trial is registered in the Netherlands Trial Register under NL8002. Here, we report the exploratory objective of evaluating the effects of clenbuterol, a direct-acting sympathomimetic with predominant β2-adrenoceptor selectivity, on HR measured with a smartwatch.

Participants

All participants provided written informed consent. A total of 12 patients with PD (10 men, 2 women; mean age 64.3 years, SD 6.6 years) participated in the trial. The trial included patients at a Hoehn and Yahr stage between 1 and 3 and a Mini Mental Status Examination score of above 25. Patients taking β-blockers or β-agonists for reasons other than for treatment of tremor were not eligible. Other medication for PD (eg, levodopa, carbidopa, and benserazide) had to be at a stable dosage for at least 3 months. Patients were otherwise healthy or stable (eg, stable hypertension for at least 3 months, stable dyslipidemia, normal or not clinically significant 12-lead ECG, normal laboratory values including hematology and chemistry values). The use of vitamin E (up to 400 IU daily), estrogens, aspirin (81 to 300 mg daily), blood pressure medications (except for adrenergic agents), and cholesterol-lowering agents was allowed if treatment was stable for 3 months prior to screening.

Study Design

This was a multiple-dose, investigator-blinded, randomized, placebo-controlled, parallel group study. The study duration was approximately 7 weeks, including a screening period of up to 31 days, but a minimum of 6 days (day –6 to day 0), a treatment period of 1 week (day 0 to day 6), and a 1-week
follow-up period. Patients started wearing the smartwatch after the screening session.

Patients were randomly assigned to either the placebo or clenbuterol treatment group with a 1:2 ratio (i.e., 4 patients were assigned to the placebo group and 8 patients were assigned to the clenbuterol group). Patients continued taking their own medication throughout the full study period. The clenbuterol dose was titrated from 20 µg on the first treatment day (i.e., day 0) to 40 µg on day 1 and 80 µg on days 2 through 6. Patients were dosed with either clenbuterol or a matching number of tablets of placebo. Since the tablets of clenbuterol and placebo were nonmatching, patients were instructed not to discuss the tablet appearance with other patients or study site staff.

Measurements

Measurements were collected using a smartwatch (Steel HR, Withings). During the screening session, patients were given a smartwatch and the Withings Health Mate app was installed on their phones. The app was configured to work with the smartwatch and connected to an account that was used to upload the measurements during the study days. Patients wore the smartwatch at least 6 days prior to the treatment period (i.e., day –6 to day 0) and continued wearing the smartwatch during the treatment period (i.e., day 0 to day 6). As the quality of the measurements is potentially variable [10], participants were instructed to position and strap the watch such that motion on the skin was minimized throughout the study period.

Data collected by the smartwatch include estimates of the HR and sleep states. The smartwatch provides an HR estimate every 10 minutes. However, when physical activity (e.g., running) is detected, the sample frequency increases. The smartwatch provided 3 discrete states for sleep: awake, light sleep, or deep sleep. Only changes in states were stored by the smartwatch. All HR samples and changes in sleep state samples contained timestamps.

Smartwatch Data Preprocessing

The smartwatch continuously captured HR for 1 week prior to treatment and 1 week after treatment (i.e., day –6 to day 6). An example HR time series of 1 patient is presented in Figure 1. The left and right panel present the HR throughout a single day and the median HR throughout the baseline period, with the shading representing the 2.5th and 97.5th HR percentiles, respectively.

![Figure 1](https://formative.jmir.org/2021/12/e31890/figure1.png)

Figure 1. (A) Smartwatch-obtained heart rate (HR) throughout a single day in a single subject. (B) Median heart rate throughout the day for a single subject, with shading between the 2.5th and 97.5th HR percentiles.

For further processing steps, we distinguished between the HR while asleep and the HR while awake. The HR while asleep is defined as all HR samples collected between the first moment the smartwatch indicated a sleep state until the last sleep state change of the following day. The HR while awake is defined as all HR samples collected outside the asleep boundaries. Asleep HR series shorter than 3 hours and nights without any detected sleep state were excluded from further analysis. For days with missing sleep states, the awake period was assumed to start at 9 AM and end at 9 PM. For each asleep or awake period and for each patient, HR series were summarized by their 2.5th, 50th, and 97.5th percentile values. From here on, these markers will be referred to as Awake-Low, Awake-Median, Awake-High, Asleep-Low, Asleep-Median, and Asleep-High.

Statistical Analysis

All data preparation and analyses were performed using the R software package (R Foundation for Statistical Computing). The linear mixed models (LMM) described below were fitted using the nlme package. Restricted maximum likelihood was used for fitting and the Kenward-Roger method was used for estimating the degrees of freedom. Contrasts between treatment days and effect sizes were estimated using the emmeans package. Statistical significance was defined as P < .05.
Repeatability of Smartwatch Sleep Duration Estimates

As HR series might be more variable while asleep than while awake (as found in [10]), the HR series were segmented into asleep and awake periods using the smartwatch-provided sleep states. To assess the reliability of patients’ sleep states, an LMM was fit to estimate if treatment affected the total sleep duration. The intercept, day (ie, day –6 to 6), treatment (ie, placebo or clenbuterol), as well as the interaction between day and treatment were included as fixed effects. Between-subject random effects were only included for the intercept. Type III \( F \) statistics were used to assess if treatment significantly explained the sleep duration variability. The reliability of sleep duration was quantified as the intraclass correlation coefficient (ICC), which is defined as the ratio between the between-subject variance and the sum of the between-subject and within-subject variance.

Repeatability and Minimum Detectable Effect of Smartwatch HR Estimates

To assess the repeatability and the minimum detectable effect (MDE) of HR estimates of the markers, only the predose data were considered. An LMM was fitted for each of the 6 markers. The intercept and day (ie, day –6 to day 0) were included as fixed effects. Between-subject random effects were only included for the intercept. The type III \( F \) statistic of the fixed effect for day was used to assess if structural day-to-day variability was present. The repeatability of each marker was quantified as the ICC.

The MDE values were calculated using an inverse sample size (n=12) calculation. For each marker, the total SD was calculated by taking the square root of the sum of within-subject and between-subject variability. The SD was then used in the inverse sample size calculation with quantiles from the \( t \)-distribution with n–1 degrees of freedom for a false positive probability of .05 and a power of .80.

Effect of Clenbuterol on the Smartwatch HR Estimates

To estimate the effect of the treatment on the smartwatch-obtained HR, an LMM was fit for each of the smartwatch markers. The intercept, day (ie, day –6 to 6), treatment (ie, placebo or clenbuterol), as well as the interaction between day and treatment were included as fixed effects. Between-subject random effects were only included for the intercept. Type III \( F \) statistics were used to assess the main and interaction effects. The estimated effects on each dosing day (day 0 to day 6) were contrasted to the average predose (day –6 to day –1) values. Bonferroni correction was applied to correct for multiple testing. The Cohen \( d \) effect size was calculated as the contrast between HR estimates after clenbuterol treatment and the averaged predose HR, divided by the square root of the sum of the between-subject and within-subject variation.

Results

All participants completed the experiment procedures. None of the patients were taking \( \beta \)-blockers or \( \beta \)-agonists. There were, on average, 116 awake and 39 asleep HR estimates available per patient per day. Due to the late inclusion of 1 patient, 5 days of baseline data were missing for this patient. Another patient reported sleepless nights due to shoulder pain, resulting in 10 missing nights for this patient. Another total of 14 nights were missing for the other patients due to missing sleep states (n=12) or nights lasting shorter than 3 hours (n=2). For the patients in the clenbuterol group, 4 out of 44 nights were missing prior to dosing and 6 out of 48 nights were missing post dosing.

Repeatability of Smartwatch Sleep Duration Estimates

The day by treatment interaction effect did not have a significant effect on the total sleep duration (\( F_{12,92.5}=0.72, P=.73 \)). The sleep duration was also not significantly affected by the main effects day (\( F_{12,92.5}=0.60, P=.83 \)) and treatment (\( F_{1,92.69}=0.69, P=.43 \)). The repeatability of the sleep duration was moderate (ICC=0.64).

Repeatability and MDE of Smartwatch HR Estimates

For all 6 repeatability models, no significant effect of day was detected on the smartwatch HR (Table 1). The repeatability values are presented in Table 2. Except for the Awake-High HR (ICC=0.23), all markers showed moderate repeatability values with ICC values ranging between 0.58 and 0.70. The Asleep-Median marker showed the best repeatability (ICC=0.70). The MDE values (both absolute and relative) are presented in Table 2. For the Awake-High marker showed the best repeatability (ICC=0.70). The MDE values (both absolute and relative) are presented in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Degrees of freedom, numerator/denominator</th>
<th>( F ) statistic</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awake</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5/50.5</td>
<td>1.44</td>
<td>.23</td>
</tr>
<tr>
<td>Median</td>
<td>5/50.4</td>
<td>0.86</td>
<td>.52</td>
</tr>
<tr>
<td>High</td>
<td>5/50.8</td>
<td>0.28</td>
<td>.92</td>
</tr>
<tr>
<td>Asleep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5/40.9</td>
<td>1.93</td>
<td>.11</td>
</tr>
<tr>
<td>Median</td>
<td>5/40.7</td>
<td>1.25</td>
<td>.30</td>
</tr>
<tr>
<td>High</td>
<td>5/40.8</td>
<td>1.14</td>
<td>.35</td>
</tr>
</tbody>
</table>

Table 1. Type III \( F \) statistics for each of the 6 models used to assess the repeatability of the smartwatch HR (heart rate). Each row depicts the values for the day effect.
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Table 2. The estimated mean predose heart rate (HR), standard error (SE), intraclass correlation coefficient (ICC), and minimum detectable effect (MDE) for each heart rate (HR) marker. The MDE percentage is relative to the estimated mean HR.

<table>
<thead>
<tr>
<th>HR marker</th>
<th>Mean (SE), bpm</th>
<th>ICC</th>
<th>MDE, bpm (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Asleep</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>57.6 (1.70)</td>
<td>0.64</td>
<td>6.84 (11.7)</td>
</tr>
<tr>
<td>Median</td>
<td>63.2 (1.36)</td>
<td>0.70</td>
<td>7.79 (12.2)</td>
</tr>
<tr>
<td>High</td>
<td>74.2 (1.94)</td>
<td>0.67</td>
<td>11.71 (15.1)</td>
</tr>
<tr>
<td><strong>Awake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>58.2 (2.03)</td>
<td>0.58</td>
<td>10.72 (18.3)</td>
</tr>
<tr>
<td>Median</td>
<td>75.4 (1.56)</td>
<td>0.65</td>
<td>11.45 (15.5)</td>
</tr>
<tr>
<td>High</td>
<td>104.1 (2.55)</td>
<td>0.23</td>
<td>22.13 (21.5)</td>
</tr>
</tbody>
</table>

a bpm: beats per minute.

Effect of Clenbuterol on Smartwatch HR Estimates

Table 3 presents the results of the 6 models used to assess the effect of clenbuterol on each of the smartwatch HR markers. The day by treatment effect is significant for all markers, except for the Awake-High marker. Post hoc comparisons between the average baseline HR and HR during treatment days are presented in Table 4 and in Figure 2. Note that the Awake-High values are not displayed in Table 4 as the day by treatment interaction term was not significant for this marker. No changes in HR were detected for any of the markers in the placebo group. In the clenbuterol group, a change in HR was detected by the Asleep-Low HR marker as of the first night after treatment (+3.79 beats per minute [bpm], \(P = .04\)). A change in HR was detected by the other asleep HR markers as of the second night (Asleep-Median: +7.9 bpm, \(P < .001\); Asleep-High: +9.5 bpm, \(P < .001\)). For the Awake HR markers, a change in HR was detected by the Awake-Low HR marker as of the third day after treatment (+8.79 bpm, \(P = .001\)). Table 5 presents the effect sizes to detect changes induced by clenbuterol. The effect sizes are generally better for the asleep HR markers than for the awake HR markers. Additionally, effect sizes increase with increasing dosages of clenbuterol.

Table 3. Type III F statistics for each of 6 models used to assess the treatment effect on the smartwatch-obtained heart rate.

<table>
<thead>
<tr>
<th>Model</th>
<th>Low (df1/df2)</th>
<th>P value</th>
<th>Median (df1/df2)</th>
<th>P value</th>
<th>High (df1/df2)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Awake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>3.05 (12/115.0)</td>
<td>.001</td>
<td>5.07 (12/115.0)</td>
<td>&lt;.001</td>
<td>1.12 (12/115.0)</td>
<td>.35</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.47 (1/10.0)</td>
<td>.51</td>
<td>0.09 (1/10.3)</td>
<td>.76</td>
<td>0.25 (1/10.0)</td>
<td>.63</td>
</tr>
<tr>
<td>Day x Treatment</td>
<td>3.52 (12/115.0)</td>
<td>&lt;.001</td>
<td>5.74 (12/115.0)</td>
<td>&lt;.001</td>
<td>0.44 (12/115.0)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Asleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>11.94 (12/91.3)</td>
<td>&lt;.001</td>
<td>10.67 (12/91.3)</td>
<td>&lt;.001</td>
<td>3.70 (12/91.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment</td>
<td>1.27 (1/10.0)</td>
<td>.29</td>
<td>0.50 (1/10.0)</td>
<td>.50</td>
<td>0.03 (1/10.0)</td>
<td>.87</td>
</tr>
<tr>
<td>Day x Treatment</td>
<td>10.20 (12/91.3)</td>
<td>&lt;.001</td>
<td>11.38 (12/91.3)</td>
<td>&lt;.001</td>
<td>4.84 (12/91.3)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Df1/df2 indicate the numerator/denominator degrees of freedom.
Table 4. Post hoc comparisons between postdose and averaged predose heart rates (mean difference ± SE). The $P$ values after Bonferroni correction are provided.

<table>
<thead>
<tr>
<th>Day</th>
<th>Low</th>
<th>$P$ value</th>
<th>Median</th>
<th>$P$ value</th>
<th>High</th>
<th>$P$ value</th>
<th>Low</th>
<th>$P$ value</th>
<th>Median</th>
<th>$P$ value</th>
<th>High</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Asleep</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Awake</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td></td>
<td></td>
<td>Median</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Median</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.79 (1.34)</td>
<td>.04</td>
<td>3.7 (1.43)</td>
<td>.08</td>
<td>4.21 (2.42)</td>
<td>.60</td>
<td>−0.68 (2.26)</td>
<td>.99</td>
<td>1.79 (1.92)</td>
<td>.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.54 (1.25)</td>
<td>&lt;.001</td>
<td>7.90 (1.33)</td>
<td>&lt;.001</td>
<td>9.50 (2.26)</td>
<td>&lt;.001</td>
<td>5.30 (2.26)</td>
<td>.15</td>
<td>5.10 (1.92)</td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>11.60 (1.18)</td>
<td>&lt;.001</td>
<td>11.87 (1.26)</td>
<td>&lt;.001</td>
<td>14.57 (2.13)</td>
<td>&lt;.001</td>
<td>8.79 (2.26)</td>
<td>.001</td>
<td>10.79 (1.92)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>13.88 (1.18)</td>
<td>&lt;.001</td>
<td>16.18 (1.26)</td>
<td>&lt;.001</td>
<td>15.47 (2.13)</td>
<td>&lt;.001</td>
<td>13.64 (2.26)</td>
<td>&lt;.001</td>
<td>14.54 (1.92)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13.49 (1.34)</td>
<td>&lt;.001</td>
<td>13.45 (1.43)</td>
<td>&lt;.001</td>
<td>12.23 (2.42)</td>
<td>&lt;.001</td>
<td>15.01 (2.26)</td>
<td>&lt;.001</td>
<td>16.35 (1.92)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14.77 (1.34)</td>
<td>&lt;.001</td>
<td>15.48 (1.43)</td>
<td>&lt;.001</td>
<td>14.62 (2.43)</td>
<td>&lt;.001</td>
<td>10.18 (2.26)</td>
<td>&lt;.001</td>
<td>11.41 (1.92)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13.85 (1.25)</td>
<td>&lt;.001</td>
<td>15.18 (1.33)</td>
<td>&lt;.001</td>
<td>14.43 (2.26)</td>
<td>&lt;.001</td>
<td>10.16 (2.26)</td>
<td>&lt;.001</td>
<td>12.22 (1.92)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>−0.66 (1.86)</td>
<td>.99</td>
<td>−1.27 (1.99)</td>
<td>.99</td>
<td>1.08 (3.37)</td>
<td>.99</td>
<td>−0.61 (3.15)</td>
<td>.99</td>
<td>−4.23 (2.67)</td>
<td>.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.27 (1.86)</td>
<td>.99</td>
<td>2.06 (1.99)</td>
<td>.99</td>
<td>2.77 (3.37)</td>
<td>.99</td>
<td>−1.45 (3.15)</td>
<td>.99</td>
<td>−2.48 (2.67)</td>
<td>.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.23 (1.86)</td>
<td>.99</td>
<td>1.23 (1.99)</td>
<td>.99</td>
<td>−2.93 (3.37)</td>
<td>.99</td>
<td>3.90 (3.15)</td>
<td>.99</td>
<td>2.02 (2.67)</td>
<td>.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>−0.46 (1.92)</td>
<td>.99</td>
<td>−0.77 (2.05)</td>
<td>.99</td>
<td>−4.80 (3.48)</td>
<td>.99</td>
<td>−0.76 (3.15)</td>
<td>.99</td>
<td>−0.48 (2.67)</td>
<td>.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.16 (1.67)</td>
<td>.99</td>
<td>−0.28 (1.78)</td>
<td>.99</td>
<td>−0.82 (3.02)</td>
<td>.99</td>
<td>−0.88 (3.15)</td>
<td>.99</td>
<td>0.02 (2.67)</td>
<td>.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.51 (1.86)</td>
<td>.99</td>
<td>−0.44 (1.99)</td>
<td>.99</td>
<td>−0.81 (3.37)</td>
<td>.99</td>
<td>−3.86 (3.15)</td>
<td>.99</td>
<td>−4.23 (2.67)</td>
<td>.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.17 (1.86)</td>
<td>.99</td>
<td>−0.94 (1.99)</td>
<td>.99</td>
<td>4.68 (3.37)</td>
<td>.99</td>
<td>0.14 (3.15)</td>
<td>.99</td>
<td>−3.98 (2.67)</td>
<td>.98</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Estimated daily heart rate (HR) changes from average baseline values. The blue circles and orange triangles indicate the HR in the placebo arm and the clenbuterol arm, respectively. The 95% confidence intervals of the estimated HR are indicated by the lines with treatment arm color and style.
higher repeatability values, asleep HR measures had lower MDE are more repeatable than when active [10]. In addition to the day. Other research groups also found that HR measures at rest be explained by the larger within-subject variability during the 2). The lower repeatability values for awake HR measures can repeatable, but most repeatable when patients were asleep (Table 4). We argue that the sleep stage estimates are fit for our purpose.

Table 5. Cohen $d$ effect sizes to detect clenbuterol treatment.

<table>
<thead>
<tr>
<th>Day</th>
<th>Asleep, $d$ effect size</th>
<th>Awake, $d$ effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>Median</td>
</tr>
<tr>
<td>0</td>
<td>0.73</td>
<td>0.63</td>
</tr>
<tr>
<td>1</td>
<td>1.25</td>
<td>1.34</td>
</tr>
<tr>
<td>2</td>
<td>2.22</td>
<td>2.01</td>
</tr>
<tr>
<td>3</td>
<td>2.66</td>
<td>2.75</td>
</tr>
<tr>
<td>4</td>
<td>2.58</td>
<td>2.28</td>
</tr>
<tr>
<td>5</td>
<td>2.83</td>
<td>2.63</td>
</tr>
<tr>
<td>6</td>
<td>2.65</td>
<td>2.58</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

HR estimates from wearable PPG sensors have been demonstrated to correlate well with the actual HR [8,10]. Here, we further explored the feasibility of using a smartwatch-based PPG HR monitor in clinical trials by assessing the repeatability and sensitivity of HR estimates. All data presented here were part of a randomized placebo-controlled trial including patients with Parkinson disease. Patients wore a smartwatch for a total duration of 13 days. HR estimates were separated into asleep and awake periods based on the smartwatch provided sleep states. After the first 6 days, patients started taking daily doses of either a placebo or clenbuterol. Clenbuterol is a $\beta_2$-adrenoceptor agonist known to increase HR [12]. Clenbuterol has been used clinically for decades and has a relatively benign safety profile. The main effects are cardiovascular, with acute increases in HR, increases in systolic blood pressure, and decreases in diastolic blood pressure. Studies in patients with reversible obstructive airways disease treated with clenbuterol have demonstrated statistically significant increases in HR [13], and case reports in humans mention tachycardia as an adverse effect [13-15].

While the smartwatch estimated sleep and awake stages, it is not clear how exactly the algorithm derives these states. The sleep duration can be estimated reasonably well using consumer smartwatches in healthy participants [11]. However, it is unknown how well this algorithm performs in a patient population and under treatment conditions. As the HR and movement is affected by clenbuterol, this could also act as a confounding parameter in the sleep state algorithm. We found, however, that the sleep duration was estimated with moderate repeatability (ICC=0.64) and was not significantly affected by the treatment. Additionally, the number of missing nights was similar both prior to treatment and during treatment. Therefore, we argue that the sleep stage estimates are fit for our purpose.

The smartwatch HR estimates were also found to be moderately repeatable, but most repeatable when patients were asleep (Table 2). The lower repeatability values for awake HR measures can be explained by the larger within-subject variability during the day. Other research groups also found that HR measures at rest are more repeatable than when active [10]. In addition to the higher repeatability values, asleep HR measures had lower MDE values suggesting higher sensitivity while patients were asleep than while patients were awake. Therefore, HR measures while asleep can be considered more repeatable and are potentially more sensitive to detecting changes in HR than HR measures while awake.

Both awake and asleep HR measures were able to detect the effect of clenbuterol (Table 3). In line with the MDE values, the asleep HR measures showed higher sensitivity than the awake HR measures. The increase in HR due to clenbuterol was detected on the first day after dosing using the asleep HR measures but was detected only after the first postdose day using the awake HR measures (Table 4). Additionally, the Awake-High HR marker was unable to detect a change at all due to the large within-subject and between-subject variability (Figure 2). On the other hand, the Asleep-Low HR marker showed the highest sensitivity. All in all, the asleep HR measures are more likely to detect medication effects than awake HR measures.

Drug development trials are generally expensive [15], especially when increasing the number of participants and trial duration (eg, phase 2 or 3 trials). Continuous HR and sleep state values are typically unavailable in clinical trials, especially when subjects are ambulant. However, smartwatches can easily be integrated in such trials for continuous monitoring of participants who go about their daily routines. Additionally, combining a smartwatch with a remote monitoring app installed on a mobile phone (eg, to track mobile phone sensor data) allows passive tracking of both social and physical activities. It should be noted, however, that many smartwatches are not marked as a medical device and therefore cannot be used for diagnostic or treatment purposes. Regardless, smartwatches can detect treatment-induced changes in the HR.

Limitations

A limitation of this study is that although the asleep HR measures showed higher sensitivity to clenbuterol-induced changes than the awake HR measures, the number of missing data points was substantially higher during the night than during the day. The data loss might be explained by the following: (1) PD-related sleep disturbances [16], (2) reduced compliance with the study protocol, or (3) the use of estimated sleep states provided by the smartwatch. Patients might find the smartwatch unpleasant to wear during the night and decide to either loosen the strap or remove the watch from the wrist. Additionally, at
least 1 patient mentioned having trouble falling asleep and being restless throughout the night. This could result in either sleepless nights or inaccurate estimates of sleep states. Instead of relying on estimated sleep states, a fixed time window could be used (eg, between 11 PM and 6 AM).

Another limitation is the arbitrary choice for the quantification of the HR time series. Although we demonstrate that these are sensitive to treatment-induced changes in the HR, other percentiles could have been chosen as well. More sophisticated time series analysis could be used to describe the HR patterns (eg, nonlinear regression analysis). The second arbitrary choice we made in this study is that we assumed patients to be awake between 9 AM and 9 PM when sleep states were missing during the night. Such a choice can be improved by, for example, adding a pedometer or other sensor to detect steps or movements.

Conclusion
We demonstrated the feasibility of using smartwatch-based HR measurement in early phase clinical trials. The smartwatch was able to detect drug-induced changes in the HR without the need for patients to be present in-clinic. Additionally, such devices allow researchers to obtain frequently sampled HR estimates with limited discomfort for the patient. We demonstrated that HR estimates captured while asleep were more repeatable and most sensitive to drug-induced changes than measures taken while awake. Future studies for validation of commercially available devices should include larger sample sizes and could also include other relevant cardiac parameters, such as the HR variability.
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Abstract

Background: Stroke, a cerebrovascular disease, is one of the major causes of death. It causes significant health and financial burdens for both patients and health care systems. One of the important risk factors for stroke is health-related behavior, which is becoming an increasingly important focus of prevention. Many machine learning models have been built to predict the risk of stroke or to automatically diagnose stroke, using predictors such as lifestyle factors or radiological imaging. However, there have been no models built using data from lab tests.

Objective: The aim of this study was to apply computational methods using machine learning techniques to predict stroke from lab test data.

Methods: We used the National Health and Nutrition Examination Survey data sets with three different data selection methods (ie, without data resampling, with data imputation, and with data resampling) to develop predictive models. We used four machine learning classifiers and six performance measures to evaluate the performance of the models.

Results: We found that accurate and sensitive machine learning models can be created to predict stroke from lab test data. Our results show that the data resampling approach performed the best compared to the other two data selection techniques. Prediction with the random forest algorithm, which was the best algorithm tested, achieved an accuracy, sensitivity, specificity, positive predictive value, negative predictive value, and area under the curve of 0.96, 0.97, 0.96, 0.75, 0.99, and 0.97, respectively, when all of the attributes were used.

Conclusions: The predictive model, built using data from lab tests, was easy to use and had high accuracy. In future studies, we aim to use data that reflect different types of stroke and to explore the data to build a prediction model for each type.

(JMIR Form Res 2021;5(12):e23440) doi:10.2196/23440
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Introduction

Stroke is a neurological deficit, primarily because of acute central nervous system focal injury caused by a vascular issue. It is a major cause of disability and death worldwide [1]. It estimated that the overall prevalence of stroke in the United States is 2.5%, and about 7 million Americans over the age of 20 years have experienced a stroke. The condition has a significant negative impact on patients’ health and quality of life. It also has a negative impact on hospital services and the availability of beds and was estimated to cost the US economy about US $351.2 billion between 2014 and 2015 [2].
two types of stroke: ischemic and hemorrhagic. Hemorrhagic stroke occurs because of a burst vessel that leads to bleeding in the brain, whereas ischemic stroke occurs because of a blockage of the arteries of the brain. Ischemic strokes are the most common, comprising 85% to 90% of all strokes [3]. This condition can be prevented by promoting health and increasing awareness of risk factors. There are many risk factors related to lifestyle, including obesity, diet, alcohol intake, and lack of physical activity [4]. Underlying conditions, such as diabetes, hypertension, and cardiovascular diseases, may also lead to stroke. Therefore, proper self-management of these diseases and the pursuit of a healthy lifestyle may prevent the occurrence of stroke.

In 2019, the American College of Cardiology/American Heart Association released the Guidelines on the Primary Prevention of Cardiovascular Disease. The guideline recommends a complete assessment and examination of patients who are at risk of developing blockages in their arteries that may lead to a heart attack or stroke and might die as a result [5]. Now more than ever, physicians can access clinical evidence to identify high-risk patients using approaches such as acquiring a complete patient history and conducting thorough physical exams for risk assessment. Patient records contain many useful predictive factors, such as patient demographic (e.g., age and gender), lifestyle (e.g., diet and physical activity), and existing medical condition factors (e.g., diabetes and hypertension), that might lead to stroke [5]. The growth of arterial blockages and decades of damage to blood vessels, which may lead to stroke, are often associated with these risk factors. If physicians can assess the risks of stroke easily and conveniently, strokes could be prevented at an earlier stage. This approach could save lives and reduce the economic burden of health care services. In the age of artificial intelligence and machine learning, a clinical decision support system has been developed to assist physicians to diagnose and identify individuals with a high risk of stroke. The potential of applying machine learning technologies in the cardiovascular domain is significant, from identifying individuals with a high risk of stroke [6,7] to predicting outcomes of patients following treatment [8,9]. Most of these studies use either health habits and lifestyle factors, such as smoking or alcohol consumption; conditions that predispose to strokes, such as hypertension and diabetes mellitus; or neuroimaging, such as computed tomography and magnetic resonance imaging, to either classify or predict the disease.

Besides assessing known risk factors for stroke, scientists are trying to develop lab tests that can predict stroke. One of the major advantages of using lab test results for prediction is that lab tests are commonly collected in clinical settings, and the information is often well documented in patients’ records. In this study, we explored data-driven approaches using supervised machine learning models to predict the risk of stroke from different lab tests.

Several studies have been able to identify independent laboratory tests that are correlated with stroke using descriptive statistical analysis. Sughrue et al [10] conducted a retrospective study in 2013 that identified 35 tests with a statistically significant correlation with a future stroke diagnosis. The most informative were for various types of cholesterol. Two of these 35 laboratory tests were urine tests, and 33 were blood, serum, or plasma tests. Some tests were positively associated with an outcome of stroke (i.e., neutrophil count and percent; CD3+, CD8+, and T8 suppressor cells; monocytes; eosinophils; and CD3 cells), and others were negatively correlated (i.e., hematocrit and lymphocytes). Their results show that it is possible to correlate future stroke with collected lab test data. Farah and Samra [11] conducted a retrospective study investigating the association between the neutrophil-to-lymphocyte ratio (NLR), mean platelet volume (MPV), and the risk of stroke. Two-tailed t tests showed no significant differences in the stroke group’s MPV values compared with those in the control group. However, the NLRs of the stroke patients were significantly different compared with those of the control group. That study indicated the existence of a correlation between the level of NLR and stroke risk. NLR levels have been shown to be higher in stroke patients than in control groups. Feng et al [12] reviewed the scientific literature on the potential role and the possible epidemiological relationships between red cell distribution width (RDW) and ischemic stroke in a meta-analysis of 40 manuscripts from China National Knowledge Infrastructure and PubMed databases. They reported that patients with stroke had higher levels of RDW than those without strokes. Another study by Kaya et al [13] also investigated the association between baseline RDW level and stroke risk in patients with heart failure. These authors found that heart failure patients suffering from stroke had significantly increased basal RDW levels (mean 16.9, SD 1.4, vs mean 14.8, SD 1.6; P<.001) and serum uric acid levels (mean 8.8, SD 1.7, vs mean 7.5, SD 1.1; P=.027) compared with patients without stroke, according to the propensity score analysis. Giles et al [14] used data from a national cohort to investigate whether low folate levels were associated with ischemic stroke and found that folate concentrations of ≤9.2 nmol/L could be a risk factor for ischemic stroke (relative risk 1.37, 95% CI 0.82-2.29). Another study by Qin et al [15] concluded that there is a significant risk of first ischemic stroke in hypertensive patients with low levels of folate and vitamin B12.

These studies demonstrate the value of lab test results for predicting stroke. Our study aimed to leverage lab test results to build machine learning models for stroke prediction. We prepared the data sets using three data selection techniques for this study. After that, for each data selection technique, we applied four individual machine learning classifiers to prepare prediction models. We measured the performance of each prediction model using six different performance measures. Our results indicate that the data resampling technique outperformed the decision tree and random forest classifiers.

**Methods**

**Overview**

**Figure 1** shows the outline of our investigation. In the first step, we collected data from the National Health and Nutrition Examination Survey (NHANES). In the second step, we selected the data using three data techniques for our prediction models. The first one was conducted without data resampling, the second...
one included data imputation, and the third one was conducted with data resampling. We used 10-fold cross-validation to perform the train and test approach. To train models, we used four different machine learning classifiers, and six performance measures were used to assess the performance of the models. The elaborated descriptions of the data sets, classifiers, and performance metrics that were used are given below.

**Figure 1.** Flow diagram of the study methodology. NHANES: National Health and Nutrition Examination Survey.

---

### Data Collection

The NHANES survey was conducted to examine the health and nutritional status of adults and children in the United States; “NHANES is a major program of the National Center for Health Statistics (NCHS). NCHS is part of the Centers for Disease Control and Prevention (CDC) and has the responsibility for producing vital and health statistics for the Nation” [16]. The data sets contain five domains: demographics, dietary data, examination data, laboratory data, and questioner data. Each domain contains several subdomains. Our focus was on data sets that contain information about laboratory tests. The data sets are available from 1999 to 2017, and we considered data from 2011 to 2015. The total number of participants was 15,714 during this period. To reduce the impact of imbalanced data, we noted that in the entire data set, there were about 17% of participants who had experienced a stroke. Therefore, we included total of 4186 participants, of whom 608 (14.5%) had experienced a stroke (Figure 2). The list of data attributes is shown in Table 1. The data sets contained 21 attributes, including each patient’s age and gender as well as other lab test information for each respective patient. The data sets and their information are available online [16], where the data are presented from the year 2000 to the current year. For this study, the data were collected for each year and combined using the sequence number (SEQN). After combining and cleaning the data, we used the Waikato Environment for Knowledge Analysis (WEKA; version 3.8.0) system to build and test machine learning models.
Figure 2. Participant selection and prevalence of stroke in the National Health and Nutrition Examination Survey (NHANES).

Table 1. List of the data attributes.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Years</td>
</tr>
<tr>
<td>Gender</td>
<td>N/A</td>
</tr>
<tr>
<td>Albumin, urine</td>
<td>μg/mL</td>
</tr>
<tr>
<td>Creatinine, urine</td>
<td>mg/dL</td>
</tr>
<tr>
<td>White blood cell count</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Monocytes</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Segmented neutrophils</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Basophils</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Red blood cell count</td>
<td>Million cells/μL</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>g/dL</td>
</tr>
<tr>
<td>Hematocrit</td>
<td>%</td>
</tr>
<tr>
<td>Mean cell volume</td>
<td>fl</td>
</tr>
<tr>
<td>Mean cell hemoglobin</td>
<td>pg</td>
</tr>
<tr>
<td>Mean corpuscular hemoglobin</td>
<td>g/dL</td>
</tr>
<tr>
<td>Red cell distribution width</td>
<td>%</td>
</tr>
<tr>
<td>Platelet count</td>
<td>1000 cells/μL</td>
</tr>
<tr>
<td>Mean platelet volume</td>
<td>fl</td>
</tr>
<tr>
<td>Cotinine, serum</td>
<td>ng/mL</td>
</tr>
<tr>
<td>Red blood cell folate</td>
<td>mg/dL</td>
</tr>
</tbody>
</table>

a All data types were numeric, except for “gender,” which was nominal.
b N/A: not applicable; this type of data did not have units.

Classification

Several different machine learning algorithms can handle a binary classification problem. In this study, we used four machine learning algorithms: naïve Bayes, BayesNet, J48 (Java implementation of C4.5 algorithm), and random forest. The performance of the algorithms was evaluated and compared for
stroke prediction using lab test results as features. Details of the algorithms are as follows:

- The J48 algorithm creates a tree based on the C4.5 algorithm with pruning.
- The random forest algorithm creates a forest of random trees and outputs the mode of the classes created by individual trees.
- The naïve Bayes algorithm creates a classifier based on the naïve Bayes method, which assumes that all attributes are independent.
- The BayesNet algorithm creates a classifier based on non-naïve Bayes, which does not assume that all attributes are independent.

In the cross-validation approach, the data sets are divided into several equal portions; in general, 5-fold and 10-fold cross-validations are used when the data sets are equally divided into 5 and 10 portions [17]. With this approach, for each simulation, one portion of each data set is used to train the prediction model and the rest are used for validation. In this study, we used 10-fold cross-validation and, in this process, we divided the whole of each data set into 10 equal parts; each time, 10% of each data set was used to train the model and 90% was used for validation. In this task, three data analyses were conducted where the first data analysis applied each of the machine learning techniques on the data sets without data manipulation or resampling. The aim was to determine the baseline for the data sets among the various machine learning techniques. The imputation of missing data set entries was conducted in the second analysis. In statistics, imputation entails substituting missing data with values calculated using any of a number of techniques [18]. Imputation is a useful technique in remedying missing data, since missing data may lead to inaccurate predictions. We used the default ReplaceMissingValue filter in WEKA, which replaces all missing values for nominal and numeric attributes in a data set with the modes and means from the training data. Most of the features had 5% missing values, and one feature had 11% missing values. After the imputation of the missing data, data resampling was conducted in the third analysis. Data resampling is a commonly used technique, since training may result in nonuniformity of class labels. In this case, the resampling technique was applied to select a specific subset of data points for model training [19]. After resampling the data, the results of the first analysis should be improved because of the balancing of the data set distribution. A balanced distribution was achieved through the use of WEKA, which randomly resamples the data. Based on the available theoretical knowledge about resampling and imputation in statistics, the results after the third analysis should be improved.

Evaluation Metrics

Model accuracy was evaluated based on the following measures: recall or sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), accuracy, and area under the curve (AUC) (or area under the receiver operating characteristic [ROC] curve) to compare the four classifiers. Details of these measures are as follows:

- Sensitivity, also known as recall or true positive rate, is the number of true positives divided by the number of true positives plus the number of false negatives. It is the likelihood that the patient has a high risk of stroke [20].
- Specificity, also known as the true negative rate, is the proportion of individuals classified as nonstroke to the total number of actual nonstroke cases. It is the likelihood that a patient who does not have a risk of stroke will have a negative result [21].
- PPV, also known as precision, is the number of true positives divided by the number of true positives plus the number of false positives. It is the proportion of individuals who have suffered a stroke to the total number of participants classified as having a risk of stroke [22].
- NPV is the percentage of negative tests in patients who are free from the disease or the proportion of individuals who have not suffered a stroke to the total number of participants classified as not having a risk of stroke [22].
- Overall accuracy is the number of correctly classified instances over the total size of the data set [20].
- The AUC is the area under the ROC curve, which is constructed by plotting the true positive rate against the true negative rate [23].

We will also look at the Pearson correlation coefficient value of each independent predictor to investigate the relationship between each lab test and risk of stroke.

Results

In the NHANES data sets, 608 participants suffered from a stroke from 2011 to 2015. The median age of participants who had a stroke was 51 years for both men and women. The numbers of men and women who had a stroke were 220 (36.2%) and 190 (31.3%), respectively; 198 (32.6%) participants did not reveal their gender identity.

After the data collection process, the data were analyzed in three ways: without data resampling, with data imputation, and with data resampling. Data resampling techniques were used to tackle data imbalance problems in the data sets. These sampling techniques are widely used in machine learning–based prediction models in different areas [24]. Our first analysis was done without the data resampling technique, where the four machine learning algorithms were applied directly to the data sets. The first analysis produced poor results for all four classifiers. The best sensitivity rate among the classifiers in the first analysis was for the BayesNet model, followed by the naïve Bayes model. In the second analysis, we applied the data imputation technique to the data sets, which replaced missing values and deleted features that had more than 50% missing values; the prediction accuracy improved for all models, except for the naïve Bayes model, whose performance decreased slightly after replacing the missing values.

In the third analysis, we resampled the data. After resampling, the prediction accuracy improved significantly for both the decision tree and random forest models, but only slightly for the naïve Bayes and BayesNet models. Table 2 shows the scores of accuracy, sensitivity, specificity, PPV, NPV, and AUC, according to the three data analysis techniques and four
classifiers. The table shows that the random forest model was the best classifier with the data resampling technique. Figures 3 and 4 show the score comparisons among the three data selection techniques for the decision tree and random forest models, respectively. We considered the decision tree and random forest classifiers to compare the performance, as they significantly improved the performance in the third analysis. Both figures clearly show that the third analysis, the data resampling technique, outperformed the other two techniques for the decision tree and random forest classifiers.

Table 2. Results of three data analysis techniques.

<table>
<thead>
<tr>
<th>Technique and classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV(^a)</th>
<th>NPV(^b)</th>
<th>AUC(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Without data resampling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.82</td>
<td>0.34</td>
<td>0.88</td>
<td>0.27</td>
<td>0.91</td>
<td>0.76</td>
</tr>
<tr>
<td>BayesNet</td>
<td>0.82</td>
<td>0.38</td>
<td>0.89</td>
<td>0.37</td>
<td>0.90</td>
<td>0.88</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.83</td>
<td>0.33</td>
<td>0.87</td>
<td>0.14</td>
<td>0.95</td>
<td>0.73</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.86</td>
<td>0.55</td>
<td>0.86</td>
<td>0.01</td>
<td>0.99</td>
<td>0.87</td>
</tr>
<tr>
<td><strong>Data imputation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.81</td>
<td>0.32</td>
<td>0.88</td>
<td>0.25</td>
<td>0.91</td>
<td>0.74</td>
</tr>
<tr>
<td>BayesNet</td>
<td>0.86</td>
<td>0.53</td>
<td>0.92</td>
<td>0.54</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.88</td>
<td>0.61</td>
<td>0.91</td>
<td>0.46</td>
<td>0.95</td>
<td>0.74</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.90</td>
<td>0.89</td>
<td>0.90</td>
<td>0.33</td>
<td>0.99</td>
<td>0.85</td>
</tr>
<tr>
<td><strong>Data resampling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.82</td>
<td>0.33</td>
<td>0.88</td>
<td>0.29</td>
<td>0.90</td>
<td>0.74</td>
</tr>
<tr>
<td>BayesNet</td>
<td>0.87</td>
<td>0.53</td>
<td>0.93</td>
<td>0.57</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.93</td>
<td>0.76</td>
<td>0.95</td>
<td>0.72</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.75</td>
<td>0.99</td>
<td>0.97</td>
</tr>
</tbody>
</table>

\(^a\)PPV: positive predictive value.
\(^b\)NPV: negative predictive value.
\(^c\)AUC: area under the curve.

Figure 3. Performance comparison among three data selection techniques for the decision tree model. AUC: area under the curve; NPV: negative predictive value; PPV: positive predictive value.
Figure 4. Performance comparison among three data selection techniques for the random forest model. AUC: area under the curve; NPV: negative predictive value; PPV: positive predictive value.

Table 3 shows the results from Pearson correlation analysis of the independent predictors.

<table>
<thead>
<tr>
<th>Independent predictor of stroke</th>
<th>Pearson correlation coefficient (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.26</td>
</tr>
<tr>
<td>Gender</td>
<td>0.13</td>
</tr>
<tr>
<td>Red cell distribution width (%)</td>
<td>0.18</td>
</tr>
<tr>
<td>Lymphocytes (%)</td>
<td>0.15</td>
</tr>
<tr>
<td>Red blood cell folate (ng/mL)</td>
<td>0.13</td>
</tr>
<tr>
<td>Segmented neutrophils (%)</td>
<td>0.12</td>
</tr>
<tr>
<td>Hemoglobin (g/dL)</td>
<td>0.11</td>
</tr>
<tr>
<td>Red blood cell count (million cells/μL)</td>
<td>0.11</td>
</tr>
<tr>
<td>Hematocrit (%)</td>
<td>0.09</td>
</tr>
<tr>
<td>Lymphocytes (1000 cells/μL)</td>
<td>0.08</td>
</tr>
<tr>
<td>Segmented neutrophils (1000 cell/μL)</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

From the previous section, we noticed that our models had the potential to perform stroke prediction using lab test data. Our results show that the random forest model was the best classifier after conducting the data resampling technique.

Also, several observations can be made from the results in Table 3. We identified nine lab tests, in addition to age and gender, that effectively correlated with stroke occurrence. These correlations were calculated using the Pearson correlation coefficient. These results align with other research that showed a linear relationship between some of these variables and stroke. Several studies have shown that age is correlated with the risk of stroke. According to Muntner et al [2], stroke incidence doubles after the age of 45 years, and 70% of all strokes occur over the age of 65 years. Many studies have investigated the relationship between baseline RDW and stroke. They found that elevated RDW is a risk factor in ischemic stroke [12,13,25].

One of the novel correlations that were found in this study is the lymphocyte percentage. Lymphocytes are white blood cells, including B cells, T cells, and natural killer cells. Lymphocyte percentage is positively associated with stroke occurrence. There have been no studies suggesting that lymphocyte percentage can be a predictor of stroke, but different studies have examined the use of immune cells as biomarkers to predict stroke outcome [26,27]. There is one study that showed a negative correlation between hematocrit and stroke occurrence [10]. Folate deficiency has various clinical manifestations. Our finding that serum folate level was correlated with the risk of stroke is in line with the finding of Giles et al [14], who found that a serum folate concentration of ≤9.2 nmol/L may slightly increase the risk for ischemic stroke. Other studies have shown that folic acid therapy involving folic acid, vitamin B12, and vitamin B6 reduced the risk of ischemic stroke [15,28]. Neutrophils, which are normally the most abundant circulating white blood cells and respond quickly to infection, also contribute to the main processes causing an ischemic stroke, as they facilitate the development of blood clots. Neutrophils are, therefore, also of
considerable importance as targets for treating and preventing ischemic stroke [29]. A study by Sughrue et al [10] produced results similar to ours regarding the positive association between neutrophils and stroke occurrence. Hemoglobin levels can predict the risk of stroke. Observational studies have reported an independent association between red blood cell count, hematocrit, and hemoglobin concentration and the risk of developing stroke [30,31].

The correlations between these different lab tests and stroke were found in several studies. However, this is the first study that used all of these different attributes to build a prediction model using machine learning algorithms. Our results showed that a prediction model can be created using the random forest algorithm and could achieve an accuracy of 0.96.

Conclusions

Machine learning applications are becoming more widely used in the healthcare sector. The prediction of stroke using machine learning algorithms has been studied extensively. However, no previous work has explored the prediction of stroke using lab tests. The results of several laboratory tests are correlated with stroke. Building a prediction model that can predict the risk of stroke from lab test data could save lives. In this study, we created a prediction model using the random forest algorithm and achieved a 96% accuracy rate. The model can be integrated with electronic health records to provide a real-time prediction of stroke from lab tests. Because of the nature of the data, we could not predict the type of stroke: hemorrhagic or ischemic. In future studies, we aim to use data that provide information about different types of stroke to build prediction models for each type.
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Abstract

Background: Machine learning applications in the health care domain can have a great impact on people’s lives. At the same time, medical data is usually big, requiring a significant number of computational resources. Although this might not be a problem for the wide adoption of machine learning tools in high-income countries, the availability of computational resources can be limited in low-income countries and on mobile devices. This can limit many people from benefiting from the advancement in machine learning applications in the field of health care.

Objective: In this study, we explore three methods to increase the computational efficiency and reduce model sizes of either recurrent neural networks (RNNs) or feedforward deep neural networks (DNNs) without compromising their accuracy.

Methods: We used inpatient mortality prediction as our case analysis upon review of an intensive care unit dataset. We reduced the size of RNN and DNN by applying pruning of “unused” neurons. Additionally, we modified the RNN structure by adding a hidden layer to the RNN cell but reducing the total number of recurrent layers to accomplish a reduction of the total parameters used in the network. Finally, we implemented quantization on DNN by forcing the weights to be 8 bits instead of 32 bits.

Results: We found that all methods increased implementation efficiency, including training speed, memory size, and inference speed, without reducing the accuracy of mortality prediction.

Conclusions: Our findings suggest that neural network condensation allows for the implementation of sophisticated neural network algorithms on devices with lower computational resources.

(JMIR Form Res 2021;5(12):e20767) doi:10.2196/20767
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Introduction

Machine learning applications for health care can have a great impact on people’s lives. Currently, the possibilities for machine learning in health care include diagnostic systems, biochemical analysis, image analysis, and drug development. One of the most significant challenges in using machine learning for health care applications is that data is usually huge and sparse, requiring important computational resources, especially for overparameterized deep neural networks (DNNs). Consequently, the availability of computational resources to use such tools can limit their widespread use, such as for people who live in low-income countries and for those who want to run diagnostic apps on their own mobile devices.

In this study, we set in-hospital mortality prediction as a case study to explore the various ways of improving efficiency (ie, training speed, memory size, and inference speed) of neural network–based algorithms. Mortality prediction is a well-
medical machine learning application wherein the mortality of a patient after being transferred to the intensive care unit (ICU) can be predicted based on their vital signs, laboratory tests, demographics, and other factors. Mortality prediction is important in clinical settings because such a prediction can help determine the declining state and need for intervention. We built baseline models with either recurrent neural network (RNN) or dense neural network architectures, based on which we explored efficiency improvements via neural network condensation without sacrificing the prediction accuracy. An RNN is a class of artificial neural networks wherein connections between nodes form a directed graph along a temporal sequence that consider a sequence of input in a recurrent manner. RNNs are widely used in clinical informatics in tasks such as temporal data analysis and clinical natural language processing.

Reduction of complexity and improvement of efficiency of artificial neural networks is an active field of research, wherein a wide range of methods have been explored. One representative example is neural network pruning, wherein a fraction of weights is removed from the trained model and the “lottery ticket” is found when the remaining weight can still be quickly trained with competitive loss and accuracy [1-3]. There are more fancy pruning approaches where the authors use another neural network to learn and conduct the best pruning decisions considering the network to be pruned (ie, the backbone neural network). For example, Lin et al [4] developed a method called runtime neural pruning to model their pruning process as a Markov decision process and use reinforcement learning for training via an additional RNN. Zhong et al [5], on the other hand, used long short-term memory (LSTM) to guide an end-to-end pruning of the backbone neural network. Some other previous works have converted the neural network condensation into an optimization problem where parameters are penalized under some norm [6-9]. One RNN-specific condensation method is that instead of embedding information into multiple recurrent layers, we only use one recurrent layer but extend the capacity of the RNN unit (cell) by incorporating more hidden layers within the cell. Dai et al [10] showed that DNNs were inserted between the recurrent layer and the input (masking) layer for each gate in the LSTM to form an LSTM embedded with hidden layers (ie, hLSTM). Such an architecture can, in principle, be more efficient (ie, fewer number of parameters and higher training speed). There is another posttraining condensation method called quantization, wherein parameters originally stored in a 32-bit floating point format are forcibly converted to 8 fixed bits [11]. Other methods used for neural network condensation include, but are not limited to, binarization of neural networks [12], knowledge distillation [13], and Huffman coding [14]. In this paper, we describe the use of hLSTM, neural network pruning, and quantization to condense the size of neural networks and increase speed while maintaining their prediction accuracy.

### Methods

#### Intensive Care Unit Data

We used the Medical Information Mart for Intensive Care–III (MIMIC-III) critical care database for the implementation of our models [15]. In all, 53,423 distinct hospital adult patients admitted to critical care units between 2001 and 2012 are included in this database. We excluded all neonatal and pediatric patients (aged 18 years or younger at the time of ICU stay) because the physiology of pediatric critical care patients differs significantly from that of adults [16]. We also excluded any hospital admissions with multiple ICU stays or transfers between different ICU units. The final cohort comprised 33,798 unique patients, with a total of 42,276 hospital admissions and ICU stays. Of these 33,798 patients, we defined a test set of 5070 (15%) patient stays. In-hospital mortality was determined by comparing patient date of death with hospital admission and discharge times. The mortality rate within the cohort was 10.9%. The median age of adult patients was 65.8 (SD 11.3) years, and 55.9% (18,893/33,798) patients were male. A mean of 4579 (SD 721.7) charted observations and 380 (SD 215.8) laboratory measurements, as well as other static information, are available for each hospital admission.

#### Table 1. Summary of patient data (N=33,798).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortality during ICU³ stay, n (%)</td>
<td>3717 (10.9)</td>
</tr>
<tr>
<td>Age in years, median (SD)</td>
<td>65.8 (11.3)</td>
</tr>
<tr>
<td>Male participants</td>
<td>18,893 (55.9)</td>
</tr>
</tbody>
</table>

³ICU: intensive care unit.

#### Data Prepossessing

Data were collected from the MIMIC-III database. Only data from the first 48 hours were used as inputs in our analysis. For the purpose of this study, 76 features were selected for analysis (see examples listed in Textbox 1). Some features may appear multiple times (in different means or conditions) and are thus regarded as independent features. We resampled the time series into regularly spaced intervals. If there were multiple measurements of the same variable in the same interval, we used the value of the last measurement. We imputed the missing values using the previous value, if it exists, or a prespecified “normal” [16] value, otherwise. In addition, we added a binary mask input for each variable, indicating the time steps that contain a true (vs imputed) measurement [17]. Categorical variables were encoded using a one-hot vector at each time step. Then, the inputs were normalized by subtracting the mean and dividing it by the SD value. Statistics were calculated per variable after imputation of missing values.
Textbox 1. Examples of the 76 features selected for the analysis.

- pH
- Fraction-inspired oxygen
- Systolic blood pressure
- Height
- Weight
- Oxygen saturation
- Diastolic blood pressure
- Glucose
- Temperature
- Mean blood pressure
- Capillary refill rate
- Respiratory rate
- Heart rate
- Fraction inspired oxygen
- Glasgow Coma Scale–50

Performance Metrics

Classification accuracy of all models were measured using area under the receiver operating curve AUROC (also called AUCROC) on the test set. Sizes of model were measured by the number of parameters and sizes of the saved model file. Inference speed was calculated based on time taken to make predictions on test data and was normalized per patient. We used Python 3.6, Keras 2.2.4 with TensorFlow 1.1.2, as the backend for the analysis.

RNN Model

Our RNN baseline model is designed as an RNN consisting of a masking layer, two LSTM layers, a dropout layer, and a dense output layer, as shown in Figure 1. We chose two layers of LSTM because, based on a literature review, we identified this structure to be the one with the best performance in the MIMIC-III mortality prediction work [16]. The masking layer masks (skips) the time step for all downstream layers if the values of input tensor at the time step are all equal to zero, which represents missing data for that time step. The first layer of LSTM takes in the original 76 features and generates a 16-feature hidden state based on the hidden state of the previous step and the new incoming observation. Then, such a hidden state is forward to the entrance of the second LSTM layer, which produces another 16-feature hidden state at each step. A dropout layer is followed by the last-step hidden state of the second LSTM layer to prevent complex coadaptations of the neurons. Finally, a dense layer is used to generate a soft 0/1 mortality prediction. The training was conducted using Adam algorithm with a dropout rate of 0.3 between layers and a learn rate of 0.001. In this study, hyperparameters were chosen by grid searching based on performance on the validation set.
hLSTM Model

Besides pruning upon RNN, we also tried another way by inserting an additional hidden dense layer into the inner gates of LSTM, which we called hLSTM, to improve the “power” of the LSTM. For a traditional LSTM, the inner structure is as follows:

\[
\begin{align*}
W & \text{ represents recurrent kernel matrices of the gates; and } b \\
& \text{ represents corresponding bias terms. Moreover, } f, i, o, c, h, x, h \\
& \text{ represent the forget gate, input gate, output gate, vector for cell updates, input, hidden state, and cell state, respectively. Subscript } t \\
& \text{ indicates the time step. For hLSTM, the recurrent layer in equation } 1 \text{ is modified as follows:}
\end{align*}
\]

Feedforward DNN Model

Our baseline feed forward artificial neural network—commonly called DNN—used in this project consists of three fully connected layers, a dropout layer, and an output layer. The fully connected layers have 256, 128, and 64 neurons, respectively, and they use rectified linear unit (ReLU) as the activation function. The dropout layer has a probabilistic dropout rate of 0.5. Sigmoid function was used as activation at the output layer. The loss function used was binary cross-entropy, and the optimization algorithm used was Adam. The baseline DNN model and the pruned DNN model (pDNN) were all trained for 20 epochs, using a batch size of 8. The input into the DNN model has the same feature set as LSTM model but does not consider time series information. The values were calculated by averaging nonmissing values across time steps.

Neural Network Pruning

All neural network prunings were conducted at the channel level, which means a neuron and all its inputs and outputs were removed from the model if the neuron is pruned. Keras surgeon library in python was used for pruning. In each layer, neurons were pruned if their mean weight across all inputs from the previous layer were below the set quantiles (ie, 25% and 50% in this study). The original model was trained for 1 epoch before pruning and was trained for another 19 epochs after pruning.

Neural Network Quantization

Quantization was applied on the DNN model post training. Parameters, including weights and activation, originally stored in a 32-bit floating point format were converted to 8 bits using TensorFlow Lite. A uniform quantization strategy was used, as previously described [11]. Considering the range of float point values in the model to be \((F_{\text{min}}; F_{\text{max}})\), all the floating-point values were quantized into the range \((0; 255)\) as 8 bits in a uniform manner, where \(F_{\text{min}}\) corresponds to 0 and \(F_{\text{max}}\) corresponds to 255.

The quantization process is

\[
\text{where } x \text{ is the floating-point variable, } x_q \text{ is the quantized variable, and}
\]

Results

Recurrent Artificial Neural Network Condensation: hLSTM and Pruned LSTM

Recurrent artificial neural networks (or simply, RNNs) are a group of machine learning models widely used in clinical settings that take sequential or time series information as the
input. However, training of RNNs and running inference from RNNs are relatively computationally intensive. In order to enable the machine learning algorithms to be used on devices with limited computational power, such as those in high-income countries and on mobile devices, we used three strategies to reduce the storage size of the model and to increase the speed of training and inference (Figure 2).

We built a baseline RNN using two layers of LSTM neurons to predict ICU mortality rates using MIMIC-III dataset [15]. After training, the baseline RNN model achieved a decent performance of AUROC of 0.85 (Table 2).

Figure 2. Neural network condensation methods. (A) Hidden-layer long short-term memory (LSTM). Instead of single fix layer nonlinearity for gate control of LSTM, multiple layer neural network with ReLu as activation were used to enhance the gate controls. In this way, fewer layers of LSTMs were needed to build a model with similar performance. (B) A large portion of parameters in artificial neural networks are redundant. We pruned 50% of the channels (neurons) with the lowest weights in each layer to reduce size and complexity of the neural network. (C) Most artificial neuron network implementation in research settings uses 32- or 64-bit floating points for model parameters. We quantized the parameters to 8 bits after training to reduce sizes of the models. DNN: dense neural network.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters, n</th>
<th>File size (kb)</th>
<th>Inference (seconds per sample)</th>
<th>Training time (seconds; 20 epochs)</th>
<th>Test AUROC (last epoch)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline LSTM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>8081</td>
<td>129</td>
<td>523</td>
<td>4890</td>
<td>0.836</td>
</tr>
<tr>
<td>Pruned LSTM</td>
<td>3273</td>
<td>73</td>
<td>318</td>
<td>4990</td>
<td>0.853</td>
</tr>
<tr>
<td>Hidden-layer LSTM</td>
<td>6993</td>
<td>111</td>
<td>254</td>
<td>3000</td>
<td>0.860</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating curve.  
<sup>b</sup>LSTM: long short-term memory.

The first strategy was to modify the LSTM cell to increase the representation power of each layer. We modified the original neural network structure and added an additional hidden layer into the original LSTM class, wherein one additional layer called “hidden kernel” was inserted between the input kernel and the recurrent kernel (see equation 4). By using this strategy, we replaced the old 2-layer LSTM with only one layer of hLSTM, such that we simplified the overall structure by trying to embed the same quantity of information in this single “condensate” layer.
Both the baseline model and the hLSTM model with only one layer of hLSTM are trained under the same settings. The comparison of AUROC and accuracy is shown in Figure 3. The number of parameters for these two models are listed in Table 2. This simplified model with a single layer of hLSTM beats the baseline model 2-fold in training speed, achieving a 32% reduction in parameter numbers while simultaneously maintaining a higher AUROC at the same time.

Figure 3. Accuracy, model size, and inference speed of feedforward recurrent and neural networks (RNNs) after different types of condensation. (A) Area under the receiver operating characteristic curve (AUROC) of various models. (B) Various model sizes in memory. (C) Inference speed of various models. Models included the RNN baseline model with two layers of long-term short memory (LSTM), pruned LSTM (pLSTM) model, and one hidden layer inserted in LSTM (hLSTM); deep neural network (DNN) baseline model; pruned DNN (pDNN) model; quantized DNN (qDNN) model.

Another method to condense RNN models is pruning, in which some unessential neurons of the RNN model are removed to minimize model size and increase speed. About 50% of LSTM neurons with lowest weights in each hidden layer were pruned after the first epoch of training. The pruned LSTM only has half of the number parameters of the original LSTM, but it achieves a similar level of accuracy, yielding an AUROC of 0.85 (Figure 4). The inference speed of pruned LSTM also doubled compared with the original LSTM (Table 2).
Feedforward Neural Network Condensation: Pruning and Quantization

Feedforward neural network, or commonly called DNN if it has multiple hidden layers, is another widely used form of machine learning in clinical settings. We trained DNN with 3 hidden layers, consisting of 256, 128, and 64 neurons in each layer, to enable ICU mortality prediction. The baseline DNN achieved an AUROC of 0.82, using patient data collected within the first 48 hours after admission. We explored two methods to condense the size of the DNN. The first method, called pruning, used the pruning strategy as in RNN; for this purpose, 50% of the channels were pruned after the first epoch of training, the prediction accuracy of the pDNN maintained at the same level as the original DNN, and the inference speed doubled (Table 3). The second strategy involved quantization, which refers to the process of reducing the number of bits that represent a number. In the context of this project, the predominant numerical format used was a 32-bit floating point. We used an after-training-quantization strategy to represent the parameters of the DNN model using 8-bit integers (ie, quantized DNN or qDNN). This method reduced storage size of the DNN model by 5 times without incurring significant loss in accuracy (Table 3). We also compared the overall performances of DNN condensation with those of RNN, as shown in Figure 3.

Table 3. Feedforward neural network condensation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters, n</th>
<th>File size (kb)</th>
<th>Inference (seconds per sample)</th>
<th>Training time (seconds;20 epochs)</th>
<th>Test AUROC(^a) (last epoch)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline DNN(^b)</td>
<td>60,929</td>
<td>767</td>
<td>20</td>
<td>3300</td>
<td>0.82</td>
</tr>
<tr>
<td>Pruned DNN</td>
<td>27,312</td>
<td>315</td>
<td>10</td>
<td>3310</td>
<td>0.81</td>
</tr>
<tr>
<td>Quantized DNN</td>
<td>60,929</td>
<td>64</td>
<td>15</td>
<td>N/A(^c)</td>
<td>0.82</td>
</tr>
</tbody>
</table>

\(^a\)AUROC: area under the receiver operating curve.
\(^b\)DNN:
\(^c\)N/A: not applicable.

Discussion

In this study, we were able to use data from the MIMIC-III database [15] to train in-hospital mortality neural network models with high accuracy and conduct model condensation with different methods to gain efficiency (eg, memory size reduction and increased speed) without compromising accuracy. We implemented different neural network architectures for both RNNs and dense neural networks; thus, our methods can add value in both settings. We pioneered RNN pruning with clinical implementation and our condensation treatments aiming at higher efficiency can be extended to other medical applications using similar data, and probably to nonmedical applications as well. In addition, in medical settings, model calibration is conducted after initial model training. Calibration can be
conducted using various training schemes and early stopping strategies. The model condensation method proposed in this study significantly reduces the number of parameters and will help make model calibration easier. The major limitation of the neural network condensation method is that although our proposed method significantly reduces the sizes of different models and their computational costs in training, the final model sizes after condensation are still proportional to the original model sizes. Therefore, if further model size reduction is warranted, a combination of better model design and neural network condensation will be required.
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Abstract

Background: The number of colleges and universities with smoke- or tobacco-free campus policies has been increasing. The effects of campus smoking policies on overall sentiment, particularly among young adult populations, are more difficult to assess owing to the changing tobacco and e-cigarette product landscape and differential attitudes toward policy implementation and enforcement.

Objective: The goal of the study was to retrospectively assess the campus climate toward tobacco use by comparing tweets from California universities with and those without smoke- or tobacco-free campus policies.

Methods: Geolocated Twitter posts from 2015 were collected using the Twitter public application programming interface in combination with cloud computing services on Amazon Web Services. Posts were filtered for tobacco products and behavior-related keywords. A total of 42,877,339 posts were collected from 2015, with 2837 originating from a University of California or California State University campus, and 758 of these manually verified as being about smoking. Chi-square tests were conducted to determine if there were significant differences in tweet user sentiments between campuses that were smoke- or tobacco-free (all University of California campuses and California State University, Fullerton) compared to those that were not. A separate content analysis of tweets included in chi-square tests was conducted to identify major themes by campus smoking policy status.

Results: The percentage of positive sentiment tweets toward tobacco use was higher on campuses without a smoke- or tobacco-free campus policy than on campuses with a smoke- or tobacco-free campus policy (76.7% vs 66.4%, P<.03). Higher positive sentiment on campuses without a smoke- or tobacco-free campus policy may have been driven by general comments about one’s own smoking behavior and comments about smoking as a general behavior. Positive sentiment tweets originating from campuses without a smoke- or tobacco-free policy had greater variation in tweet type, which may have also contributed to differences in sentiment among universities.

Conclusions: Our study introduces preliminary data suggesting that campus smoke- and tobacco-free policies are associated with a reduction in positive sentiment toward smoking. However, continued expressions and intentions to smoke and reports of
one’s own smoking among Twitter users suggest a need for more research to better understand the dynamics between implementation of smoke- and tobacco-free policies and resulting tobacco behavioral sentiment.

(JMIR Form Res 2021;5(12):e33331) doi:10.2196/33331
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Introduction

The number of colleges and universities with smoke- or tobacco-free campus policies has been increasing [1-4]. As of July 2020, there were an estimated 2542 completely smoke-free campus sites (including 2104 completely tobacco-free sites), 2176 of which prohibit e-cigarette use everywhere [5]. Existing evidence suggests that smoke- and tobacco-free campus policies are well-received by the campus community [6,7] and norms shift to greater disapproval of tobacco use on campus [7]. Smoking rates appear to decline after the implementation of smoke- and tobacco-free campus policies [8,9], though e-cigarette use may increase after smoking restrictions are implemented [9,10]. Comparison of policies across universities suggests that stronger policies are associated with reduced second-hand smoke exposure [11], smoking behavior [11,12], and seeing others smoking [12].

The effects of campus smoking policies on overall sentiment, particularly among young adults, are more difficult to assess given the changing tobacco and e-cigarette product landscape and differential attitudes toward policy implementation and enforcement. Geolocating social media posts to specific spatiotemporal areas allows for comparison of in situ smoking-related attitudes and behaviors, including between campuses with and without smoke- or tobacco-free campuses. Hence, geolocation information available from publicly available social media Twitter posts represents an opportunity to garner infoveillance-generated insights retrospective to the policy implementation periods.

Public 4-year universities in California provide a unique comparison for assessing tobacco-related attitudes and behaviors during policy implementation. The state has two public 4-year university systems, the University of California (UC) and California State University (CSU). As of January 2014, a systemwide tobacco-free policy went into effect on all UC campuses prohibiting tobacco use, including e-cigarettes, on campus grounds [13]. The CSU followed suit with a systemwide policy effective September 2017 [14]. The intervening period provided an opportunity to assess the impact of the different system policies on campus tobacco-related attitudes and behaviors. Hence, the goal of the study was to retrospectively compare campus climate toward tobacco use (without respect to type of smoking product) between universities with and those without smoke- or tobacco-free campus policies using geolocated data from Twitter.

Methods

Data Collection

Geolocated Twitter posts from 2015, a year after which the UC system had enacted its systemwide tobacco-free policy and prior to enactment in the CSU system, were used to conduct a retrospective analysis of smoking-themed tweets geofenced from UC and CSU campuses (one CSU campus—Fullerton—enacted its own smokefree policy effective August 2013). Data collection was conducted using the Twitter public application programming interface in combination with cloud computing services on Amazon Web Services. Data were filtered for messages that included geospatial coordinates enabled by users. These data were collected in JSON format and stored in a relational database, with information on the date and time of the post, hyperlink to the original tweet, text of the tweet, and geospatial coordinates.

Posts were selected for further analysis if they included any of the following keywords associated with tobacco products and behavior: bids, cigarette, cigarettes, cigarillos, cigars, ciggie, class, dip, e-cig, hookah, huqqa, joint, JUUL, kreteks, Marlboro, Newport, njoy, pipe, roll-up, shaq, smoke, smoking, snuff, snus, tobacco, vape, vaped, vapejuice, vapor, vapes, vapine, vapor, waterpipe, waxpen, or weed. Keywords were selected and adopted on the basis of prior studies [15,16] and because they were related to college life or tobacco products according to manual searches conducted on Twitter. For the sake of parsimony, the top 2 leading brands of cigarette sold in the United States (Marlboro and Newport), which were also the most commonly mentioned brands in tweets related to college life as revealed from manual searches conducted on Twitter, were also included in the list of keywords.

Tweets that included these keywords were then further filtered to identify those physically originating (ie, geofenced) from CSU or UC campuses using base maps of these schools available from the Stanford Prevention Research Center [17], which the authors visually assessed for concurrent validity with school boundaries in satellite imagery via Google Maps. Latitude and longitude coordinates for posts containing keywords were loaded into ArcGIS Desktop (version 10.6) and the clipping function was used to omit tweets outside of CSU or UC campus shape files.

Quantitative Data Analysis

Human annotators manually assessed posts relating to the study theme corresponding to user-generated tobacco products or related behavior, for face validity. Human annotators were trained in tobacco research and have participated in prior research infoveillance research [18,19]. Posts were manually
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annotated for positive, negative, or neutral sentiment toward smoking. These attributes were selected by 2 authors, with high interrater reliability (Cohen $\kappa=0.96$). Discrepancies were resolved through discussion among all authors. Chi-square tests were conducted to determine if there were significant differences in sentiment between campuses that were smoke- or tobacco-free (all UC campuses and CSU, Fullerton) compared to those that were not.

**Qualitative Content Analysis**

A separate content analysis of tweets with smoking-related sentiment was conducted by the first author to identify central themes [20]. Tweets were imported into Atlas.ti (version 8) [21]. Each tweet was a recording unit and mutually exclusive. All tweets were coded for the smoking policy of the campus from which it originated (tobacco- or smoke-free vs non–tobacco- or –smoke-free). A general inductive approach was then used to develop a coding framework for tweets to assess thematic content [22]. Once the coding scheme was developed, tweets were coded and analyzed for major themes by campus smoking policy type.

**Results**

A total of 42,877,339 posts with smoking-related keywords were collected from 2015, with 2837 originating from a UC or CSU system campus, and 758 of these manually verified as being associated with user-generated smoking behavior discussions. Among Twitter posts for which positive or negative sentiment was identified (396 posts from 286 unique users), 66.4% ($n=89$) of posts originating from smoke- and tobacco-free campuses had a positive sentiment toward tobacco products compared to 76.7% ($n=201$) of posts originating from campuses without smoke- or tobacco-free campus policies ($P=.03$). Figure 1 shows geocoding of positive and negative sentiment tweets from the CSU (A) and UC (B) campuses from which the greatest number of tweets originated.

![Figure 1. Map depicting geocoding of positive and negative sentiment tweets from California State University (A) and University of California (B) campuses, which had the greatest number of tweets.](image)

Four thematic categories of negative sentiment tweets and 9 thematic categories of positive sentiment tweets emerged from the data (Table 1). Content analysis identified 2 dominant themes among negative sentiment tweets on campuses with smoke- and tobacco-free policies: observations of others smoking on campus (likely in violation of existing policies) and displeasure associated with the smell of cigarettes or smokers (Table 2). Assessment of positive sentiment tweets between campuses suggests that the difference in positive sentiment may be driven by the larger number of general comments about one’s own smoking behavior and comments about smoking as a general behavior. A greater variety in types of positive sentiment tweets originating from campuses without a smoke- or tobacco-free policy may have also contributed to differences in sentiment toward smoking between campuses with and those without smoke-free policies; these include urging others to smoke, expression of positive opinions about smoking, and attraction to people who smoke or environments where smoking occurs, though none of these alone were considered dominant themes.
Table 1. Thematic categories of smoking-related tweets originating from public 4-year universities by sentiment, California, 2015.

<table>
<thead>
<tr>
<th>Category</th>
<th>Deidentified examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment tweets</strong></td>
<td></td>
</tr>
<tr>
<td>Observation of others smoking on campus</td>
<td>• This [person] is smoking a hookah pen in class […] is that necessary (^a)</td>
</tr>
<tr>
<td></td>
<td>• Thanks to all the people who smoke at [deleted]. The second hand smoke is real (^b)</td>
</tr>
<tr>
<td>Smell of cigarettes or smokers</td>
<td>• Why did [deleted] who smells like cigarettes sit in front of me (^a)</td>
</tr>
<tr>
<td></td>
<td>• [deleted] next to me straight smells like cigarettes &amp; I wanna throw up (^b)</td>
</tr>
<tr>
<td>Support for smoke- or tobacco-free policy</td>
<td>• It's a no smoking campus [deleted]. #caughingmylungsaout (^a)</td>
</tr>
<tr>
<td></td>
<td>• Want to make our campus smoke free hate [deleted] (^b)</td>
</tr>
<tr>
<td>Opinions against smoking</td>
<td>• Smoking cigarettes is giving [deleted] a death sentence. Guhross (^b)</td>
</tr>
<tr>
<td><strong>Positive sentiment tweets</strong></td>
<td></td>
</tr>
<tr>
<td>Expression of desire to smoke</td>
<td>• tryna smoke but [deleted] is down (^a)</td>
</tr>
<tr>
<td></td>
<td>• Is it too early to smoke? (^b)</td>
</tr>
<tr>
<td>Report of one’s own smoking</td>
<td>• Smoke break (^a)</td>
</tr>
<tr>
<td></td>
<td>• [That] was [some] strong af hookah (^b)</td>
</tr>
<tr>
<td>Intention to smoke</td>
<td>• Revising my paper […] as I wait for someone so we can go smoke (^a)</td>
</tr>
<tr>
<td></td>
<td>• If anyone needs me I'll be smoking cigarettes […] (^b)</td>
</tr>
<tr>
<td>Opposition to campus smoking policy</td>
<td>• [Delete] has a smoke free campus bs man (^a)</td>
</tr>
<tr>
<td>General comments about one’s smoking behavior</td>
<td>• I don't smoke anymore [delete] … But i also don't smoke any less (^b)</td>
</tr>
<tr>
<td>Comments about smoking as general behavior</td>
<td>• Smoke […] eat […] live […] (^b)</td>
</tr>
<tr>
<td>Urging others to smoke</td>
<td>• @--------- go smoke with him (^b)</td>
</tr>
<tr>
<td>Positive opinions about smoking</td>
<td>• [To] all the people smoking cigarettes at least you aren't vaping (^b)</td>
</tr>
<tr>
<td>Attraction to people who smoke or environments where smoking occurs</td>
<td>• Oddly attracted to how [delete] look smoking a cigarette (^b)</td>
</tr>
</tbody>
</table>

\(^a\)Tweet originating from a campus with a smoke- or tobacco-free campus policy.
\(^b\)Tweet originating from a campus without a smoke- or tobacco-free campus policy.

Table 2. Dominant smoking-related themes originating from public 4-year universities by sentiment and campus smoking policy type, California, 2015.

<table>
<thead>
<tr>
<th>Campus type</th>
<th>Negative sentiment</th>
<th>Positive sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campuses with smoke- or tobacco-free policies</td>
<td>• Observations of others smoking on campus (n=11)</td>
<td>• Expressions of desire to smoke (n=22)</td>
</tr>
<tr>
<td></td>
<td>• Smell of cigarettes or smokers (n=8)</td>
<td>• Reports of one’s own smoking (n=10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Intention to smoke (n=8)</td>
</tr>
<tr>
<td>Campuses without smoke- or tobacco-free policies</td>
<td>• Opinions opposed to smoking (n=10)</td>
<td>• Expressions of desire to smoke (n=36)</td>
</tr>
<tr>
<td></td>
<td>• Observations of others smoking on campus (n=8)</td>
<td>• Reports of one’s own smoking (n=23)</td>
</tr>
<tr>
<td></td>
<td>• Smell of cigarettes or smokers (n=7)</td>
<td>• General comments about one’s own smoking behavior (n=18)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Comments about smoking as a general behavior (n=18)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Intention to smoke (n=14)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
Quantitative analysis of tweets originating from campuses of public 4-year universities in California revealed a significant difference in sentiment toward smoking by campus smoking policy status, with a higher proportion of positive sentiment tweets originating from campuses without smoke- or tobacco-free policies, but an overall high percentage of positive sentiment regardless of campus smoking policy type. Greater positive sentiment may have been driven by more tweets containing general comments about one’s own smoking behavior and comments about smoking as a general behavior and a greater variety in types of positive sentiment tweets.

Comparison With Prior Work
Negative sentiment toward smoking was identified on both campus types, but universities without a smoke- or tobacco-free policy had much higher numbers of positive sentiment tweets in two categories: general comments about one’s own smoking behavior and comments about smoking as a general behavior. These differences may indicate policy passage and implementation at smoke- and tobacco-free campuses may be associated with less positive sentiment toward smoking, consistent with other studies [6,7]. Though efforts such as outreach programs and infrastructure changes may help with policy compliance [23-25], continued effort is needed to change norms around campus smoking and increase policy buy-in. These efforts should be ongoing and consistent, facilitating broad involvement of campus constituents in the policy implementation process. Additionally, twitter posts expressing a desire and intention to smoke as well as self-reported smoking suggest a need to more actively promote cessation on all campuses [24-25]. Future studies should also assess whether sentiment may significantly differ on the basis of different tobacco, e-cigarette, and other smoking product use, particularly in the context of introduction of new products and bans on products (eg, flavored products) that are popular among youth and young adults.

Limitations
Data collected for this study were limited to Twitter users who enabled geolocation, which may have introduced bias in the volume and types of tweets or Twitter users for whom data were collected. Additionally, this study only reviewed data from a single calendar year to assess differences in sentiment between California universities with and those without smoke- or tobacco-free campus policies, though examining tweets from subsequent years (2016 and 2017) may have yielded additional user sentiment after policy implementation. Another limitation is the constrained contextual information available in some tweets (eg, such as references to “smoking” without mention of a specific product), found mainly among tweets expressing an intention to smoke, which may have referred to marijuana and not tobacco products. We also did not restrict our data set to one tweet per user, though a user expressing negative or positive sentiment may be more likely to have a similar sentiment in other tweets they post. The rationale for this approach included the detection of both second- and first-hand accounts of smoking behavior, which could relate to multiple smoking behavior instances and the possibility that this could lead to possible underestimation of expressed sentiment toward alleged violations of campus smoking bans. Finally, this is an ecological study assessing the relationship between a survey of smoking-related social media posts from college campuses and the policies on those campuses. Associations uncovered in this study may not apply to individuals, and the effect of college policies on sentiment should be further investigated in studies with a breadth of individual participants whose selection is representative of the campus population.

Conclusions
Among Twitter users in California public universities, the overall sentiment toward tobacco products and use is high, although positive sentiment is higher on campuses without smoke- or tobacco-free campus policies. Smoke- and tobacco-free policy initiatives, including implementation, may help reduce positive sentiment toward smoking on college campuses and should be strengthened to maximally increase their impact.
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Abstract

Background: Telehealth has provided many researchers, especially those conducting psychosocial research, with the tools necessary to transition from in-person to remote clinical trials during the COVID-19 pandemic. A growing body of research supports the effectiveness of telemental health for a variety of psychiatric conditions, but few studies have examined telemental health for individuals with comorbid medical diagnoses. Furthermore, little is known about the remote implementation of clinical trials examining telemental health interventions.

Objective: This paper outlines the procedural modifications used to facilitate conversion of an in-person randomized controlled trial of cognitive behavioral therapy (CBT) for depression in individuals with traumatic brain injury (TBI; CBT-TBI) to a telemental health study administered remotely.

Methods: Given the nature of remote implementation and specific challenges experienced by individuals with TBI, considerations related to treatment delivery, remote consent, data management, neuropsychological assessment, safety monitoring, and delivery of supportive material have been discussed. Feasibility, acceptability, and safety were evaluated by examining attendance and participant responses on self-report measures of treatment satisfaction and suicidal behavior.

Results: High rates of treatment attendance, assessment completion, study retention, and satisfaction with the intervention and modality were reported by participants who completed at least one telemental health CBT-TBI session.

Conclusions: Study modifications are necessary when conducting a study remotely, and special attention should be paid to comorbidities and population-specific challenges (eg, cognitive impairment). Preliminary data support the feasibility, acceptability, and safety of remotely conducting a randomized controlled trial of CBT-TBI.

Trial Registration: ClinicalTrials.gov NCT03307070; https://clinicaltrials.gov/ct2/show/NCT03307070
KEYWORDS
COVID-19; telemental health; clinical trial; traumatic brain injury; depression; cognitive behavioral therapy

Introduction

The COVID-19 pandemic has had significant impacts on the conduct of clinical research. As a result of stay-at-home orders, most in-person clinical trials for nonsalvifng interventions were suddenly halted, leaving many active research participants and teams in limbo. Many researchers were forced to choose between pausing their research projects, with a threat to scientific productivity, and modifying procedures to implement remote approaches [1].

Psychosocial research (eg, investigation of psychological treatments) is well positioned to be conducted remotely. Telemental health, the application of telecommunications to provide mental health services from a distance, has grown exponentially during the COVID-19 pandemic [2] and includes the use of a wide range of technologies to deliver synchronous (eg, live videoconferencing or telephone calls) and asynchronous interventions (eg, web-based interventions completed without a clinician present) [3]. This paper primarily focuses on the use of synchronous exchanges with telephone and videoconferencing to facilitate the remote implementation of assessment and psychotherapy in the context of a clinical trial for depression that was conducted in-person prior to the pandemic. The transition to remote study implementation was supported by a growing body of research demonstrating the effectiveness of telemental health services across many populations (eg, adults, children, and older adults) and for a range of psychiatric conditions [4], including depression [5], anxiety [6], and posttraumatic stress disorder [7]. In fact, real-time telemental health (ie, videoconferencing or telephone) is as effective as face-to-face treatment in reducing depressive symptoms [3,8]. Furthermore, treatment satisfaction and therapeutic alliance are similar among patients engaged in telemental health (videoconferencing and telephone-based interventions) and in-person treatment [9]. Effective implementation of protocols for remotely assessing and managing suicide risk further supports the feasibility of conducting clinical trials that examine telemental health interventions for individuals with depression [10].

Despite the significant promise of telemental health for many individuals with depression, individuals with various comorbid medical diagnoses may experience distinct challenges that serve as barriers to effectively utilizing telemental health interventions and participating in clinical research implemented remotely. In our work with individuals who have sustained traumatic brain injury (TBI), the impacts of TBI sequelae, including cognitive difficulties (eg, impaired focus and attention, and executive dysfunction) and sensitivity to light/screens, present unique challenges to participation in telemental health. Nevertheless, preliminary evidence suggests that individuals with major depressive disorder (MDD) and complicated mild to severe TBI experience similar reductions in depressive symptoms after 16 weeks of in-person and telephone-delivered cognitive behavioral therapy (CBT), and report similarly high rates of treatment satisfaction and strong therapeutic alliance [11]. Although we have been unable to identify studies examining the use of videoconferencing for the delivery of individual psychotherapy for adults with depression and TBI, there is support for the feasibility of using videoconferencing for group CBT to improve emotion regulation after TBI [12] and problem-solving-based telemental health for improving behavior and family functioning in children with TBI [13]. Furthermore, support for the feasibility of video-based telehealth in adults with TBI [14] suggests that telemental health interventions adapted for this population may also be feasible.

Given the mounting evidence for telemental health research as a feasible alternative to face-to-face participation in clinical trials and the public health restrictions during the COVID-19 pandemic, in March 2020, we transitioned our National Institutes of Health (NIH)-funded, in-person randomized controlled trial (RCT) of CBT for depression in individuals with TBI (CBT-TBI) to a remotely delivered telemental health study. In this paper, we discuss the study modifications that were implemented to maximize the feasibility, acceptability, and safety of remote study participation for individuals with depression and TBI. Preliminary evidence of feasibility, acceptability, and safety is examined among individuals who began the study in-person and transitioned to remote procedures, as well as participants who completed all procedures remotely.

Methods

Participants

Study participants were enrolled in an ongoing randomized waitlist-controlled trial (target N=40) piloting a 12-week individual CBT for depression that was adapted for individuals with TBI. The aims of the parent trial were to evaluate the feasibility and acceptability of the intervention (primary), as well as the potential efficacy in reducing depressive severity (secondary). As of August 27, 2021, the ongoing RCT enrolled (consented) a total of 33 participants, of which 18 participants were enrolled in-person and 15 participants were enrolled remotely. The clinical trial began in-person recruitment in April 2019 and transitioned to remote procedures on March 16, 2020, which remains ongoing at the time of writing. Of the 33 enrolled participants, 8 completed all study visits in-person, 6 completed a combination of in-person and telemental health sessions, 2 were enrolled in-person but completed all CBT-TBI sessions remotely, 7 completed all study visits remotely, 3 were deemed ineligible at the screening session (1 in-person and 2 remote), 2 discontinued (during remote CBT-TBI), 1 was lost to follow-up, and 3 determined they did not have time to participate (immediately after remote enrollment). One participant remains active at the time of writing. The feasibility and safety analyses presented below include participants who completed one or more CBT-TBI sessions remotely. Acceptability data include participants who completed one or more CBT-TBI sessions
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remotely and completed the study (defined as attending all 12 intervention sessions; n=12), as well as 1 participant who terminated CBT-TBI early but completed end-of-study assessments. Participants in this subsample of the ongoing RCT (n=18) were between the ages of 21 and 69 years (mean 39.2 years, SD 16.3 years), and the majority were white (n=14, 78%), non-Hispanic or Latino (n=15, 83%), and highly educated (n=10, 56% with at least 4 years of college). Just over half of the sample (n=10, 56%) were women, while less than half the sample (n=8, 44%) were married or in a relationship.

**Procedures**

All study procedures, including pandemic-related modifications, were approved by the Massachusetts General Hospital Institutional Review Board. Adults with clinically significant depressive symptoms and a history of moderate-to-severe TBI were included in the study (see Multimedia Appendix 1 for the full study criteria [15-18]).

The initial screening visit included informed consent, diagnostic and symptom evaluation with a study clinician, and a neuropsychological battery that was completed in-person prior to March 2020 and remotely since April 2020. Participants also completed a series of baseline self-report measures of mood; suicidality; and cognitive, social, and emotional functioning, using a secure web-based platform (REDCap). Eligible participants were then randomized to 12 weeks of a newly developed manualized cognitive behavioral treatment for depression adapted for individuals with TBI (CBT-TBI) or a 12-week waitlist. The intervention included psychoeducation, behavioral activation, goal setting, cognitive restructuring, and relapse prevention. CBT-TBI was adapted for individuals with TBI by incorporating the following strategies: repetition, patient workbook with session summaries and forced choice worksheets, modified thought records, therapeutic use of neuropsychological testing results, individually tailored text messages/between-session reminders, and daily use of an activity monitoring device (Fitbit Charge 3). Individuals in both conditions completed bimonthly phone assessments of depressive symptoms with an independent evaluator. Weekly 50 to 60-minute individual CBT-TBI sessions were delivered by a master’s or doctoral-level clinician in-person until March 16, 2020, and via Zoom videoconferencing (or telephone, when needed) thereafter. At the end of 12 weeks, all participants completed a postassessment, which included clinician-rated and self-rated measures, as well as repeat neuropsychological testing. Individuals randomized to the waitlist condition could receive CBT-TBI upon completion of 12 weeks of assessment. All study procedures are outlined in Figure 1, and a detailed breakdown of CBT-TBI visits is shown in Figure 2.

**Figure 1.** Flowchart of study procedures for eligible participants. *All participants randomized to waitlist can complete the intervention following the final assessment. CBT-TBI: cognitive behavioral therapy for depression in individuals with traumatic brain injury.
**Figure 2.** Flowchart of study procedures for treatment phase. BDI-II: Beck Depression Inventory-II; CBT-TBI: cognitive behavioral therapy for depression in individuals with traumatic brain injury.

**Measures**

**Acceptability**

The 12-item self-rated Satisfaction with Therapy and Therapist Scale-Revised (STTS-R) [19] was used to assess satisfaction in 2 domains of treatment. Current analyses included the satisfaction with therapy subscale scores, which range from 6 to 30, with higher scores indicating greater satisfaction. In March 2020, 5 questions were composed by the study team to gather feedback on remote CBT-TBI visits, including satisfaction with remote CBT-TBI sessions on a 5-point Likert scale (1, very satisfied to 5, very dissatisfied). Participants were also asked to share what they liked and did not like about virtual treatment. Participants who completed some CBT-TBI sessions in-person and some remotely were asked to indicate the degree of their preference for one modality over the other on a 5-point Likert scale (1, strongly preferred telemental health sessions to 5, strongly preferred in-person sessions). Finally, participants were asked to select the modality they would choose if given the option for treatment after the pandemic (eg, in-person, over the telephone, videoconferencing, and combination of in-person and virtual).

**Safety**

Suicidal ideation was monitored weekly during CBT-TBI with the suicide item from the Beck Depression Inventory-II (BDI-II) [20], a 21-item self-report scale designed to measure the presence and severity of depressive symptoms. The BDI-II suicide item is associated with the risk of repeat suicide attempts and death by suicide and is recommended as a screener for suicide risk in routine clinical care [21]. Adverse events were also assessed during bimonthly phone assessments.

**Study Modifications With Transition to Remote Implementation of Research**

Several protocol modifications (Table 1) were instituted after all clinical trials for nonlifesaving interventions were halted in our institution due to the pandemic. Modifications aimed to facilitate feasibility and adherence to the original procedures as much as possible.
<table>
<thead>
<tr>
<th>Protocol element</th>
<th>In-person implementation</th>
<th>Remote implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment modality</td>
<td>Individual face-to-face sessions in the office</td>
<td>Individual sessions via secure videoconferencing</td>
</tr>
<tr>
<td>Consent</td>
<td>Clinicians and participants review paper consent and sign in the office</td>
<td>Clinicians and participants utilize teleconsent with the REDCap eConsent template during videoconference.</td>
</tr>
<tr>
<td>Data management</td>
<td>• Participants complete questionnaires directly on REDCap using an in-office computer (preferred method) • REDCap links are emailed to participants who are unable to complete questionnaires during office visit • Paper copies are completed in office or at home for participants unable to complete electronically • Clinicians complete pencil and paper assessments (requires data entry)</td>
<td>• Via text or email, participants are sent a REDCap link to complete questionnaires independently (preferred method) • Paper copies are mailed with self-addressed return envelope for participants unable to complete electronically • Clinicians enter clinical data directly into REDCap</td>
</tr>
<tr>
<td>Neuropsychological assessment</td>
<td>• Administered by study staff in the office (traditional measures): • TOPF&lt;sup&gt;a&lt;/sup&gt; [22] • WAIS-IV&lt;sup&gt;b&lt;/sup&gt; Coding, Digit Span and Similarities [23] • D-KEFS&lt;sup&gt;c&lt;/sup&gt; Color Word and Trails [24] • CVLT-II&lt;sup&gt;d&lt;/sup&gt; [25]</td>
<td>• Administered by study staff via videoconferencing (traditional measures) • TOPF [22] • WAIS-IV Digit Span and Similarities • WMS-IV&lt;sup&gt;f&lt;/sup&gt; Logical Memory I and II [27] • Computerized battery completed by participants at home • CNS Vital Signs [28]</td>
</tr>
<tr>
<td>Suicide risk monitoring</td>
<td>Clinicians review the paper copy responses to the BDI-II suicide item at the start of the CBT-TBI&lt;sup&gt;b&lt;/sup&gt; visit with participants in the room</td>
<td>The study coordinator reviews REDCap responses to the BDI-II suicide item at the start of the CBT-TBI visit and alerts clinicians to scores of 2 or higher</td>
</tr>
<tr>
<td>Preparation for CBT-TBI visits</td>
<td>Routine scheduling; the study coordinator answers questions from participants</td>
<td>• A “Welcome Letter” is sent to establish expectations: • Ensure security (eg, close other applications while Zoom is open) • Ensure privacy (eg, conduct sessions in a private room with the door closed, use headphones and/or a noise blocker) • Provides tips for limiting distractions (eg, silence cell phone, avoid eating, ensure device is fully charged, and let others in the home/space know you are unavailable) • Consider the feasibility of your device (eg, a computer allows for typing notes in electronic handouts and hardwired ethernet connections can be more reliable than Wi-Fi)</td>
</tr>
<tr>
<td>Delivery and setup of wearable technology</td>
<td>The study coordinator sets up Fitbit with participants on the day of the first in-office CBT-TBI session</td>
<td>The study coordinator mails the device to participants and guides them through device setup via videoconferencing.</td>
</tr>
<tr>
<td>CBT-TBI delivery modification</td>
<td>Provide handouts in the session that are added to the CBT-TBI Workbook every week</td>
<td>• Mail the CBT-TBI Workbook with handouts and worksheets prior to the start of treatment • Minimize reliance on screens (eg, turn away from the computer and turn off video) • Tailor delivery to individual needs/preferences and be flexible (eg, utilize “screen share” and provide electronic handouts)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TOPF: Test of Premorbid Functioning.

<sup>b</sup>WAIS-IV: Wechsler Adult Intelligence Scale–Fourth Edition.

<sup>c</sup>D-KEFS: Delis-Kaplan Executive Function System.

Videoconferencing Platform

All procedures (except for neuropsychological testing, discussed below) that were previously conducted face-to-face were completed remotely using videoconferencing. Secure Zoom videoconferencing (Zoom Enterprise) was adopted after working with our institution’s Research Information Security Office to optimize privacy and security settings, including enabling the waiting room, locking meetings once sessions begin, and generating meeting IDs with a password. Individuals who were unfamiliar with the videoconferencing platform received step-by-step instructions for Zoom account set-up, and could participate in a “trial run” and orientation to the platform with the study coordinator.

Remote Consent

Since the study transitioned to remote implementation, the informed consent process was embedded into a live telehealth session, also referred to as teleconsent [29]. An institution-specific REDCap electronic informed consent template was utilized. The study clinician met with the participant over Zoom to review the consent form and instruct the participant to digitally sign consent. A signed copy was then securely emailed directly to the participant from REDCap. Participants were given the option to receive a mailed paper copy and/or a brief summary of key study information to make the process less overwhelming. Overall, teleconsent provides a feasible alternative to in-person paper consent and facilitates research continuity when face-to-face interactions are not possible [30].

Data Management

Prior to the pandemic, study participants were given the option of completing self-report questionnaires directly in REDCap using a computer or tablet, either in our office or at home. Individuals participating remotely were provided an electronic link to complete questionnaires at home directly on REDCap. Given that it can be cognitively taxing to sit at a screen for an extended duration of time, participants were encouraged to complete a few questionnaires at a time. Participants were offered the option of being mailed paper questionnaires with a self-addressed envelope that was returned to the research team.

Neuropsychological Testing

The original in-person battery included a series of traditional paper and pencil neuropsychological measures and the iPad-administered NIH Toolbox Cognition battery [26]. Following a review of the available teleneuropsychology literature [31] and guidelines for remote assessments [32], it was determined that certain subtests from the original battery could be administered via videoconferencing, likely without significant impact on reliability and validity, although some tests could not (Table 1). CNS Vital Signs [28], a brief computerized neurocognitive test battery, replaced the NIH Toolbox Cognition battery and was administered remotely in accordance with guidelines to maximize validity. Participants were instructed to watch a preparatory video that emphasizes the importance of creating an optimal standardized testing environment (eg, limit distractions and interruptions, and set aside sufficient time to complete), which in turn maximizes the reliability of test results. CNS Vital Signs reports include a validity indicator for each subtest, allowing the clinician to follow-up with the participant about possibly invalid results.

Suicide Risk Assessment

On the day of CBT-TBI sessions, the study coordinator emailed or texted the REDCap link for the BDI-II [20] to the participants, instructed them to complete the measure prior to meeting with the study therapist, and reviewed their responses to the BDI-II suicide item in real-time. If the participant did not complete the measure, the study therapist was notified to remind the participant to do so and to review the suicide item response before starting the session. In the event that the participant had a score of 2 or higher, the therapist was immediately alerted to conduct a detailed suicide risk assessment in the session and to determine the need for a higher level of care, which could involve voluntary or involuntary hospitalization and/or contacting the individual’s previously identified emergency contact. The participant’s physical location was identified after signing consent and was confirmed before starting every CBT-TBI session. All efforts were made for the study therapist to remain connected to the participant (on Zoom or telephone) until emergency personnel arrived at their location.

Preparing for CBT-TBI Telehealth Visits

Given that individuals with TBI can be sensitive to changes in routine due to deficits in mental flexibility and problem solving [33], it is encouraged that telemental health visits mirror in-person CBT-TBI visits as much as possible. A predictable environment that parallels the in-person setting (ie, consistent office space/background) may be beneficial [34]. In order to compensate for a patient’s reduced ability to read the therapist’s nonverbal cues over video, clinicians configured their camera to ensure that the patient could see as much of their body language as was feasible [34]. Clear and consistent expectations about virtual visits were directly communicated in a “Welcome Letter” that emphasized how best to ensure security and privacy, and provided tips for limiting distractions during the session (Table 1). Participants who had more than one internet and video-enabled device were encouraged to consider which device would best suit their needs based on factors such as strength of internet connection and device portability. Additionally, the active hands-on nature of the study intervention, which uses worksheets and encourages notetaking, warranted an appropriate workspace, such as sitting at a desk or table.

Delivery and Setup of Wearable Technology

Participants were mailed a Fitbit Charge 3 activity tracker prior to starting the intervention. The study coordinator scheduled individual videoconferencing meetings with participants prior to...
to the first CBT-TBI session where they provided instruction on setup and use, and provided a handout reiterating this information.

**Minimize Reliance on Screens**

For some individuals with TBI, screen time can exacerbate symptoms, including headaches due to photosensitivity [35]. To reduce the degree to which participants engaged with material in electronic format, all participants were mailed a physical copy of the CBT-TBI Workbook, which contained copies of weekly agendas, handouts, and worksheets. Participants who reported considerable difficulty with photosensitivity were encouraged to turn away from the computer or turn off video.

**Importance of Tailoring Delivery and Being Flexible**

Given the importance of clear direct communication for individuals experiencing cognitive difficulties, the therapist spoke with the participants in the first session to understand their comfort with technology and preferences for ways of engaging in the collaborative treatment (eg, physical vs electronic worksheets, therapist vs participant typing responses into worksheets, and use of the videoconferencing screen share feature to provide visual cues and allow the therapist to model skill use). Consistent with procedures utilized during in-person delivery of the intervention, participants continued to receive between-session reminders via text, email, or phone call to carry out collaboratively identified activities or goals (eg, behavioral activation).

**Troubleshooting Challenges With Technology**

It is inevitable that technological challenges will arise both prior to and during virtual sessions. It is important that clinicians do not get visibly frustrated in the face of technological difficulties, as the patient may interpret this as the clinician being upset with them [34]. Additionally, shared insecurities over technology may, in fact, aid therapeutic alliance [36]. However, it is worth recognizing that technological issues can be disruptive, and clinicians may want to identify a cutoff point at which they switch from videoconferencing to a telephone session. In the first CBT-TBI session, the clinician and participant develop an individualized plan for navigating potential technological difficulties, such as losing a connection mid-session.

**Data Analyses**

To assess the preliminary feasibility and acceptability of remote study implementation, descriptive statistics were used to report the number of CBT-TBI intervention sessions attended, number of assessment sessions attended, number of participants who completed the study, and rate of satisfaction with treatment (STTS-R and supplemental questions). Study retention (number of study completers/number randomized) was also calculated. Finally, the number of elevated responses to the BDI-II suicide item (≥2) was described to demonstrate the maintenance of safety protocols.

---

**Results**

**Feasibility**

At the time of the transition to remote procedures (March 2020), there were 9 active study participants, including 3 participants on the waitlist (ie, had not started CBT-TBI) and 6 participants who were mid-treatment. The 6 participants who started CBT-TBI in-person prior to March 2020 were at different points in treatment at the time of the transition (weeks 3, 7, 9, 10 11, and 12), and all went on to complete the remainder of their 12 weeks of CBT-TBI remotely using telemental health sessions. Two out of three waitlist participants who enrolled in the study before March 2020 with the expectation of attending CBT-TBI sessions in-person completed the entire 12 weeks of CBT-TBI via videoconferencing. One participant discontinued participation after 4 CBT-TBI sessions due to a demanding work schedule but completed postassessments. Finally, of all randomized participants who enrolled in the study remotely (n=9), 7 (78%) completed the study, 1 (11%) was withdrawn due to worsening depression, and 1 (11%) remains active in CBT-TBI. The study retention rate prior to March 2020 was 100% (8 CBT-TBI completers), and completion from March through January 2021 was about 93% (13 out of 14 possible randomized CBT-TBI completers). Approximately 91% of clinician-rated assessments (102 out of 112 possible assessments) were completed throughout the period in which the study had been conducted remotely.

**Acceptability**

Satisfaction with therapy (STTS-R therapy subscale) was high (mean 27.1, SD 2.8) among participants who completed at least one session of CBT-TBI remotely (n=16). Overall satisfaction with telemental health sessions (videoconferencing, telephone, or a combination of both) was high (n=14); 9 participants (64%) reported being “very satisfied,” 4 participants (29%) were “satisfied,” and 1 participant (7%) reported being “neither satisfied nor dissatisfied.” If given a choice of modality in the future (n=14), 3 participants (21%) indicated that they would choose in-person treatment, 4 participants (29%) indicated that they would choose telemental health treatment (videoconferencing or telephone), and 7 participants (50%) indicated that they would choose a combination of in-person and telemental health treatment. Among the participants who completed a combination of in-person and telemental health treatment and provided feedback (n=4), there was no clear pattern in preferred modality, as they reported strongly preferring telemental health treatment (n=1, 25%), somewhat preferring telemental health treatment (n=1, 25%), strongly preferring in-person treatment (n=1, 25%), and no indication of preference (n=1, 25%).

Qualitative feedback highlighted that all 14 study completers noted at least one benefit of telemental health sessions, including ease of conducting sessions from home and not having to travel for appointments. Conversely, technological challenges, reduced focus, limited privacy, and difficulty feeling connected with the therapist were noted as factors that participants disliked about telemental health sessions. Five participants reported that there was nothing they disliked about telemental health treatment.
Safety
Since March 2020, 1 participant had a score of 3 on the BDI-II [20] suicide item in 2 consecutive weeks. Per protocol, the study coordinator alerted the CBT-TBI therapist and the principal investigator immediately after having identified the safety concern, and the therapist started the CBT-TBI session with a thorough assessment of suicide risk. After several weeks of worsening depression and increasing suicidal ideation, the participant was eventually referred for a higher level of care (partial hospitalization program), was withdrawn from the study, and was ultimately hospitalized voluntarily for worsening of symptoms. No serious adverse events were reported throughout the duration of remote procedures.

Discussion
Principal Findings
Using several procedural modifications described in this paper, an in-person RCT of CBT for depression after TBI was converted to remote implementation and demonstrated preliminary evidence of feasibility, acceptability, and safety. Specific modifications to study implementation and the treatment protocol are outlined in Table 1. Given the range of symptoms and deficits that can arise after TBI (eg, photosensitivity and impaired attentional capacity), all modifications were made with consideration of their potential impact on participants and to enhance feasibility.

Preliminary data supported the feasibility, acceptability, and safety of conducting an RCT for depression among individuals with TBI exclusively utilizing remote procedures. Specifically, preliminary results demonstrated a high rate of completion for clinician-rated assessments (102/112, 91%) and high study retention (13/14, 93%). Procedures that were designed to monitor safety were effective in identifying individuals at high risk for suicide, triggering clinician suicide risk assessments via videoconferencing. Feedback from participants suggested a high degree of satisfaction with the CBT-TBI treatment and telemental health modality, providing initial evidence of the acceptability of the remotely delivered study intervention. The findings are consistent with the results of previous studies that have examined telephone-delivered cognitive behavioral interventions among individuals with TBI [11,37].

Feedback from our small sample highlighted a range of preferences when participants were asked to consider their ideal treatment modality (in-person treatment, telemental health treatment, or a hybrid model), which has significant implications for study participation and potentially for treatment outcomes. Research has demonstrated better treatment outcomes among individuals whose preferences about psychological treatment (eg, appointment time, venue, and treatment type) are accommodated compared with individuals whose preferences are not met [38]. Previous research among depressed individuals with TBI utilized choice-stratified randomization, in which participants could assert a preference for CBT that was delivered in-person or over the telephone prior to randomization, in order to enhance ecological validity [11]. Qualitative feedback from our study suggested that participants may appreciate a mix of in-person and telemental health visits, which is consistent with evidence for the high feasibility and acceptability of “blended” models of delivery (combination of face-to-face and web-based sessions) of CBT for depression [39]. Although the efficacy of our study intervention is unknown at this time, tailoring the intervention modality according to preferences may lead to greater attendance at treatment sessions and engagement in treatment.

Limitations
It is important to acknowledge several limitations. Although several steps were taken to optimize the testing environment, neuropsychological assessment is ideally suited to in-person administration. Challenges with technology and suboptimal conditions in the participant’s environment have the potential to impact engagement and data collection. Behavioral observations can be restricted by videoconferencing, and rapport can sometimes be limited without in-person interactions, which may impact participant responses or commitment to participation, especially prior to randomization. It is also important to note that our sample was heavily comprised of individuals who received specialized acute inpatient rehabilitation (n=11, 61%) and specialized outpatient treatment (n=13, 72%) for their TBIs in a single academic medical center in the Northeast. Individuals who receive inpatient rehabilitation represent 7% of all persons hospitalized with moderate-to-severe TBI, are less likely to be a member of a racial/ethnic minority group, and are more likely to have health insurance compared with individuals who are hospitalized and do not receive inpatient rehabilitation after moderate-to-severe TBI [40]. Thus, our sample may not be representative of all individuals with moderate-to-severe TBI in the United States.

Conclusion
Remote study participation has been a feasible alternative when in-person research was halted during the COVID-19 pandemic. Strategic procedural modifications outlined in this paper have been instrumental to the continued feasibility of recruitment and retention of individuals with depression and TBI in the context of our ongoing RCT. Furthermore, telemental health offers significant advantages in eliminating common barriers to study participation, including transportation, time needed to travel to appointments, distance to the hospital, limited mobility, and inclement weather. Conversely, some individuals may struggle to secure private space for their sessions, and a visit to a traditional office space may be preferred. Further, many individuals do not have internet access and a camera-enabled device for videoconferencing. Some individuals may find it easier and less intimidating to be vulnerable about the challenges they face over a computer screen rather than in-person [41], while others may have difficulty connecting with a therapist through a screen. For some individuals, the flexibility of utilizing both types of modalities within the course of treatment may be an ideal balance; thus, future research designs should consider the role of patient preference. For individuals with TBI who frequently struggle with physical, cognitive, and emotional impairments, flexibly tailored treatments that utilize telemental health and in-person modalities are likely to be important in both research and clinical settings. Future research should directly compare the feasibility and efficacy of CBT delivered...
via telemental health, in-person, and hybrid models for individuals with TBI, as well as the validity and reliability of remote neuropsychological assessments and strategies to facilitate remote engagement. The COVID-19 pandemic abruptly presented researchers with unique challenges that have required flexibility and innovation. The advantages presented by the ability to conduct clinical research using remote methods are likely to persist long after the pandemic ends.
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Abstract
Background: The COVID-19 pandemic has resulted in significant changes to adolescents’ daily lives and, potentially, to their mental health. The pandemic has also disproportionately affected historically marginalized and at-risk communities, including people of color, socioeconomically disadvantaged people, people identifying as female, and youth.

Objective: This study aimed to understand differences in depression and anxiety among 2 groups of adolescents in the United States before and during the COVID-19 pandemic, and to examine demographic and daily activity variables associated with depression and anxiety.

Methods: Online surveys were distributed in 2019 and 2020. Demographic questions were asked at the time of enrollment, and included participants’ age, gender, race and ethnicity, and socioeconomic status (SES). The 8-item Patient Health Questionnaire was used to assess symptoms of depression, and the 7-item Generalized Anxiety Disorder scale was used to assess symptoms of anxiety. A total of 4 pandemic-specific daily activity questions were asked only of the pandemic group. Analyses of covariance compared depression and anxiety between prepandemic and pandemic groups. Demographic and lifestyle variables were included as covariates.

Results: The sample comprised a total of 234 adolescents, with 100 participants in the prepandemic group and 134 participants in the pandemic group. Within the pandemic group, 94% (n=126) of adolescents reported being out of school due to the pandemic, and another 85.8% (n=115) and 57.1% (n=76) were prevented from extracurricular activities and exercise, respectively. Higher depression was seen in the pandemic group, with a least-squares adjusted mean of 7.62 (SD 1.36) compared to 6.28 (SD 1.42) in the prepandemic group, although the difference was not significant (P=.08). There was no significant difference in anxiety scores between the 2 groups (least-squares adjusted means 5.52, SD 1.30 vs 5.01, SD 1.36; P=.48). Within the pandemic group, lower SES was predictive of anxiety, such that those in the pandemic group of lower SES were more anxious than their higher-SES peers (least-squares adjusted means 11.17, SD 2.34 vs 8.66, SD 2.16; P=.02). Within the pandemic group, being out of work or school and not partaking in extracurricular activities or exercise due to the pandemic were not associated with higher depression or anxiety scores.

Conclusions: In this study, neither being in the pandemic group nor experiencing changes in daily activity due to the pandemic was associated with higher depression or anxiety. However, we found that adolescents from lower SES backgrounds experienced significantly more anxiety during the pandemic than their more privileged peers. Both instrumental and mental health interventions for low-income adolescents are imperative.
KEYWORDS
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Introduction

Background
COVID-19 resulted in significant changes to adolescents’ daily lives [1]. This pandemic led to a prolonged period of statewide school closures [2,3], social isolation, unemployment [4], millions of infections, and hundreds of thousands of deaths [5]. The pandemic also disproportionately affected historically marginalized and at-risk communities, including people of color, socioeconomically disadvantaged people, people identifying as female, and youth [6,7]. However, it is unclear whether the early days of the pandemic were associated with appreciable changes in adolescents’ mental health in the United States.

Early international research suggested that the COVID-19 pandemic was associated with elevated rates of depression and anxiety in adolescents [8]. Research performed in Spain and Italy found increases in anxiety, irritability, and restlessness among adolescents [9], while Chinese adolescents reported increases in depression and anxiety during the pandemic [8,10]. Research in Germany suggests that increases in depression, anxiety, and distress were especially pronounced among those with pre-existing mental illnesses [11]. However, much of the research on the pandemic thus far has focused on either adults or adolescents outside the United States [9]. Limited research on US adolescents during COVID-19 demonstrates increases in depression [12,13] and anxiety [13,14]. A systematic review published in 2021 [15] demonstrated that research on US adolescents was still in a nascent stage; out of 16 international studies on the psychological impacts of COVID-19 on children, only 2 focused on US participants [16,17]. This is an important gap, as the experience of American adolescents has been somewhat unique from that of adolescents in other countries; safety measures were implemented more slowly and with greater variability in the United States, and remained in effect longer than anticipated [18].

Adolescents did not all fare equally well during the COVID-19 pandemic. Existing research suggests that, during COVID-19, adolescent females scored higher in depression and anxiety than adolescent males [8,14,15,19-21]. However, because most of these studies are cross-sectional, it is not clear whether COVID-19 disproportionately affected female over male mental health, or whether the greater anxiety and depression among female adolescents simply reflects pre-COVID-19 differences [22]. Indeed, 1 longitudinal study found that although adolescent females reported greater depression than males during the pandemic, this was proportionate to their pre-COVID-19 differences in depression [20].

Existing research shows that people of lower socioeconomic status (SES) had worse mental health outcomes during COVID-19. Research shows that US adults with a lower income and less than $5000 in savings experienced greater depression during the pandemic [12]. A study of US adolescents showed that residing in a county with higher poverty levels during COVID-19 was associated with greater depression and anxiety [21]. These negative mental health consequences may be due to the disproportionately negative impact COVID-19 had on people of lower SES. This group experienced a higher incidence of COVID-19 [23] due to limited access to health information, lack of protective personal equipment, and reduced freedom to social distance [24]. Once infected, lower SES also predicted invasive mechanical ventilation, intensive care unit admission, and mortality [23,25]. The reality of greater risk among those with lower SES may explain greater depression and anxiety in this group; however, it is unclear whether these differences would be perceptible in the earliest days of the pandemic in a sample of adolescents of lower SES.

Research shows that, during COVID-19, being a member of a historically marginalized racial or ethnic group was associated with suicidality [26] and depression [12]. The observed decline in mental health may have been due to the disproportionately negative impact of COVID-19 on racial and ethnic minority communities. Members of racial and ethnic minority groups are more likely to face structural inequities, including inadequate access to health care and overcrowded schools and neighborhoods, both of which contribute to COVID-19 transmission and mortality [25,27]. Although racial and ethnic minority status is closely related to SES in the United States [25], Kim and colleagues [28] attempted to disaggregate the effects of minority status from the effects of SES on COVID-19 outcomes. These authors found that racial minority status, independent of SES, predicted COVID-19 death rate [28]. This may be attributable to the intra- and intergenerational effects of systemic racism on African American individuals’ health and quality of health care.

Daily activities such as part-time work, school, extracurricular activities, and exercise are a source of social support for many adolescents. The sudden removal of these activities—and therefore, of social support—may have resulted in depression and anxiety among US adolescents. Research on Canadian adolescents has shown that having schoolwork to do during quarantine was associated with less depression, while exercise was associated with less loneliness [29]. Research on adolescent athletes shows that athletes involved in team sports experienced more depression during COVID-19 than their peers involved in individual sports, suggesting that the sudden absence of the social component may have contributed to poor mental health [21]. In 2020, Loades and colleagues [30] conducted a rapid systematic review of pre-COVID-19 studies in an attempt to predict the likely effects of social isolation and loneliness on the mental health of adolescents. Based on their sample of articles, these researchers predicted that social isolation due to COVID-19 would result in increased depression among previously healthy adolescents.

This Study
In summary, more research is needed to determine whether American adolescents experienced greater anxiety and depression in the early days of the COVID-19 pandemic; whether this effect was more pronounced among female,
socioeconomically disadvantaged, or racial and ethnic minority adolescents; and whether changes to daily activity were associated with negative mental health. This study contrasts the mental health of US adolescents surveyed prior to the pandemic with that of adolescents surveyed 2 weeks after many states had enacted statewide school closures [2]. Our hypotheses were as follows:

1. Participants surveyed during the pandemic will report greater depression and anxiety than participants surveyed prior to the pandemic.
2. Adolescents surveyed during the pandemic who identify as (A) female, (B) having lower SES, or (C) a racial or ethnic minority will report greater depression and anxiety than their peers surveyed during the pandemic.
3. Adolescents who were prevented from attending (A) work, (B) school, (C) extracurricular activities, or (D) exercise due to the pandemic will report greater depression and anxiety than their peers who were not prevented from carrying out these activities.

It is vital to test these hypotheses as a key step to understanding and designing interventions for adolescents experiencing negative mental health outcomes during and in the aftermath of the COVID-19 pandemic.

Methods

Overview

This 2-group cross-sectional study was a subproject of a larger study. All surveys were taken online. The first group of participants completed the surveys between October 2019 and February 2020, while the second group of responses were received from March 31 to April 3, 2020. This study was approved by the (blinded for review) Institutional Review Board.

Recruitment

Participants

Eligible participants were aged 13-17 years, lived in the United States, and spoke English. The aims of the larger project included evaluating different recruitment approaches for participation in ecological momentary assessment research. Thus, potential subjects for this subproject were recruited using 2 recruitment methods, including Qualtrics and Facebook advertisements. The prepandemic group included participants recruited via Qualtrics and Facebook, while the pandemic group included participants recruited via Facebook only.

Facebook Recruitment

Participants were recruited via paid advertisements posted on Facebook. Advertisements were targeted at the parents of teenagers aged 13-17 years. Parents who clicked on the advertisement were invited to read the informed consent document. Those who provided consent were invited to pass the device to their child, who would then provide assent and complete the eligibility screening. Parents whose children were not with them to provide assent were prompted to enter their child’s phone number; the child would then receive a link to read the assent document and complete the eligibility screening.

Qualtrics Recruitment

Qualtrics is a service that partners with survey research companies to recruit research participants meeting specified inclusion criteria [31]. Qualtrics samples have been shown to be politically and demographically representative of the US population and can replicate known population-level effects [32,33]. Qualtrics sends survey invitations to eligible participants, and compensates participants with rewards, including gift cards, retail points, and airline miles. In this study, Qualtrics sent invitations to the parents of teenagers aged 13-17 years. Only parents who indicated that their children were currently with them and available to provide assent were allowed to complete the consent document. After providing consent, parents were prompted to pass the device to their child so that their child could provide assent and complete the eligibility screening.

Survey Measures

Demographic Information

Demographic questions were asked at the time of enrollment, and included participants’ age, gender, race and ethnicity, and SES. For age, respondents could select a number between 13 and 17. For gender, response options were “female,” “male,” “nonbinary gender,” “female to male transgender,” “male to female transgender,” and “other,” with the option to write in a response. For race and ethnicity, participants could select 1 or more of the following options: “White,” “Black/African American, “Asian or Pacific Islander,” “American Indian or Alaska Native,” “Hispanic/Latino,” and “other,” with the option to write in a response. To assess SES, participants were asked whether they or their sibling were on free or reduced lunch, and response options were “yes,” “no,” and “I don’t know.”

Mental Health Outcomes

Depression

The 8-item Patient Health Questionnaire (PHQ-8) was used to assess symptoms of depression [34]. Participants were asked to rate the extent to which they had experienced certain symptoms, from “not at all” to “nearly every day.” Example symptoms include “poor appetite or overeating,” “feeling tired or having little energy,” and “feeling down, depressed, or hopeless.” Cutoff scores of 5, 10, and 15 were used to indicate mild, moderate, and severe depression, respectively. Internal consistency for the PHQ-8 is excellent (Cronbach α=.89) [35,36].

Anxiety

The 7-item Generalized Anxiety Disorder (GAD-7) scale was used to assess symptoms of anxiety [37]. Similar to the PHQ-8, participants were asked to rate the extent to which they had experienced certain symptoms, from “not at all” to “nearly every day.” Example symptoms include “not being able to stop or control worrying” and “feeling afraid as if something awful might happen.” As with the PHQ-8, cutoff scores of 5, 10, and 15 were used to indicate mild, moderate, and severe anxiety, respectively [37]. Internal consistency for the GAD-7 is excellent (Cronbach α=.92) [37].
Changes in Daily Activity Due to the Pandemic
A total of 4 pandemic-specific daily activity questions were asked only of the pandemic group. Participants were asked to indicate whether, at present, they were prevented from (1) work, (2) school, (3) extracurricular activities, or (4) exercise due to the pandemic. These were categorical variables, and for each question participants could select 1 of 4 responses: “yes,” “no,” “does not apply,” or “other,” with the option to write in a response.

Procedure
All participants received a link by SMS text messaging to complete the survey. Participants had 3 days after receiving the text message to complete the survey, and participant responses were retained if they completed more than 50% of it. Participants recruited through Qualtrics were compensated through Qualtrics, and those recruited through Facebook were compensated for participation with a check sent to their mailing address.

Analysis

Demographic Variables
Descriptive statistics were used to summarize participants' age, race and ethnicity, and gender, as well as the percentage of participants who were out of work, school, extracurricular activities, or exercise due to the pandemic. Age was treated as a continuous variable. Given the small number of participants endorsing certain races and ethnicities (eg, Hispanic/Latino, Asian, Pacific Islander), respondents were categorized as non-Hispanic White, non-Hispanic Black, multirace, or other. Due to the small number of participants endorsing genders other than male or female, respondents were categorized as “male,” “female,” or “other.” Participants who indicated that they did not know if they or their siblings were on free or reduced lunch were categorized as not being on free or reduced lunch. Most participants reported being out of school due to the pandemic; thus, the answers “no,” “does not apply,” and “other” were combined in the multivariate analyses. To evaluate demographic differences between the pre- and pandemic groups, the Fisher exact test was used for categorical variables, a 2-sample t test was used for normally distributed continuous variables, and a Wilcoxon rank-sum nonparametric test was used for nonnormally distributed continuous variables.

Main Analyses
Statistical analyses were conducted using SAS software, version 9.4 (SAS Institute Inc) [38]. All reported P values were 2-sided, and P<.05 was used to define statistical significance. Hypothesis 1 predicted that being in the pandemic group would be associated with significantly higher depression and anxiety scores compared to the prepandemic group. Analysis of covariance (ANCOVA) was used to test this hypothesis. Anxiety and depression were entered as continuous dependent variables, rather than categorical ones, in order to maximize sensitivity. Group was entered as an independent variable, and demographic variables (age, race, gender, SES) were entered as covariates.

Hypothesis 2 stated that, within the pandemic group, participants identifying as female, as having a lower SES, or as a racial or ethnic minority would be associated with higher depression and anxiety scores. Hypothesis 3 stated that, within the pandemic group, being out of work, school, extracurricular activities, or exercise due to the pandemic would be associated with higher depression and anxiety scores. ANCOVA was again used to test these hypotheses. Anxiety and depression were entered as continuous dependent variables. Work, school, extracurricular activities, exercise, and demographic variables were entered as covariates.

We conducted a sensitivity analysis by excluding all Qualtrics respondents and rerunning the analyses. Furthermore, we evaluated interaction effects between the groups (pre–COVID-19 or COVID-19) and each demographic variable (age, gender, race and ethnicity, and SES) to examine whether further subgroup analysis by demographic characteristics was required.

Results
Participants
There were 100 participants in the prepandemic group, and 134 participants in the pandemic group, for a combined total of 234 participants. Demographic differences between the 2 groups are recorded in Table 1. The samples showed a similar distribution of gender, although statistically significant differences were noted in race, age, and the number of participants on free or reduced lunch. Within the prepandemic group, the mean PHQ-8 and GAD-7 scores were 5.27 (SD 5.06) and 4.67 (SD 5.22), respectively. In the pandemic group, the mean PHQ-8 and GAD-7 scores were 6.81 (SD 5.67) and 5.37 (SD 5.18), respectively. Regarding changes in daily activity during the pandemic, 94% (126/134) of participants reported that they were prevented from attending school during the pandemic, and 85.8% (115/134) were prevented from extracurricular activities. The percentage of participants out of work, school, extracurricular activities, or exercise due to the pandemic is shown in Table 2.
Table 1. Demographic information for prepandemic and pandemic samples (N=234).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Prepandemic (n=100)</th>
<th>Pandemic (n=134)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>14.7 (1.3)</td>
<td>15.2 (1.4)</td>
<td>.01a</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>66 (66)</td>
<td>92 (68.7)</td>
<td>.49b</td>
</tr>
<tr>
<td>Male</td>
<td>34 (34)</td>
<td>40 (29.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>2 (0.01)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>56 (56)</td>
<td>103 (76.9)</td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>18 (18)</td>
<td>8 (6)</td>
<td></td>
</tr>
<tr>
<td>Multirace</td>
<td>11 (11)</td>
<td>12 (9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>15 (15)</td>
<td>11 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Qualified for free or reduced lunch, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>Yes</td>
<td>51 (51)</td>
<td>41 (30.6)</td>
<td></td>
</tr>
<tr>
<td>No/don’t know</td>
<td>49 (49)</td>
<td>93 (69.4)</td>
<td></td>
</tr>
</tbody>
</table>

aP value from 2-sample t test or Wilcoxon nonparametric test.
bP value from the Fisher exact test.

Table 2. Participants out of work, school, extracurricular activities, or exercise due to the COVID-19 pandemic 2 weeks after nationwide school closures (n=134).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Work, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (23.1)</td>
</tr>
<tr>
<td>No</td>
<td>5 (3.7)</td>
</tr>
<tr>
<td>Does not apply</td>
<td>98 (73.1)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>School, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>126 (94.0)</td>
</tr>
<tr>
<td>No</td>
<td>4 (3.0)</td>
</tr>
<tr>
<td>Does not apply</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td><strong>Extracurricular activities, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>115 (85.8)</td>
</tr>
<tr>
<td>No</td>
<td>4 (3.0)</td>
</tr>
<tr>
<td>Does not apply</td>
<td>15 (11.2)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Exercise, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>76 (57.1)</td>
</tr>
<tr>
<td>No</td>
<td>28 (21.1)</td>
</tr>
<tr>
<td>Does not apply</td>
<td>20 (15.0)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (6.8)</td>
</tr>
</tbody>
</table>
Hypothesis Testing

Hypothesis 1 stated that being in the pandemic group would be associated with significantly higher depression and anxiety scores. In the adjusted model for depression, the pandemic group exhibited higher depression, with a least-squares adjusted mean of 7.62 (SD 1.36) compared to 6.28 (SD 1.42) in the prepandemic group; however, this difference was statistically insignificant ($P=0.08$). Across both groups, female participants had greater depression scores than males (least-squares adjusted means 6.45, SD 0.55 vs 4.70, SD 0.69; $P=0.02$). For anxiety, there was no significant difference in anxiety scores between the pandemic and prepandemic groups (least-squares adjusted means 5.52, SD 1.30 vs 5.01, SD 1.36; $P=0.48$). Again, across both groups, females reported greater anxiety than males (least-squares adjusted means 5.59, SD 0.53 vs 3.58, SD 0.66; $P=0.01$). No other demographic variables were significant predictors of depression or anxiety.

Hypothesis 2 stated that, within the pandemic group, identifying as female, as having a lower SES, or as a racial or ethnic minority would be associated with greater depression and anxiety. In the adjusted model for depression, none of these variables were significant predictors of depression. In the adjusted model for anxiety, being eligible for free or reduced lunch was associated with greater anxiety, such that those in the pandemic group who qualified for free or reduced lunch were more anxious than their peers who did not (least-squares adjusted means 11.17, SD 2.34 vs 8.66, SD 2.16; $P=0.02$).

Hypothesis 3 stated that, within the pandemic group, being out of work, school, extracurricular activities, or exercise due to the pandemic would be associated with higher depression and anxiety scores. No significant associations were detected.

When we conducted a sensitivity analysis by excluding the Qualtrics participants and rerunning the analyses, the results did not change. We also did not detect any significant interaction effect between the groups (pre–COVID-19 or COVID-19) and the demographic characteristics. Therefore, no additional subgroup analyses by demographic characteristics were conducted.

Discussion

Principal Findings

This study examined differences in mental health between adolescents surveyed prior to the COVID-19 pandemic and those surveyed approximately 2 weeks after many states had enacted statewide school closures. Contrary to our hypothesis, adolescents in the pandemic group did not score significantly higher in depression and anxiety after adjusting for covariates. Within the pandemic group, lower SES was associated with higher anxiety. The majority of adolescents were prevented from attending school or participating in extracurricular activities and exercise due to the pandemic, and these changes in daily activity were not associated with depression or anxiety. These findings have important implications for future research on the adolescent experience of the COVID-19 pandemic.

First, we expected to find higher depression and anxiety scores in the pandemic group. This potential finding would have been consistent with existing international literature on COVID-19, which has shown that adolescents and young adults experienced elevated depression and anxiety due to the pandemic [8-10]. In our study, after controlling for the effects of demographic variables, being in the pandemic group was not associated with higher depression or anxiety. It may be that, after only 2 weeks in quarantine, American adolescents did not experience the pandemic as depressing or anxiety-inducing. They may have thought that the restrictions would quickly be lifted or, like many, may not have foreseen the gravity of the virus. Research completed several months into quarantine could yield different results. However, in both the prepandemic and pandemic groups, being female was associated with greater PHQ-8 and GAD-7 scores. This is consistent with existing literature, showing that adolescent females are at risk for depression and anxiety [22].

In the group of participants surveyed during the pandemic, neither gender nor race was associated with depression or anxiety, which is inconsistent with previously cited research on gender [8,20,21] and race [25-28] during COVID-19. However, SES was associated with anxiety, such that participants of lower SES reported greater anxiety. This is consistent with existing research, which showed that SES was a risk factor for worse mental health outcomes during the pandemic [12,21,39]. It may be that COVID-19 magnified disparities that were not statistically significant in the prepandemic sample. Families of lower SES encountered more COVID-19 infections and fatalities, which may directly challenge the mental health of both infected people and their loved ones [23,25,40]. Underresourced adolescents, in particular, often rely on school for affordable food and school-based health care [41], and may have experienced greater anxiety when those resources were no longer available. In the wake of COVID-19, interventions should focus on adolescents of lower SES as their well-being is uniquely at risk due to the pandemic.

Our results showed that 2 weeks after many school closures, 94% of participants were prevented from going to school due to the pandemic. The majority of participants were prevented from partaking in extracurricular activities or exercise due to the pandemic, perhaps because these opportunities are tied to school for many adolescents. However, these disruptions to daily life within the pandemic group were not associated with higher depression and anxiety scores. This may have occurred for multiple reasons. First, only 2 weeks into quarantine, the absence of daily activities may have felt like a welcome reprieve, especially for adolescents with social anxiety [42], as well as students who experience bullying [43] or discrimination [44,45] in the context of their daily activities. Second, adolescents in this study may have experienced more opportunities for prosocial behavior as a result of the pandemic, such as helping, caring for, and comforting friends and family members; prosocial behavior is associated with positive adjustment [46]. Last, adolescents have a demonstrated ability to use technology to navigate developmental and mental health challenges; in our study, adolescents may have found entertainment, support, and distraction through digital interaction, such that any effects of COVID-19 on mental health were mitigated [47].
Limitations
This study was not without limitations. First, the prepandemic and pandemic groups were significantly different in terms of age, race and ethnicity, and qualifying for free or reduced lunch. Additionally, prepandemic data were collected in the fall and winter months, while pandemic data was collected in the spring. This may have obscured differences caused by the pandemic. However, with the exception of season, ANCOVA should have controlled for all group differences. Second, the majority of participants did not work, making it impossible to ascertain the effects of the pandemic on adolescents who lost employment. Third, there may be constructs better suited than “anxiety” and “depression” for understanding adolescents’ experience of the pandemic. Negative experiences such as fear, boredom, or confusion may be more appropriate, as might positive experiences such as feeling less social or academic pressure, or feeling more supportive and supported online and offline. Further, the 4 pandemic-specific daily activity questions were not based on any validated scales, so these results should be interpreted with caution. Last, because data were collected in early April, findings may not be generalizable to the later periods of the pandemic.

Conclusion
This research suggested that, at least in the early days of the pandemic, adolescents had not developed significantly greater anxiety or depression at the population level. Further, 2 weeks after many school closures, reductions in daily activities were not associated with anxiety. However, we found that adolescents from lower socioeconomic backgrounds experienced significantly more anxiety during the pandemic than their peers of higher SES. Both instrumental and mental health interventions for adolescents of lower SES are imperative. More research is needed to understand the trajectory of adolescents’ mental health experiences during the COVID-19 pandemic, as well as the long-term impact of the pandemic on adolescent mental health.
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Abstract

Background: The 2020-2021 COVID-19 pandemic has added to the mental health strain on individuals and groups across the world in a variety of ways. Viral mitigation protocols and viral spread affect people on all continents every day, but at widely different degrees. To understand more about the mental health consequences of the pandemic, it is important to investigate whether or how people gather pandemic-related information and how obtaining this information differentially affects individuals.

Objective: This study aimed to investigate whether and to what extent higher levels of COVID-19–related media consumption across information sources are associated with the symptoms of anxiety, health anxiety, and depression, and whether and to what extent using social media and online interactive platforms versus traditional media platforms is associated with the symptoms of anxiety, health anxiety, and depression. Additionally, we aimed to investigate whether and to what extent avoidance of COVID-19–related information is associated with the aforementioned symptoms.

Methods: In a cross-sectional preregistered survey, 4936 participants responded between June 22 and July 13, 2020. Eligible participants were adults currently residing in Norway and were thus subjected to identical viral mitigation protocols. This sample was representative of the Norwegian population after utilizing an iterative raking algorithm to conduct poststratification. As 2 subgroups (transgender and intersex individuals) were too small to be analyzed, the final sample for descriptive statistics and regressions included 4921 participants. Multiple regressions were used to investigate associations between the symptoms of psychopathology and COVID-19–related information dissemination. Part correlations were calculated as measures of the effect size for each predictor variable. Due to the large anticipated sample size, the preregistered criterion for significance was set at $P<.01$.

Results: The symptoms of anxiety and health anxiety were significantly associated with obtaining information from newspapers ($P<.001$), social media ($P<.001$), and the broader categories of online interactive ($P<.001$) and traditional media ($P<.001$). The symptoms of depression were significantly associated with obtaining information from newspapers ($P=.003$), social media ($P=.009$), and the broader category of online interactive media ($P<.001$). Additionally, avoidance of COVID-19–related information showed a significant association in all 3 domains of psychopathological symptoms (anxiety and depression, $P<.001$; health anxiety, $P=.007$).

Conclusions: This study found significant associations between the symptoms of psychopathology and the use of media for obtaining information related to the COVID-19 pandemic. Significant findings for obtaining information through newspapers, social media, and online interactive media were seen across all 3 measures of psychopathology. Avoidance of COVID-19–related information and associations with the symptoms of psychopathology emerged as core findings, with generally higher effect sizes compared with information attainment.
Introduction

Background

As of September 2021, the COVID-19 (SARS-CoV-2) pandemic has led to more than 4.5 million deaths worldwide and more than 218 million confirmed cases [1]. While governments strive to provide their inhabitants with up-to-date and accurate information, deliberate and unintentional misinformation has spread across the world [2]. Efficacious information delivery is critical to inform inhabitants of national, regional, and local viral mitigation protocols (VMPs) that are implemented in lieu of a vaccine. Access to mental health services has become an important issue during protracted pandemic restrictions and VMPs [3], and the psychological consequences of the pandemic have been elaborated upon, but its possible long-term consequences are not yet known [4,5].

Imperative pandemic-related information needs to be distributed appropriately to societal members. Concurrently, scientists and government officials have become increasingly concerned with the mental health consequences of VMPs, such as lockdowns, curfew, and more generally forced social isolation, during the COVID-19 pandemic [6]. The scientific community has urged the importance of investigating how high exposure to health messaging disseminated across divergent media platforms is related to mental health. There are indications of increased psychopathological symptoms when attempting to mitigate physical disease and viral spread [6-9].

Although information distribution and access are crucial to inform citizens about changing VMPs, steps to increase quality of life despite restrictions and information on how to live life under lockdown and restriction would be beneficial. However, the world is currently experiencing an overabundance of information, which is referred to as an infodemic by the World Health Organization to highlight that there is an ongoing information pandemic parallel to the viral pandemic. Earlier research has shown that overly negative news may lead to aversion and consequently to avoidance of news [10].

In the current COVID-19 pandemic, the level of contagion of many countries has risen sharply over time, or has risen and fallen in waves. Additionally, news has been dominated by high levels of contagion and death, and has been repeated incessantly on national and international news channels. Some research has also shown that individuals have a propensity toward passing along negative news even if the news is exaggerated or there is more positive news that is equally relevant at hand, and the current global infodemic may be made up of the spread of such frequently repeated negative news [11].

Studies from previous pandemics (eg, Zika, swine flu, and Ebola) and the current pandemic have revealed that individuals highly engaged in information-seeking behavior tend to become more focused on the threatening aspects of infectious diseases, experiencing increased distress and anxiety [12,13]. This is especially so when individuals perceive themselves as having little control over the threat [13].

Several years of research have given credence to the idea that increased consumption of information from social media in general can be detrimental to psychological health [14-19], and that increased use of such media is associated with the symptoms of both anxiety and depression [17,20-22]. Social media (eg, Twitter, Facebook, TikTok, Snapchat, Instagram, and WeChat), characterized by fast-paced information streams, are often not curated or validated for facts [23] and have in recent years been an arena for the spread of misinformation [24]. In the current pandemic, social media have been used to dispense information more rapidly to the population [25].

Information is also actively spread through other platforms, such as television, newspapers, websites, and online forums. Additionally, individuals are also informed about the pandemic face-to-face via their peers. News distributed on television can be especially volatile. A study found that the median airtime for medical news stories was just 33 seconds, and these stories did not cite the origin of the information they provided and did not convey recommendations to the public [26]. The association of consumption of information obtained via traditional media with mental distress has also been investigated, but the interaction is less clear than it is for social media [27].

Furthermore, the avoidance of news can have direct consequences for individuals and the society at large. In the current infodemic, news avoidance may be a consequence of news overload (ie, unintentional avoidance). During the current pandemic, relevant advice from intergovernmental, national, and regional authorities has been constantly changing, putting a large strain on individuals who want to keep themselves updated on the current recommendations for hygienic behavior and social distancing. An overload of information sources from platforms, such as newspapers and television, may cause those avoiding these platforms to seek pandemic-relevant information from other sources, such as friends and family, which has been found to be related to decreased adherence to social distancing protocols [28]. Thus, understanding and combating avoidance of information, specifically from official sources, is crucial.

Avoiding information can entail not being confronted with uncertainty. In crises, such as the current pandemic, large groups of people are required to live with a far higher degree of everyday uncertainty than usual [29]. Individuals with high intolerance of uncertainty attempt to reduce this uncertainty through behavioral control, exemplified as checking the internet and other sources for information [29-31]. Furthermore, health anxiety is tied to an increase in the search for health-related information, with psychological distress as a consequence [32].
With an increase in the tendency to search for information, there is also an increase in different media that provide the information, with potentially differential effects.

Thus, it is crucial to investigate how dissemination of divergent sources of information is related to mental health symptoms in the general population during the present COVID-19 pandemic and parallel infodemic.

Research Questions and Hypotheses

The following research questions and hypotheses were investigated, as presented in the preregistered protocol of the study:

1. Research questions: Is there a differential effect among different information sources on health anxiety, depression, and anxiety? To what extent and how are different information sources related to the symptoms of health anxiety, depression, and anxiety?

2. Hypothesis 1: Media consumption across all information sources will significantly be associated with depression and anxiety symptoms, with increased media consumption in general associated with higher levels of health anxiety, depression, and general anxiety.

3. Hypothesis 2: Using social media and online interactive platforms (ie, forums and blogs) to obtain news about the pandemic in comparison to using traditional media (ie, television, radio, and newspapers) will be associated with higher levels of general anxiety, depression, and health anxiety. Actively staying away from information will further significantly be associated with higher levels of anxiety, depression, and health anxiety.

Methods

Overview

This cross-sectional study is part of The Norwegian COVID-19 Mental Health and Adherence Project, and utilizes data collected in the second stage of data collection in this project. This study investigated the association of various sources of information acquisition concerning COVID-19 with psychopathology, specifically the symptoms of anxiety, depression, and health anxiety during the COVID-19 pandemic. Following the guidelines of Strengthening the Reporting of Observational Studies in Epidemiology [33], and the health estimate reporting standards laid out in the GATHER statement [34], this study was designed and preregistered prior to any data collection. The preregistered protocol can be found at ClinicalTrials.gov (NCT04442360). All components of the submitted study adhere to its preregistered protocol.

Study Design, Participants, Procedure, and Timing

The data for this cross-sectional study were collected via an online survey between June 22 and July 13, 2020, and involved the second stage of data collection for the project. In the first wave of data collection, a survey was distributed on national, regional, and local information platforms (ie, television, radio, and newspapers), in addition to dissemination to a random selection of Norwegian adults through a Facebook Business algorithm. Details regarding procedure and timing can be found elsewhere [9]. In the first stage, data were obtained from 10,061 participants. For the second stage of data collection, all participants who had provided informed consent to participate further were invited to take part. The eligible participants were adults (ie, aged 18 years or above) currently residing in Norway, who were thus subject to identical VMPs. A total of 4936 participants made up the sample for this study. The survey was administered approximately 1 week after major VMPs were lifted in Norway and included a period when the national VMPs and guidelines did not shift. Additionally, no novel information was provided by the Norwegian government regarding social distancing protocols during this period.

Measurements

Demographic Characteristics

Information regarding participant age, sex, education level, ethnic background, and regional affiliation level were collected.

Symptoms of Psychopathology

The Generalized Anxiety Disorder-7 (GAD-7) [35] is a scale for identifying the level of anxiety. It consists of 7 items measuring anxiety on a 4-point Likert scale (range 0-3), with the total score ranging from 0 to 21. For GAD-7, internal consistency was good, with a Cronbach \( \alpha \) of .90.

The Patient Health Questionnaire-9 (PHQ-9) [36] is a measure of depression severity that consists of 9 items scored on a 4-point Likert scale (range 0-3), with the total score ranging from 0 to 27. The internal consistency of this scale was excellent in this sample, with a Cronbach \( \alpha \) of .91.

The symptoms of health anxiety were measured with 2 items from the validated Health Anxiety Inventory [37] and 2 items adapted for the COVID-19 pandemic, with one item measuring the specific fear of being infected by the coronavirus and another item measuring the fear of dying from the coronavirus on a 4-point Likert scale (range 0-3). Internal consistency was acceptable for these health anxiety–related questions, with a Cronbach \( \alpha \) of .77.

Information-Seeking Behavior

Participants were asked to estimate the amount of time they had spent obtaining information regarding the COVID-19 pandemic using various media platforms since the beginning of March 2020, which was the onset of pandemic restrictions in Norway. This included (1) recognized newspapers; (2) television channels; (3) social media; (4) forums, blogs, podcasts, and other online outlets (excluding online newspapers); (5) friends, family, and acquaintances; and (6) other sources. Moreover, active avoidance of COVID-19–related information on all media was measured. These variables were measured on an 8-point Likert scale (range 0-7; 0=never, 7=multiple times per hour). Two new variables were created from the existing media variables. Using online interactive media was defined as using social media, forums, and blogs, and was consequently the sum of these variables. Using traditional media was defined as using television and newspapers, and consisted of the sum of these variables.
Statistical Analyses

The descriptive analyses of the present data were reported using means and standard deviations. Two educational groups were collapsed due to a low N value, and these groups were also used in multiple regressions. For hypothesis 1, 3 separate multiple regression analyses with the symptoms of anxiety, depression, and health anxiety as criterion variables were conducted. The predictor variables were the extents of information obtained about the COVID-19 pandemic from (1) recognized newspapers; (2) television channels; (3) social media; (4) forums, blogs, podcasts, and other online outlets (excluding online newspapers); (5) friends, family, and acquaintances; and (6) other sources, as well as actively staying away from information. Additionally, we controlled for age, gender, education level, and the presence of a psychiatric diagnosis.

For hypothesis 2, 3 separate multiple regression analyses were conducted, with the symptoms of anxiety, depression, and health anxiety as criterion variables. Media variables were collapsed as described above into traditional media and online interactive media. Additionally, we controlled for age, gender, education level, and the presence of a psychiatric diagnosis.

For all multiple regressions, part correlations were calculated. Part correlation, also referred to as semipartial correlation, is a measure low in bias that is easily interpretable. Part correlations are estimates of the strength of a predictive relationship and can be interpreted as an effect size measure using the Cohen criteria of small effect size >0.10, medium effect size >0.30, and large effect size >0.50 [38,39]. Standard criteria for multicollinearity were fulfilled [40] in all multiple regression models, and all assumptions were met.

The preregistered criterion for significance was set at $P < .01$, given the anticipated sample size. All statistical analyses were conducted using R (version 4.0.3; The R Project for Statistical Computing).

Poststratification Weights

In this study, the sampled gender, age, education, regional affiliation, and ethnic background deviated somewhat from the population parameters. All these deviations (minor deviations as well as larger deviations) were weighted and adjusted to accurately reflect the Norwegian adult population. More weight was assigned to underrepresented units and less weight to overrepresented units. Weights were calculated using the R packages “anesrake” (version 0.8) and “survey” (version 4.0). These packages use an iterative algorithm (ie, raking ratio estimation) to iteratively assign appropriate weights to each subgroup by turn to avoid the distribution matching of one factor skewing the distribution of other factors. The weights outputted as a result of this algorithm were applied to the data set, resulting in a weighted data set with parameters closely matching that of the true population and yielding a highly representative sample. All statistical analyses utilized this weighted representative sample.

Results

Sample Characteristics

A total of 4936 individuals were included in this sample, but as 2 of the subgroups (transgendered and intersex individuals) were too small to be factors in our analyses, a sample of 4921 individuals was used for descriptive statistics (Table 1) and for all multiple regression analyses. Table 1 also shows the weighted N values after poststratification with the population parameters as a reference point. Means and standard deviations for the media variables and avoidance can be found in Multimedia Appendix 1, showing that mean time spent gathering information about COVID-19 was the highest for newspapers, television, and social media. A correlation matrix for media variables can be found in Multimedia Appendix 2, showing a negative correlation of avoidance with all media variables as expected.
Table 1. Sample characteristics and weighted characteristics (N=4921).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sample, n (%)</th>
<th>Weighted, n (%)</th>
<th>Actual population, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3911 (79.48)</td>
<td>2427 (49.32)</td>
<td>49.77</td>
</tr>
<tr>
<td>Male</td>
<td>1010 (20.52)</td>
<td>2494 (50.68)</td>
<td>50.23</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>1703 (34.61)</td>
<td>1069 (21.73)</td>
<td>23.22</td>
</tr>
<tr>
<td>31-44</td>
<td>1606 (32.64)</td>
<td>1340 (27.24)</td>
<td>24.30</td>
</tr>
<tr>
<td>45-64</td>
<td>1344 (27.31)</td>
<td>1707 (34.70)</td>
<td>31.26</td>
</tr>
<tr>
<td>65 or above</td>
<td>268 (5.44)</td>
<td>804 (16.34)</td>
<td>21.22</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school*</td>
<td>191 (3.88)</td>
<td>573 (11.64)</td>
<td>25.40</td>
</tr>
<tr>
<td>Completed high school</td>
<td>736 (14.96)</td>
<td>1931 (39.25)</td>
<td>37.00</td>
</tr>
<tr>
<td>Currently studying</td>
<td>775 (15.75)</td>
<td>409 (8.32)</td>
<td>6.70</td>
</tr>
<tr>
<td>Completed university degree</td>
<td>3219 (65.41)</td>
<td>2006 (40.78)</td>
<td>30.90</td>
</tr>
<tr>
<td><strong>Ethnic background</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native Norwegian</td>
<td>4563 (92.73)</td>
<td>4346 (88.32)</td>
<td>85.29</td>
</tr>
<tr>
<td>European</td>
<td>274 (5.57)</td>
<td>401 (8.16)</td>
<td>7.58</td>
</tr>
<tr>
<td>Asian</td>
<td>39 (0.79)</td>
<td>117 (2.38)</td>
<td>4.56</td>
</tr>
<tr>
<td>African</td>
<td>6 (0.12)</td>
<td>18 (0.37)</td>
<td>1.85</td>
</tr>
<tr>
<td>North America/Oceania</td>
<td>15 (0.30)</td>
<td>17 (0.35)</td>
<td>0.27</td>
</tr>
<tr>
<td>South/Middle/Latin-America</td>
<td>24 (0.49)</td>
<td>21 (0.43)</td>
<td>0.45</td>
</tr>
<tr>
<td><strong>Regional affiliation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East Norway</td>
<td>3103 (63.06)</td>
<td>2966 (60.28)</td>
<td>58.32</td>
</tr>
<tr>
<td>West Norway</td>
<td>1162 (23.61)</td>
<td>922 (18.74)</td>
<td>20.28</td>
</tr>
<tr>
<td>Mid-Norway</td>
<td>482 (9.79)</td>
<td>781 (15.87)</td>
<td>15.95</td>
</tr>
<tr>
<td>Northern Norway</td>
<td>174 (3.54)</td>
<td>251 (5.11)</td>
<td>5.45</td>
</tr>
</tbody>
</table>

\*This category is collapsed and consists of individuals who did and those who did not complete junior high school.

**Information-Seeking Behavior and the Symptoms of Anxiety**

The multiple regression model examining the factors associated with the symptoms of anxiety can be found in Table 2 and Multimedia Appendix 3. Multimedia Appendix 3 displays the regression results for the variables online interactive media and traditional media, explaining 33% of the variance in the data. Gender was a significant predictor of anxiety, with female gender being associated with higher levels of anxiety symptoms. Age was also a significant predictor of anxiety symptoms, with lower age being associated with higher symptoms of anxiety. Additionally, having a pre-existing mental health condition was associated with increased anxiety symptoms. Time spent obtaining information about the pandemic using newspapers was a significant predictor of anxiety symptoms, and more time spent reading newspapers was associated with a higher degree of anxiety symptoms.
Time spent obtaining information from social media was a significant predictor of anxiety symptoms, with more time spent being associated with a higher degree of anxiety symptoms. Obtaining information using both traditional media and online interactive media was a significant predictor of anxiety, and the relationship was positive. Finally, avoiding information about COVID-19 entirely was a significant predictor of anxiety symptoms, with a higher degree of avoidance being associated with an increased level of anxiety symptoms.

Among these significant associations, part correlations revealed the factors most strongly associated with the symptoms of anxiety while accounting for all other variables. The most prominent factors associated with the symptoms of anxiety included having a pre-existing mental health condition (part correlation=0.37), age (part correlation=−0.18), obtaining information from online interactive media (part correlation=0.10), and avoiding information about the pandemic (part correlation=0.10), all revealing small to medium effect sizes. Lower effect sizes emerged for obtaining information concerning the COVID-19 pandemic from social media (part correlation=0.08), for obtaining information from newspapers (part correlation=0.08), and generally for traditional media (part correlation=0.08) and the effect of gender (part correlation=−0.06). Obtaining information about the pandemic from television, forums and blogs, family and friends, and other sources was unrelated to the symptoms of anxiety. Education level was also unrelated to the symptoms of anxiety at our significance level.

**Information-Seeking Behavior and the Symptoms of Depression**

The multiple regression model examining the factors associated with depressive symptoms is depicted in Table 3 and Multimedia Appendix 4. Multimedia Appendix 4 displays the regression results for the variables online interactive media and traditional media, explaining 36% of the variance in the data. Age, gender, and education level were significant predictors of depressive symptoms, where lower age, lower education level, and a trend toward female gender were associated with a higher level of depressive symptoms. Having a pre-existing mental health condition was associated with a greater level of depressive symptoms. Time spent obtaining information about the pandemic from newspapers and social media was a significant predictor of depressive symptoms, with more time spent reading newspapers being associated with a higher level of depressive symptoms.

### Table 2. Predictors of anxiety symptoms in the weighted representative sample (N=4921; adjusted R²=0.33).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta</th>
<th>SE of beta</th>
<th>P value</th>
<th>Part correlation (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>5.16</td>
<td>0.39</td>
<td>&lt;.001</td>
<td>1.00</td>
</tr>
<tr>
<td>Gender&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−0.59</td>
<td>0.18</td>
<td>.001</td>
<td>−0.06</td>
</tr>
<tr>
<td>Age</td>
<td>−0.06</td>
<td>0.01</td>
<td>&lt;.001</td>
<td>−0.18</td>
</tr>
<tr>
<td>Education</td>
<td>−0.19</td>
<td>0.09</td>
<td>.03</td>
<td>−0.04</td>
</tr>
<tr>
<td>Mental health condition</td>
<td>4.34</td>
<td>0.29</td>
<td>&lt;.001</td>
<td>0.37</td>
</tr>
<tr>
<td>Newspapers</td>
<td>0.28</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.08</td>
</tr>
<tr>
<td>Television</td>
<td>0.01</td>
<td>0.07</td>
<td>.86</td>
<td>0.00</td>
</tr>
<tr>
<td>Social media</td>
<td>0.24</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.08</td>
</tr>
<tr>
<td>Forums and blogs</td>
<td>0.14</td>
<td>0.09</td>
<td>.10</td>
<td>0.04</td>
</tr>
<tr>
<td>Friends and family</td>
<td>−0.06</td>
<td>0.10</td>
<td>.58</td>
<td>−0.01</td>
</tr>
<tr>
<td>Other</td>
<td>0.04</td>
<td>0.08</td>
<td>.57</td>
<td>0.01</td>
</tr>
<tr>
<td>Avoidance</td>
<td>0.36</td>
<td>0.08</td>
<td>&lt;.001</td>
<td>0.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>Female=0; male=1.
Table 3. Predictors of depressive symptoms in the weighted representative sample (N=4921; adjusted $R^2=0.33$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta</th>
<th>SE of beta</th>
<th>P value</th>
<th>Part correlation (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>8.42</td>
<td>0.54</td>
<td>&lt;.001</td>
<td>1.00</td>
</tr>
<tr>
<td>Gender\a</td>
<td>-0.68</td>
<td>0.25</td>
<td>.005</td>
<td>-0.05</td>
</tr>
<tr>
<td>Age</td>
<td>-0.07</td>
<td>0.01</td>
<td>&lt;.001</td>
<td>-0.16</td>
</tr>
<tr>
<td>Education</td>
<td>-0.34</td>
<td>0.12</td>
<td>.004</td>
<td>-0.05</td>
</tr>
<tr>
<td>Mental health condition</td>
<td>6.41</td>
<td>0.39</td>
<td>&lt;.001</td>
<td>0.41</td>
</tr>
<tr>
<td>Newspapers</td>
<td>0.27</td>
<td>0.09</td>
<td>.002</td>
<td>0.06</td>
</tr>
<tr>
<td>Television</td>
<td>-0.12</td>
<td>0.09</td>
<td>.19</td>
<td>-0.03</td>
</tr>
<tr>
<td>Social media</td>
<td>0.22</td>
<td>0.08</td>
<td>.009</td>
<td>0.05</td>
</tr>
<tr>
<td>Forums and blogs</td>
<td>0.18</td>
<td>0.11</td>
<td>.11</td>
<td>0.03</td>
</tr>
<tr>
<td>Friends and family</td>
<td>-0.25</td>
<td>0.13</td>
<td>.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>Other</td>
<td>-0.02</td>
<td>0.10</td>
<td>.82</td>
<td>0.001</td>
</tr>
<tr>
<td>Avoidance</td>
<td>0.64</td>
<td>0.11</td>
<td>&lt;.001</td>
<td>0.13</td>
</tr>
</tbody>
</table>

\aFemale=0; male=1.

Obtaining information about the pandemic through online interactive media was a significant predictor of depressive symptoms, where more time spent was associated with a higher level of depressive symptoms. Avoiding information entirely was a significant predictor of depressive symptoms, where increasing avoidance of COVID-19–related information was associated with a higher level of depressive symptoms.

Among these significant associations, part correlations revealed the factors most strongly associated with depressive symptoms while accounting for all other variables. The strongest factors associated with depressive symptoms included having a pre-existing mental health condition (part correlation=0.41), age (part correlation=-0.16), and avoiding information about COVID-19 (part correlation=0.13), all revealing small to medium effect sizes. Smaller effect sizes were observed for education level (part correlation=-0.06), and obtaining news about the pandemic through newspapers (part correlation=0.06), online interactive media (part correlation=0.08), and traditional media (part correlation=0.03).

Obtaining information about COVID-19 from television, forums and blogs, family and friends, and other sources was unrelated to depressive symptoms. Obtaining information from traditional media was also unrelated to depressive symptoms.

Information-Seeking Behavior and the Symptoms of Health Anxiety

The multiple regression model examining the factors associated with the symptoms of health anxiety can be found in Table 4 and Multimedia Appendix 5. Multimedia Appendix 5 displays the regression results for the variables online interactive media and traditional media, and the regressions in Table 4 and Multimedia Appendix 5 explain 16% and 15% of the variance in the data, respectively. Education was a significant predictor of health anxiety symptoms, with a lower education level being associated with a higher level of health anxiety symptoms. Having a pre-existing mental health diagnosis was a significant predictor of health anxiety symptoms.
Table 4. Predictors of health anxiety symptoms in the weighted representative sample (N=4921; adjusted R²=0.16).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta</th>
<th>SE of beta</th>
<th>P value</th>
<th>Part correlation (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.52</td>
<td>0.18</td>
<td>.003</td>
<td>1.00</td>
</tr>
<tr>
<td>Gendera</td>
<td>−0.13</td>
<td>0.09</td>
<td>.13</td>
<td>−0.03</td>
</tr>
<tr>
<td>Age</td>
<td>0.00</td>
<td>0.00</td>
<td>&lt;.001</td>
<td>0.03</td>
</tr>
<tr>
<td>Education</td>
<td>−0.19</td>
<td>0.04</td>
<td>&lt;.001</td>
<td>0.09</td>
</tr>
<tr>
<td>Mental health condition</td>
<td>1.19</td>
<td>0.14</td>
<td>&lt;.001</td>
<td>0.24</td>
</tr>
<tr>
<td>Newspapers</td>
<td>0.20</td>
<td>0.03</td>
<td>&lt;.001</td>
<td>0.13</td>
</tr>
<tr>
<td>Television</td>
<td>0.02</td>
<td>0.03</td>
<td>.61</td>
<td>0.01</td>
</tr>
<tr>
<td>Social media</td>
<td>0.12</td>
<td>0.03</td>
<td>&lt;.001</td>
<td>0.09</td>
</tr>
<tr>
<td>Forums and blogs</td>
<td>0.03</td>
<td>0.05</td>
<td>.49</td>
<td>0.02</td>
</tr>
<tr>
<td>Friends and family</td>
<td>−0.03</td>
<td>0.05</td>
<td>.61</td>
<td>−0.01</td>
</tr>
<tr>
<td>Other</td>
<td>0.02</td>
<td>0.04</td>
<td>.69</td>
<td>0.01</td>
</tr>
<tr>
<td>Avoidance</td>
<td>0.09</td>
<td>0.04</td>
<td>.007</td>
<td>0.06</td>
</tr>
</tbody>
</table>

aFemale=0; male=1.

Time spent obtaining information from newspapers was a significant predictor of health anxiety symptoms, with more time spent being associated with an increased level of health anxiety symptoms. Time spent obtaining information from social media was a significant predictor of health anxiety symptoms, with more time spent being associated with a higher level of health anxiety symptoms. Obtaining information about the pandemic from both traditional media and online interactive media was a significant predictor of health anxiety, where more time spent on these media was associated with increased symptoms. Avoiding information entirely was a significant predictor of health anxiety symptoms, with higher levels of avoidance being positively associated with health anxiety symptoms.

Among these significant associations, part correlations revealed the factors most strongly associated with the symptoms of health anxiety while accounting for all other variables. The strongest factors associated with the symptoms of health anxiety included having a pre-existing mental health condition (part correlation=0.23), using traditional media to obtain information about the pandemic (part correlation=0.14), and time spent gathering information from newspapers (part correlation=0.13), in addition to using online interactive media in general (part correlation=0.10), revealing small effect sizes. Obtaining information through social media (part correlation=0.09), education level (part correlation=0.09), and avoiding news about COVID-19 (part correlation=0.06) had smaller effect sizes.

Age; gender; and information attainment related to COVID-19 from television, family and friends, forums and blogs, and other sources were unrelated to the symptoms of health anxiety.

**Discussion**

**Hypothesized Effects**

This study investigated the association of various sources of pandemic information dissemination with psychopathology during the COVID-19 pandemic in a Norwegian sample. For hypothesis 1, the strongest effect sizes were found for using social media and newspapers to obtain information about COVID-19. Support was not found for the hypothesized associations of obtaining information from television, forums and blogs, friends and family, and other sources with the symptoms of anxiety, health anxiety, and depression.

For hypothesis 2, using either online interactive media or traditional media had the strongest effect sizes pertaining to the symptoms of psychopathology, except for the measure of depressive symptoms, where using traditional media was not statistically significant. Additionally, as hypothesized, avoiding news about COVID-19 was significantly associated with the symptoms of anxiety, health anxiety, and depression.

**Information-Seeking Behavior and the Symptoms of Psychopathology**

Our findings seem to be in line with previous pandemic research results, where the use of different sources of information about COVID-19 was associated with increased symptoms of anxiety, depression, and health anxiety [12,13,41,42]. During such pandemics, individuals are required to live life with a certain degree of uncertainty due to the novelty of the situation [29], such as living with the risk of getting infected, not knowing if others you interact with are contagious, and being constantly wary of potential situations that could put one at risk.

Individuals with high intolerance to uncertainty may attempt to reduce this uncertainty through behaviors, such as checking the internet (ie, social media, forums, and blogs) and other sources (ie, newspapers and television) for information [29-31], exuding internal control over an external problem. Furthermore, health anxiety is tied to an increase in the search for health-related information, with psychological distress as a potential consequence [32]. With an increased tendency to search for information, there is also an increase in different media providing that information, with potentially differential effects.
Additionally, using social media in general is associated with the symptoms of mental distress [14-19].

As with social media, other unverified platforms have been investigated in previous pandemics. During the 2009 swine flu outbreak, language in blogs mentioning the swine flu was more dramatic compared to a control, and this language later spread to newspapers [43], indicating that monitoring of multiple types of media may result in exposure to similar dramatic language over time across different media. Interestingly, a study by Blakey [44] during the 2015 Zika outbreak found that knowledge of the virus predicted anxiety, indicating that it may not only be dramatic language that has a detrimental effect, but also general knowledge about the outbreak itself, an important point that national and regional governments need to take into consideration when preparing information for their citizens.

**Information Avoidance and the Symptoms of Psychopathology**

In line with the findings of this investigation, avoidance in anxiety literature is empirically documented as a maladaptive behavior that maintains anxiety levels [45-50]. Our results indicate that the association of news avoidance with anxiety and depression was greater than the association of the use of different media platforms for information about the pandemic with the symptoms of psychopathology, when viewing part correlations as effect sizes.

One reason for this might be that individuals who explicitly avoid news show general tendencies of avoidance, although existing mental health conditions were controlled for in our analyses. Previous research has shown that those who avoid news intentionally are exposed to news regardless [51-53]. Actively avoiding news and then being exposed to the news regardless might trigger the very feelings one seeks to avoid, although in an uncontrolled context, it might be more hurtful than being exposed to the news in the first place. Avoiding news might be maladaptive in the same sense that avoiding a feared stimuli for a person who has an anxiety disorder hinders recovery. Avoiding such information can shield the individual from information that might trigger existing fearful thoughts, but can possibly increase the span of attentiveness toward general negative experience, which may in turn be reinterpreted as threatening symptom stimuli through attentional biases [54].

Consequently, a core question is how we can reach those avoiding pandemic-related information, as these individuals seem to be at increased risk of experiencing psychopathological symptoms. To better understand the reasons underlying avoidance, future studies should explore whether pandemic-related news avoidance is intentional or unintentional, and how it is related to “news overload.” Skovgaard and Andersen [55] argue that one potential cause for avoidance is the overload of information, which is in accordance with the term infodemic. This connection is further elucidated in recent studies on social media [56,57], showing that news avoidance directly affects news efficacy.

Furthermore, individuals may be engaged in intentional avoidance due to low trust in news and the negativity of news [55]. The authors propose that these problems underlying intentional avoidance may be solved by providing clear and concise information, avoiding presentation of opinions, sticking to reporting facts, and rebalancing negative perspectives with future-oriented solutions to the presented problems. Rebalancing the overload of negative information present during pandemics with solutions on how to tackle the pandemic is also important from a psychological perspective, with the ability to increase the psychological need of competence and self-efficacy [58].

Governments might also use the research on incidental exposure to news to position information on platforms and in contexts where the information is likely to be seen, even in passing, especially considering that there are groups of people who use social media as their primary source of news [41]. As both this study and other studies have shown associations of social media use for news consumption regarding the current pandemic and social media use in general with the symptoms of psychopathology, it becomes vitally important to engage readers to both seek and receive fact-checked information on these media. Another possible solution could be attempted by presenting imperative pandemic-related news along with entertainment programs on television, and in the context of entertainment on the internet, previous studies have shown that people are exposed to this information even in passing [41]. Through these strategies designed to tackle intentional and unintentional avoidance, journalists and health-policy makers may provide avoidant individuals with essential life-saving information, and ease added symptoms of psychopathology associated with avoidance of news related to the pandemic.

**Strengths and Limitations**

A major strength of this study is that data collection was conducted in a period where pandemic restrictions had just been lifted, and no significant changes to the pandemic protocols in Norway occurred. Although the collected data were not fully representative of the Norwegian population given the oversampling and undersampling of several highlighted subgroups, poststratification weights were calculated and applied to closely match the sample with the true distribution in the population, yielding a representative sample of the Norwegian adult population. The study used a cross-sectional design, which impairs the ability to infer causal effects. Another limitation is using self-reporting of symptoms and inquiring about the presence of a psychiatric diagnosis rather than performing diagnostic interviews. As with traditional sampling techniques involving voluntary participation, potential self-selection of participants may have occurred. However, self-selection was accounted for statistically through the described weighting and raking procedures.

**Conclusion**

This study found significant associations between the symptoms of psychopathology and the use of media for obtaining information related to the COVID-19 pandemic. Significant findings for obtaining information through newspapers, social media, and online interactive media were seen across all 3 measures of psychopathology. Avoidance of COVID-19–related information and associations with the symptoms of psychopathology emerged as core findings, with generally higher effect sizes compared with informational attainment. In
the age of social media and fast-paced informational streams, presenting up-to-date curated pandemic information is imperative to mitigate the associated detrimental mental health consequences of information dissemination, and efficacious communication is important to hinder viral spread, keep populations up to date on the latest hygienic recommendations, and counteract the effects of infodemic misinformation and news overload. Effectively and accurately conveying information can directly benefit the mental health of citizens. Further research should be conducted to elucidate the causal mechanisms underlying the associations between media use and the symptoms of psychopathology, and between news avoidance and the symptoms of psychopathology. Public health officials must direct their efforts toward creating better opportunities for individuals to acquire validated information related to the pandemic, nudging them to trusted sources of information, and preventing news overload.
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Abstract

Background: Early in the pandemic, in 2020, Koehlmoos et al completed a framework synthesis of currently available self-reported symptom tracking programs for COVID-19. This framework described relevant programs, partners and affiliates, funding, responses, platform, and intended audience, among other considerations.

Objective: This study seeks to update the existing framework with the aim of identifying developments in the landscape and highlighting how programs have adapted to changes in pandemic response.

Methods: Our team developed a framework to collate information on current COVID-19 self-reported symptom tracking programs using the “best-fit” framework synthesis approach. All programs from the previous study were included to document changes. New programs were discovered using a Google search for target keywords. The time frame for the search for programs ranged from March 1, 2021, to May 6, 2021.

Results: We screened 33 programs, of which 8 were included in our final framework synthesis. We identified multiple common data elements, including demographic information such as race, age, gender, and affiliation (all were associated with universities, medical schools, or schools of public health). Dissimilarities included questions regarding vaccination status, vaccine hesitancy, adherence to social distancing, COVID-19 testing, and mental health.

Conclusions: At this time, the future of self-reported symptom tracking for COVID-19 is unclear. Some sources have speculated that COVID-19 may become a yearly occurrence much like the flu, and if so, the data that these programs generate is still valuable. However, it is unclear whether the public will maintain the same level of interest in reporting their symptoms on a regular basis if the prevalence of COVID-19 becomes more common.

(JMIR Form Res 2021;5(12):e31271) doi:10.2196/31271

KEYWORDS

COVID-19; coronavirus; framework analysis; information resources; monitoring; patient-reported outcome measures; self-reported; surveillance; symptom tracking; synthesis; digital health

Introduction

Over the past few years, the COVID-19 pandemic has resulted in more than 175 million deaths around the globe, and it has fundamentally changed the lives of millions more, demanding continual innovation and ingenuity. The increasing isolation brought on by the recommended quarantine and social distancing guidelines has led to further reliance on technology for both employment and social interaction [1,2]. Capitalizing on this, researchers in the field of participatory epidemiology developed programs to track individuals’ symptoms and map trends within communities.

These developments were further spurred by the delay in traditional epidemiological surveillance. Although epidemiological surveillance is fundamental in coordinating strategies for detection and prevention [3], in the early stages
of the COVID-19 pandemic, there were many instances where testing was not available or otherwise inaccessible [4]. It was postulated that this delay could be partially assuaged through an uptake in crowdsourced participatory surveillance efforts, based on the successful monitoring of yearly influenza outbreaks [5,6]. Although outbreaks have considerably declined since the advent of the COVID-19 vaccine, the application of COVID-19 symptom tracking technology to the pandemic has afforded researchers ample data both on virus spread and its impact on the individual.

To shed light on these important efforts in the United States, early in the pandemic, in 2020, Koehlmoos et al [7] completed a framework synthesis of currently available self-reported symptom tracking programs for COVID-19—the disease caused by a specific novel coronavirus. They sought to identify programs in the United States that remotely tracked daily symptom fluctuations among participants and mapped disease spread at a community level. This framework described the programs, partners and affiliates, funding, responses, platform, and intended audience, among other considerations. Ideally, this synthesis would raise awareness of programs while identifying gaps and overlaps [7]. This study seeks to update Koehlmoos et al’s framework, with the aim of identifying developments in the landscape and highlighting how programs have adapted to changes in pandemic response.

Methods

Study Design

Our team developed a framework to collate information on current COVID-19 self-reported symptom tracking programs using the “best-fit” framework synthesis approach [8]. The innovative best-fit framework was chosen for its strength, utility, and appropriateness in drawing conclusions for an evolving subject, as it does not require a further process of interpretation by policy makers and practitioners in order for them to inform practice [9]. Information on each program was collected and organized into a table for ease of comparison.

Target Population

The original framework synthesis served to identify programs tracking symptoms associated with COVID-19 in the US population. The updated version includes all programs identified in the prior synthesis, as well as sought to include any programs implemented thereafter. Inclusion and exclusion criteria are described below.

Inclusion Criteria

Programs that aim to capture and geographically collate self-reported symptoms associated with COVID-19 that are available for use in the United States were included for the analysis. For this synthesis, a symptom tracking program is defined as a program that allows individuals to report COVID-19 symptoms, in an effort to identify geographic areas with emerging disease or changes in disease progression.

Exclusion Criteria

Programs that do not track specific symptoms for COVID-19, those that were symptom checkers intended for individual use only, or those that did not target the US population were excluded from the analysis.

Program Identification

All programs from the previous synthesis were included to document changes, if any. New programs were discovered using a Google search for keywords (eg, “symptom trackers covid,” “symptom trackers coronavirus,” “symptom tracking covid,” “symptom tracking coronavirus,” “daily symptom tracking covid,” “daily symptom tracking coronavirus,” “self-reporting covid,” “self-reporting coronavirus”). The time frame for the search for programs ranged from March 1, 2021, to May 6, 2021. This 2-month timeline was selected to reflect the state of COVID-19 symptom tracking programs 1 year after our previous synthesis.

Screening Method

Reviewers (JK, MLJ, and TPK) screened programs to determine whether inclusion criteria were met, and if so, they extracted data from program websites using a standardized form. In the case of conflict between reviewers, final determinations were made by TPK. To gather information that may not be available via program websites, program managers were contacted via email.

Synthesis Method

Data related to program characteristics were extracted from all included programs and organized into a table using the tool developed in the previous synthesis to guide data collection and build the framework for analysis. Data were then synthesized to form meaningful statements about the programs.

Results

We identified 33 programs in total, 8 (24%) of which met the inclusion criteria. All 6 programs identified in the last synthesis were included to document changes, if any. Notably, 2 of those 6 programs had been rebranded since our original synthesis, with COVIDNearYou now known as Outbreaks Near Me and COVID Symptom Tracker now known as COVID Symptom Study. Two newly identified programs, COVIDSymptom and COVID Control, met the inclusion criteria. Thus, information was gathered from all 8 eligible programs (ie, BeatCOVID19Now, COVIDcast, COVID Control, COVIDSymptom, COVID Symptom Study, HelpBeatCOVID19, HowWeFeel, and Outbreaks Near Me; see Table 1). In all, 25 programs were excluded as they did not meet the inclusion criteria (Multimedia Appendix 1). Of the original 6 programs, BeatCOVID19Now has since been terminated, reportedly due to control of disease spread in its home location (Australia), resulting in lack of interest in continuing efforts in the United States and other international settings. Hence, BeatCOVID19Now is not included in the tabulated data.
Table 1. Overview of self-reported symptom tracker programs.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Program name</th>
<th>HowWeFeel Location</th>
<th>Outbreaks Near Me Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host institution and partners</td>
<td>• Carnegie Mellon University Delphi Research Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Facebook COVID Symptom Study</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Outbreaks Near Me</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID Control</td>
<td>• John Hopkins Bloomberg School of Public Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID Symptom Study</td>
<td>• John Hopkins School of Medicine</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• John Hopkins Whiting School of Engineering</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• John Hopkins Medicine Technology Innovation Center University of Vermont Medical Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Capitol Technology University</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ITC Infotech Digital Experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVIDcast</td>
<td>• University of Michigan Kirusa</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NJ Tech Council</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NJ Business &amp; Industry Association</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Walk-In Medical Urgent Care Sills, Cummis &amp; Gross Decagon Strand SpectraME-DI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID Symptom Studya</td>
<td>• Harvard T.H. Chan School of Public Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Massachusetts General Hospital</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• King’s College London Stanford University School of Medicine ZOE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• COVIDcast Outbreaks Near Mec Agricultural Health Study</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• American Cancer Societyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Aspree Xtc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Black Women’s Health Studyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• California Teachers Studyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Cancer Prevention Study—3c</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Dr. Susan Lovec Foundation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Gulf Studyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Gutsc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The Multiethnic Cohort Studyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The Sister Studyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Stand Up to Cancerc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• University of Texas School of Public Healthc</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HelpBeatCOVID19</td>
<td>• University of Alabama Department of Public Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HowWeFeel</td>
<td>• Harvard T.H Chan School of Public Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Ending Pandemics Google</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Centers for Disease Control</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• COVID Symptom Studyc</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• COVIDcastc</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>• Pittsburgh, PA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Baltimore, MD</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Ann Arbor, MI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Boston, MA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Birmingham, AL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Boston, MA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Boston, MA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Program name</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Funding sources</td>
<td>• None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• White and Case</td>
<td>• New Jersey Technology Control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• ITC Infotech</td>
<td>• Kirusa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• United States, Canada, and Mexico residents (18+); public at large</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intended participants (age in years)</td>
<td>• US residents (18+)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Worldwide (18+)</td>
<td>• US residents (18+)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Participants from other internal studies, including RCTs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date symptom tracker was initiated</td>
<td>• April 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• April 2020</td>
<td>• June 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• April 2020</td>
<td>• Not available</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of responses to date</td>
<td>• 19,989,000 (+17,413,000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 215,000</td>
<td>• 4,651,000 (+4,553,000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 101,000</td>
<td>• 5,867,000 (+5,813,000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanism of recruiting participants or platform</td>
<td>• Survey via Facebook</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Apple App Store Google Play Store</td>
<td>• Apple App Store Google Play Store</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Web browser</td>
<td>• Apple App Store Google Play Store</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>• Daily survey prompts via Facebook</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Daily phone notifications</td>
<td>• Daily phone notifications</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Daily phone notifications</td>
<td>• SMS notifications every three days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of reporting</td>
<td>• Daily</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Daily</td>
<td>• Live Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability of summary tables for external synthesis or utilization</td>
<td>• Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Yes</td>
<td>• Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Yes</td>
<td>• No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• No</td>
<td>• Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intended audience for the product</td>
<td>• Public at large</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• State and local health officials</td>
<td>• Health care providers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Researchers</td>
<td>• Researchers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Public at large</td>
<td>• State and local health officials</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Neighborhood States</td>
<td>• State and local health officials</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Local policy makers</td>
<td>• Local policy makers</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Upon reviewing the data elements being collected across the programs (Table 2), it appears that some of the trackers have been revised to ask more timely questions, including those covering topics like vaccination (eg, COVIDcast, COVID Symptom Study, HowWeFeel, Outbreaks Near Me), vaccine hesitancy (eg, COVIDcast and HowWeFeel), adherence to social distancing recommendations put forth by the Centers for Disease Control and Prevention (CDC; eg, COVIDcast and HowWeFeel), and in-person schooling for children K-12 (eg, HowWeFeel). Notably, COVIDcast asks about mask usage.

The remaining programs (COVID Control, COVIDSymptom, HelpBeatCOVID19, and Outbreaks Near Me) continue to focus their efforts only on elements such as ongoing symptoms, testing status, and demographic information. Interestingly, COVIDcast and COVID Symptom Tracker have limited or removed much of the demographic data that they collect.
Table 2. Data elements across programs.

<table>
<thead>
<tr>
<th>Question</th>
<th>COVIDcast</th>
<th>COVID Control</th>
<th>COVID Symptom Study</th>
<th>HelpBeatCOVID19</th>
<th>HowWeFeel</th>
<th>Outbreaks Near Me</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you completing the survey on behalf of someone else?</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Zip code</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood group</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms at time of check-in</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms within the last 24 hours</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms over the past 7 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date of symptom onset</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do others in your household have similar symptoms to those you reported?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature at the time of check-in</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest temperature over symptom duration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Hours of sleep previous night</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you been tested for COVID-19?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Type of testing or care sought due to symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What type of medical test did you receive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results of testing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>In the past 14 days, did you want a COVID-19 test but did not receive one</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How long after you started feeling ill did you see a health professional?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What prescription, if any, did you receive for your illness?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you received the COVID-19 vaccine?</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Would you accept a COVID-19 vaccine if offered?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>If a safe, effective coronavirus vaccine were available, how likely would you be to get vaccinated?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>What is the main reason you got the COVID-19 vaccine?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>What is the main reason you did not get the COVID-19 vaccine?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Do you know anyone who has received a COVID-19 vaccine?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>If you have a child under 18, how likely are you to get your child vaccinated?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Are you experiencing any symptoms near the injection site?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preexisting conditions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you pregnant?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question</td>
<td>COVIDcast</td>
<td>COVID Control</td>
<td>COVID Symptom</td>
<td>COVID Symptom Study</td>
<td>HelpBeatCOVID19</td>
<td>HowWeFeel</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>-----------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------------</td>
<td>-----------------</td>
<td>------------</td>
</tr>
<tr>
<td>Are you/have you ever been a smoker</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Have you received the flu vaccine?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Number of people in the household</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you a parent?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of children in the household</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do any children in your household (pre-K through grade 12) go to full-time in-person classes?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has anyone in your household been diagnosed with COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of domicile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you left your home in the past 24 hours?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Reason for leaving home</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What protective measures did you take when you left home?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 7 days, did you wear a mask most or all of the time in public?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 7 days, when you were in public places where social distancing is not possible, did most or all other people wear masks?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 24 hours, did you spend time indoors with someone who isn’t currently staying with you?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 24 hours, did you attend an indoor event with more than 10 people?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 24 hours, did you go to an indoor market, grocery store, or pharmacy?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 24 hours, did you have a meal or drink indoors at a bar, restaurant, or cafe?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 24 hours, did you use public transit?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 7 days, have you traveled outside of your state?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you been in contact with anyone diagnosed with COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Do you personally know someone in your local community who has COVID-like symptoms?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Does your job require you to leave your home and go to another place to work where you come in contact with public?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>How much of the following feelings (tired, calm, happy, angry, sad, thoughtful, optimistic, anxious, lonely, grateful, hopeful, stressed) have you felt so far today?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Do you feel very or somewhat worried about becoming seriously ill from COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
All 7 currently active programs collect information regarding symptoms, although the time period varies, with the majority (4/7, 57%), asking participants to report current symptoms at the time of check-in (ie, COVID Control, COVIDSymptom, COVID Symptom Tracker, and HowWeFeel), 2 (29%) asking about symptoms experienced over the past week (ie, HelpBeatCOVID19 and Outbreaks Near Me), and only 1 (14%) asking about symptoms experienced over the past 24 hours (ie, COVIDcast). Except for COVIDcast, all other programs ask symptomatic participants who report fever for their temperature, with COVID Control uniquely asking participants who report to have experienced no symptoms. All of these programs (excluding COVIDcast) also ask participants whether they have undergone testing, and 5 programs (ie, COVID Control, COVIDSymptom, COVID Symptom Tracker, HelpBeatCOVID19, Outbreaks Near Me) ask about the results.

COVID Control and COVIDSymptom limited their questions to symptoms, testing, and demographic data, whereas other programs had unique questions, indicating their areas of focus. COVIDcast tailored its questions to current issues, including vaccination status, adherence to social distancing guidelines, mask usage, use of public transit, travel, and mental health concerns. COVID Symptom Study also asked participants about vaccination status, as well as vaccine hesitancy, vaccine side effects, and it was the only program to ask participants about their blood group. HelpBeatCOVID19 asked participants about their household, health insurance status, and financial insecurity. HowWeFeel asked questions on vaccination status; vaccine hesitancy, including asking participants why they have or have not been vaccinated and whether they would vaccinate their children; adherence to social distancing guidelines; and mental health concerns. Finally, Outbreaks Near Me asks participants in-depth questions about testing, including what kind of test participants receive, their diagnosis, and any medications they are prescribed.

**Discussion**

**Principal Findings**

Over the course of the past year, symptom tracking programs have been exceedingly useful for predictive modeling and population research throughout the COVID-19 pandemic [10]. The data from COVID Symptom Study, for example, has already been used to unearth COVID-19–related trends, even revealing 6 distinct “types” of COVID-19 emerging among their participants. The importance of their contributions were highlighted in the *New England Journal of Medicine* article “Putting the Public Back in Public Health—Surveying Symptoms of Covid-19” [10]. This framework update shows the increase in responses, collaboration, and evolution of questionnaires between programs exemplifying their use by the public health community.

Many symptom checking programs (not included in this framework), defined—for the purposes of this study—as programs that serve to indicate whether the participant likely should or should not seek medical attention without aiming to record symptoms over time, have emerged and with good reason [11]. These programs are critical in deterring those without serious symptoms from seeking emergency care. However, the number of symptom tracking programs has not correspondingly increased. Only 2 additional symptom tracking programs were identified, which indicates either the demand for these programs is significantly lower than symptom checking programs or that the current programs are doing well to serve this niche. It is also possible that both reasons are true.

Reported responses to each of the original 6 programs substantially increased. The lowest number of responses, defined as unique symptom entries by an individual, were received for HelpBeatCOVID19—recorded at 101,000, an increase of 44,000. The remaining 3 programs with reported responses also showed exponential increase in the number of responses. For instance, COVIDcast had 19,989,000 responses, an increase of 17,415,000—the highest of all programs. COVID Symptom Study recorded 4,651,000 responses, an increase by 4,553,000. Outbreaks Near Me recorded 5,867,000 responses, an increase of 5,813,000. In the original framework, two-thirds of the programs had less than 100,000 responses. Among the newly added programs, COVID Control had 215,000 responses. Although only half of the previous programs focused on user retention through notifications (ie, COVID Symptom Study, Outbreaks Near Me, and HelpBeatCOVID19), we found that all programs now prompted previous participants on a daily or semiregular basis through either phone or social media notifications or SMS text messages.

Despite the addition of 2 new programs to the framework, 1 program concluded during the past year. BeatCOVID19Now, based in Australia, concluded and terminated its website in early 2021. Notably, it was the only program in the original synthesis that served international participants and was founded by the same researchers who developed the Influenza Intensity and
Impact Questionnaire (fluIQ) [12]. The discontinuation of BeatCOVID19Now also raises the question of the longevity of the other programs—like BeatCOVID19Now, Outbreaks Near Me was developed based on existing infrastructure, namely Flu Near You, which performed a similar function for yearly influenza outbreaks. Therefore, discontinuation of BeatCOVID19Now poses the question of whether other programs may be discontinued in the near future.

Collaboration between programs also seems to be auspicious for growth and user retention. Three of the programs (ie, COVIDcast, COVID Symptom Tracker, and Outbreaks Near Me) have begun collaborating. Lack of collaboration was a chief concern in the first iteration of our framework synthesis, with the concern being that it would lead to unnecessary duplication and a division of the pool of potential participants, and ultimately, all of the programs sought to share this important data with those who could best utilize it. Although these concerns cannot be completely assuaged without further collaboration among groups, initiating collaboration among the 3 programs with the highest response rates is a step forward.

A notable development was the continued change in data elements observed by the majority of programs. Elements such as symptom status and potential contact continue to be necessary; however, seeing programs adapt to changes in pandemic response by adding elements concerning vaccination, vaccine hesitancy, social distancing, and mental health indicates what could be the next direction for these programs.

Limitations
As with the first iteration of this study, several limitations must be acknowledged. First, our analysis was limited to English-language programs; therefore, we may have missed nuances of data collection that are more important to non-English-speaking residents. Second, although the speed of framework analysis enables rapid evaluation of commonalities, it does not provide the in-depth rigor of a full systematic review. Third, our collected data evaluated differences in the number of responses to each program, but it only pertained to what data was collected, how that data is being collected, and what groups created and funded each program. Analyzing the effectiveness, market penetration, or user demographics of evaluated programs is beyond the scope of this study. This kind of analysis, if undertaken in a future study, may provide insight into the question of potential longevity posed by this framework. Fourth, we recognize that program participation is limited to only those who have access to the internet or cellular phone service, creating an unintended disparity among respondents based on their access to and utilization of technology. Therefore, the underlying reasons for the difference in response rate remain beyond the scope of this study. Last, this synthesis neither provides critical appraisal of programs nor evaluates programs for effectiveness.

Conclusions
At this time, the future of self-reported symptom tracking for COVID-19 and for these programs, is unclear. Some sources have speculated that COVID-19 may become a yearly occurrence much like the flu, and if so, the data that these programs generate is still valuable [13]. However, it is unclear whether the public will maintain the same level of interest in reporting their symptoms on a regular basis if the prevalence of COVID-19 becomes more common, and, for programs like COVIDcast, whether the platform where the survey is hosted will continue to support them. The aforementioned conclusion of BeatCOVID19Now represents a foreboding that could be lying ahead—that lack of interest after virus control through the roll-out of rapid and widely available testing and successful vaccination could lead to a lack of interest among participants, and ultimately discontinuation; however, as of May 2021, these 7 programs have not shown any signs of waning.
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Abstract

Background: Social media has emerged as an effective means of information sharing and community building among health professionals. The utility of these platforms is likely heightened during times of health system crises and global uncertainty. Studies have demonstrated that physicians’ social media platforms serve to bridge the gap of information between on-the-ground experiences of health care workers and emerging knowledge.

Objective: The primary aim of this study was to characterize the use of a physician WhatsApp (WhatsApp LLC) group chat during the early months of the COVID-19 pandemic.

Methods: Through the lens of the social network theory, we performed a qualitative content analysis of the posts of a women physician WhatsApp group located in the United Arab Emirates between February 1, 2020, and May 31, 2020, that is, during the initial surge of COVID-19 cases.

Results: There were 6101 posts during the study period, which reflected a 2.6-fold increase in platform use when compared with platform use in the year prior. A total of 8 themes and 9 subthemes were described. The top 3 uses of the platform were requests for information (posts: 2818/6101, 46.2%), member support and promotion (posts: 988/6101, 16.2%), and information sharing (posts: 896/6101, 14.7%). A substantial proportion of posts were related to COVID-19 (2653/6101, 43.5%), with the most popular theme being requests for logistical (nonmedical) information. Among posts containing COVID-19–related medical information, it was notable that two-thirds (571/868, 65.8%) of these posts were from public mass media or unverified sources.

Conclusions: Health crises can potentiate the use of social media platforms among physicians. This reflects physicians’ tendency to turn to these platforms for information sharing and community building purposes. However, important questions remain regarding the accuracy and credibility of the information shared. Our findings suggest that the training of physicians in social media practices and information dissemination may be needed.

(JMIR Form Res 2021;5(12):e31791) doi:10.2196/31791
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Introduction

Background
The COVID-19 pandemic has put an unprecedented and prolonged strain on health systems and health care providers globally. Clinicians are inundated with global developments, an incessant news cycle, and minute-by-minute information from various sources, as new and sometimes conflicting data are becoming available worldwide at an unparalleled pace [1]. The evolving and shifting nature of public health policies,
including curfews, lockdowns, social distancing restrictions, and testing and tracing requirements, presents additional challenges. In order to ensure their personal safety and provide care, frontline medical professionals need to be equipped with the most evidence-based clinical pathways and public health protocols.

Use of Social Media

Several studies have shown that physicians’ social media platforms have become significant facilitators of bridging gaps of information between on-the-ground experiences of health care workers and emerging, scientific, clinical, and population-level knowledge [2,3]. Researchers have analyzed various social media platforms to better understand their use in public health discourse [4,5]. Moreover, infoveillance studies have confirmed a marked increase in individuals’ activity on social media platforms, particularly during the COVID-19 pandemic [6]. For example, a COVID-19 physician group, which was created on Facebook in March 2020 and was described as “an inclusive resource for physicians to share frontline clinical information about COVID-19 as it becomes available,” quickly rose to considerable popularity; the group has approximately 29,000 members to date [7]. Other studies have described how health care providers worldwide have used Twitter and WhatsApp (WhatsApp LLC) during the pandemic to disseminate news and discoveries to colleagues and communicate health information directly to patients [2,8]. There is limited published information however on the use of social media among groups of physicians during a medical and public health crisis.

We previously reported an analysis of the WhatsApp posts of a women physician group: we noted that the platform was effective in enabling female physicians to expand networks, exchange ideas, share scientific information, celebrate accomplishments, and provide support to colleagues [9]. In this study, by using social network theory as an overarching lens [10], we sought to analyze the content of the social media interactions of this group’s members during a public health crisis. The primary purpose of this study was to characterize the use of a social media platform among members of a physician group during the COVID-19 pandemic. Our additional aims included examining group members’ levels of engagement (ie, by comparing them to members’ pre-pandemic levels of engagement) and identifying the sources of medical information that were shared among the physician members.

Methods

Setting and Population

On January 23, 2020, the United Arab Emirates (UAE) reported its first confirmed case of COVID-19. Over the following 4 months, the country experienced a surge of cases; over 60,000 UAE patients were infected with SARS-CoV-2.

WONDER (Women Doctors in the Emirates) is a multispecialty women physician group that originated in 2015 to foster support and collaboration among female physicians living and working in the UAE. In early 2018, WhatsApp Messenger (WhatsApp LLC)—a closed-group messaging app—was added as an adjunct to face-to-face meetings. At the time of writing this paper, group membership totaled 161 physicians, and over 80% (130/161, 80.7%) of members wrote posts during the study period.

Data Collection and Analysis

Posts from February 1, 2020, through May 31, 2020, were included in the analysis. February 1, 2020, corresponds to the national index case of COVID-19, and the studied period encompasses the initial spring 2020 COVID-19 surge in the UAE, during which the number of COVID-19 cases and related hospitalizations peaked [11]. Prior to data extraction and analysis, group members were informed about this retrospective study via a WhatsApp message and were given the opportunity to have their posts excluded from analysis. Data were exported from the WhatsApp Messenger group to Microsoft Office Excel 2013 by one of the researchers (PA), who removed identifying information; retained the content, dates, and times of posts; and assigned each member a unique numeric identifier to calculate the percentage of members who wrote posts. All data were then anonymized for qualitative analysis. The messages were analyzed via qualitative content analysis [12]. We approached the data through the lens of the social network theory, which focuses on the effect of social relationships on processing media influence, transferring information, and enabling attitudinal or behavioral change [10]. Two physician researchers (HI and PA) independently coded each post, performed a content analysis of the messages, and produced a list of the common themes that they identified. After this initial review, the researchers discussed their findings, and through discussion, they reached consensus on the themes and created subthemes. The two primary reviewers then independently categorized all posts according to the predetermined themes. Any disagreements were resolved by consensus, and any remaining discordance was brought to the third physician researcher (SAR) and discussed until consensus was achieved. A descriptive quantitative analysis was conducted by using Microsoft Excel 2019 to analyze the frequency of posts within each identified theme. This study was reviewed by the Cleveland Clinic Abu Dhabi Research Ethics Committee and was deemed exempt from institutional review board review, as the data were retrospective, were deidentified, and did not involve any patient information.

Team Reflexivity

We were cognizant that our research team consisted of 3 female physicians who lived and worked in the Middle East and were frontline workers during the COVID-19 pandemic. To minimize bias, we were blinded to participants’ identities. We were mindful of how our experiences influenced our analysis of the data and engaged in frequent group conversations to share, support, and challenge each other’s interpretations.

Results

At the time of data extraction and analysis, there were 161 group members—a 32% increase from the 122 members in the prior year. From February 1, 2020, to May 31, 2020, there were a total of 6101 posts. Of the 161 members, 130 (80.7%) posted at least once during this time period. The number of posts increased 2.6-fold from the number of posts during the same
time period in 2019. Further, 1204 more messages were posted in the chat during this 5-month study interval than during the entire preceding year (6101 posts vs 4897 posts, respectively). Approximately half of all posts (2653/6101, 43.5%) were directly related to the COVID-19 pandemic.

There were 8 general themes identified. Table 1 provides a description of themes and subthemes, example posts, and the relative frequencies of each theme. The most frequent theme was related to requests for information, which represented 46.2% (2818/6101) of all posts. Of the information requests, the majority (1308/2818, 46.4%) were requests for non–COVID-19–related general medical information, and many of these posts consisted of physician referral requests. Of the COVID-19–related information requests, the vast majority (945/1184, 79.8%) were related to logistical information, including quarantine measures, school closures, or mask mandates. Only 3.9% (239/6101) of all posts consisted of specific diagnostic or treatment queries regarding COVID-19.

Approximately 15% (896/6101, 14.7%) of the posts consisted of medical information that was shared with the group by individual members. There were twice as many posts containing information from unverified and non–evidence-based sources (n=517; eg, blogs, social media messages, and local newspaper articles) as there were posts containing evidence-based information (n=297). Several group members expressed confusion and frustration. One group participant noted the following:

*I have a headache from all the COVID-19 stuff I am reading. I no longer know what to trust and who to believe.*

Another physician stated:

*This article a perfect example about why a lot of the social media posting of drafts, small series, unproven theories, personal opinion etc. is frankly dangerous. We should defer to only published peer reviewed papers and guidelines. I am personally overwhelmed with all the misinformation I get.*

The frequencies of posts related to each COVID-19 subtheme are displayed in Table 2. In total, 35.6% (945/2653) of COVID-19–related posts were requests for logistical information, and 22.7% (601/2653) of such posts contained supportive or promotional messages related to COVID-19.
Table 1. Themes derived from the qualitative analysis of the WhatsApp group chat (posts: N=6101).

<table>
<thead>
<tr>
<th>Relationship in the context of general information seeking</th>
<th>Description of theme</th>
<th>Posts, n (%)</th>
<th>Example posts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Relationships in the context of general information seeking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Request for information</strong></td>
<td>Member requesting information from other group members</td>
<td>2818 (46.2)</td>
<td>N/A b</td>
</tr>
<tr>
<td>General (medical)</td>
<td>Information sought on any non–COVID-19–related medical matter</td>
<td>1308 (21.4)</td>
<td>“I need a recommendation for a fertility/IVF center in Abu Dhabi.” “Any pediatric urologist in the group, or one that can be recommended?”</td>
</tr>
<tr>
<td>COVID-19 logistics</td>
<td>Information sought on logistical topics, such as the location of testing sites, curfew rules, and personal protective equipment protocols</td>
<td>945 (15.5)</td>
<td>“Question for the OB in the group: What are your PPE protocol in labor and delivery, patient of unknown COVID status? Any guidelines or protocols on that?” “Does this mean no school for 4 weeks starting this Sunday?”</td>
</tr>
<tr>
<td>General (nonmedical)</td>
<td>Information sought on any nonmedical matter</td>
<td>326 (5.3)</td>
<td>“Dear ladies, any houseplant experts in the group, particularly orchids.” “Any recommendations for piano repair who will visit your home?”</td>
</tr>
<tr>
<td>COVID-19 medical</td>
<td>Information sought on COVID-19 diagnoses, symptoms, and treatment protocols</td>
<td>239 (3.9)</td>
<td>“Good evening ladies Is there any evidence that fasting and or associated dehydration is a risk favor for worse outcomes in covid19? Just wondering as Ramadan is almost upon us.”</td>
</tr>
<tr>
<td><strong>Relationships in the context of community building</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Support and promotion</strong></td>
<td>Member providing moral or emotional support to other group members</td>
<td>988 (16.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>COVID-19 related</td>
<td>Support for COVID-19–related matters</td>
<td>601 (9.9)</td>
<td>“Just wanted to thank you all for your support and prayers, my uncle was extubated yesterday, he’s officially off the vent but we know he’s not out of the woods yet. Hopefully no long-term sequelae from this infection and he’ll be able to go back to his family soon.”</td>
</tr>
<tr>
<td>General</td>
<td>Support given for any non–COVID-19–related matters</td>
<td>387 (6.3)</td>
<td>“Watch interview with our very own member educating the public on the crucial role anesthesiologists play in delivering safe patient care.”</td>
</tr>
<tr>
<td>Community engagement</td>
<td>Non–medical-related general posts, quotes, memes, videos, or articles of interest</td>
<td>637 (10.4)</td>
<td>“I second your gratitude for all the blessings we have...and most importantly each other. Once this is over, I plan to make hugs mandatory amongst all Wonder members”</td>
</tr>
<tr>
<td>Celebration</td>
<td>Secular and religious holiday wishes, personal and professional milestones, and celebrations</td>
<td>350 (5.7)</td>
<td>“Beautiful baby! Wishing him a life full of happiness, health and prosperity.”</td>
</tr>
<tr>
<td>Group administration</td>
<td>Posts for announcing group activities and events as well as for adding and welcoming new group members</td>
<td>250 (4.1)</td>
<td>“Reminder: Our Zoom meet is tonight at 730p. We have a dozen WONDER docs signed up already. Anyone else wants to join? DM me your email address. Looking forward to catching up!”</td>
</tr>
<tr>
<td>Women empowerment</td>
<td>Articles regarding women in medicine, inspirational quotes, and images related to women’s empowerment</td>
<td>73 (1.2)</td>
<td>“Meet the top 10 Power Businesswomen in the Middle East’ ranked by Forbes”</td>
</tr>
<tr>
<td><strong>Relationships in the context of information sharing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information sharing</td>
<td>Member sharing information with the group</td>
<td>896 (14.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Subtheme</td>
<td>Description of theme</td>
<td>Posts, n (%)</td>
<td>Example posts</td>
</tr>
<tr>
<td>----------</td>
<td>----------------------</td>
<td>-------------</td>
<td>---------------</td>
</tr>
<tr>
<td>COVID-19 non–evidence-based source</td>
<td>COVID-19–related information from social media sources</td>
<td>571 (9.4)</td>
<td>“…this is from a Romanian physician Facebook group. Seems credible…”</td>
</tr>
<tr>
<td>COVID-19 evidence-based source</td>
<td>COVID-19–related information from peer-reviewed literature and verifiable sources</td>
<td>297 (4.9)</td>
<td>“A great summary interview with Bruce Aylward of the WHO.” “Published today in NEJM: in hospitalized adult patients with severe Covid-19, no benefit was observed with lopinavir–ritonavir.”</td>
</tr>
<tr>
<td>General medical</td>
<td>General medical information from any source</td>
<td>28 (0.5)</td>
<td>“You are cordially invited to attend Allergy Connect with Experts.”</td>
</tr>
<tr>
<td>Opportunities</td>
<td>Member seeking or offering employment, volunteer, or donation opportunities</td>
<td>89 (1.5)</td>
<td>“Abu Dhabi Blood Bank is running low on reserves as so few people have gone in to donate over the past month. If you know donors, please encourage them to go.” “I have a friend who’s a gynecologist in London and looking for a position in Dubai or Abu Dhabi. Please let me know if anyone knows of any vacancies.”</td>
</tr>
</tbody>
</table>

Table 2. Analysis of the subset of posts related to COVID-19 (n=2653).

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>COVID-19–related posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requests for logistical information related to COVID-19</td>
<td>945 (35.6)</td>
</tr>
<tr>
<td>Requests for medical information related to COVID-19</td>
<td>239 (9)</td>
</tr>
<tr>
<td>Sharing of COVID-19–related information from peer-reviewed literature and verifiable sources</td>
<td>297 (11.2)</td>
</tr>
<tr>
<td>Sharing of COVID-19–related information from social media and unverifiable sources</td>
<td>571 (21.5)</td>
</tr>
<tr>
<td>Supportive, encouraging, or promotional messages related to COVID-19</td>
<td>601 (22.7)</td>
</tr>
</tbody>
</table>

Discussion

Use of Social Media

Social media content can provide important insights into the issues and topics that concern health care providers during a global health crisis. Our report on the use of a physician group’s WhatsApp chat during the evolving COVID-19 pandemic demonstrates the increased use of this social media forum, and a substantial proportion of the content was related to COVID-19. Social network theory emphasizes the importance of relationships in the context of general information seeking, knowledge sharing, and community building [10]. Accordingly, our study identified 3 main aims of the use of the WhatsApp group, namely information requests, information dissemination, and support and encouragement. A major premise of the social network theory is that a wide network of weaker relationships allows for access to more individuals and resources and can therefore be more beneficial than 1 or 2 strong ties [10]. Throughout the early months of 2020, health care workers cared for large volumes of critically ill patients without any evidence-based therapies while simultaneously dealing with an onslaught of research findings and information [1]. Our findings reflect the confusion and frustration that are often felt by frontline physicians who are trying to navigate a global public health emergency for themselves, their families, and their patients. In our study, group chat members often turned to their colleagues for advice and support. This was evidenced by the large volume of conversations that occurred during this time period and the high engagement levels of members. Compared to the number of posts from the same time period in the previous year, the number of posts increased substantially in 2020. Although there was a modest increase in membership, the exponential rise in the number of posts likely represents the increased use of the platform as a resource for physicians during the extraordinary circumstance of a global pandemic. In fact, 1204 more posts were found during our 5-month study interval than during the entire preceding year (6101 posts vs 4897 posts, respectively). Other studies have reported increased social media use during the COVID-19 pandemic [2,3,6,9].

Almost half (2653/6101, 43.5%) of the posts were directly related to COVID-19, and over one-third (945/2653, 35.6%) of these posts consisted of requests for logistical information. The non–COVID-19–related posts highlighted several important points. For instance, even in the midst of a global pandemic, physicians continued to provide general medical care to their patient populations. Additionally, group members frequently discussed non–COVID-19–related and nonmedical interests. As such, the chat group likely allowed for the opportunity to provide a sense of normalcy to frontline workers in the midst of a public health crisis. It is interesting that the vast majority
of information requests related to COVID-19 dealt with logistics rather than with medical or treatment queries (945/1184, 79.8%). This may have been due to the lack of information available at the time about the novel SARS-CoV-2, but this may also signify the general confusion on public health protocols, which grew as lockdowns, school closures, and social distancing restrictions were implemented. In addition to personally navigating these regulations, physicians were required to guide patients through testing, isolation, and quarantine procedures, often with limited medical knowledge and under frequently changing government policies. Further, as the studied posts were from a women physician group, it should be noted that the group members likely had primary caregiver roles within their families and were personally impacted by the COVID-19 public health protocols. Studies have confirmed that women physicians often bear the majority of childcare and household responsibilities [13,14].

The focus of posts on COVID-19–related logistics may therefore reflect day-to-day priorities that may be shared among female group members. It is notable that community engagement, celebration, and promotion collectively remained important themes during the pandemic. This reflects the tendency of group members to encourage and support each other during uncertain times, which further reinforces the critical role of social media platforms in facilitating a sense of community among medical professionals.

**Study Implications**

We are concerned that a substantial majority (571/868, 65.8%) of the posts in the WhatsApp group that contained COVID-19–related information often cited media, social media, or unnamed sources. In fact, only one-third (297/868, 34.2%) of such posts contained information from published medical literature or other verifiable sources. The sharing and discussion of various medical messages within a physician group could serve as a means of critiquing the veracity of information or creating awareness of web-based misinformation. However, the sheer volume of unverified posts and the frequent deviations from the evidence-based data that physicians are expected to disseminate could result in confusion and the inadvertent spread of misinformation from physicians to their patients, as evidenced by several chat participants who expressed concern and frustration about the posting of unverified information by other group members. This phenomenon is not unique to this one chat group. A previous study on the prevalence of misinformation in tweets about health care found that approximately 20% of tweets were inaccurate [15]. In fact, one of the most widely spread conspiracy theories, which linked COVID-19 to the 5G network, was traced to comments made by a Belgian physician in January 2020 [16]. The director-general of the World Health Organization described the large volume of unproven or inaccurate information on social media during the pandemic as an *infodemic of misinformation* [17]. The confusion resulting from misinformation can ultimately cause physicians to question the legitimacy of new scientific discoveries regarding effective COVID-19 therapeutics or vaccines. Moreover, the high volume of social media posts can result in information fatigue. Despite the understandable desire of physicians to share and receive useful information, without verifying the veracity and credibility of information prior to sharing it, physicians risk unwittingly facilitating the dissemination of misinformation. This may reflect a lack of formal social media education among physicians [18], which is compounded by the considerable challenges of analyzing data during an evolving pandemic [19]. More and more social interactions are occurring on web-based platforms. As such, physicians should be more cognizant of appropriate and effective social media use in the context of data analysis, synthesis, and sharing. Our findings have several important implications. First, the results substantiate the critical role that social media platforms play in facilitating communication and fostering connectedness among physicians coping with population health crises. Second, our study also provides insights on content and topics that seem to be the most relevant to physician communities during such crises. Lastly, our data reflect areas of concern regarding the use of social media in these professional communities during times of uncertainty and can be used to inform the design of future interventions and research.

In addition to confirming the results of prior work, this study highlights the need for additional research into the evidence-based approaches that physicians use to analyze health information obtained from social media. Similar concerns have been raised about the increasing dissemination of medical information through social media, including the lack of editorial oversight for web-based data and the harm caused by the rapid dissemination of incorrect medical information [20].

**Limitations**

Although this study involves a single international physician group, the findings likely reflect the common challenges faced by health care workers who deliver health services in dynamic logistical and biomedical environments that are intensified by global health crises. The study group contained only women physicians; therefore, our findings may represent priorities that correlate with gendered experiences and roles. To our knowledge, the existing literature lacks published studies that report on gender differences in physicians’ social media behaviors, though studies have suggested that there are gender differences in success on social media platforms [21,22]. Lastly, it is unknown whether group messages actually impacted physicians’ attitudes or behaviors.

**Conclusion**

The uncertainties posed by an evolving global health crisis represent considerable challenges to the health care workforce. As the world has become increasingly more connected through social media, these platforms represent critical information dissemination tools. Our findings confirmed the importance of social media in creating a communicative and collaborative platform for physicians in the midst of a public health emergency. Although more accessible information can undoubtedly benefit patient care, our findings raised important questions regarding the accuracy and credibility of shared information. Larger multinational infoveillance studies are needed to better understand social media discourse among physicians during public health crises.
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Abstract

Background: Nurses are at the forefront of the COVID-19 pandemic. During the pandemic, nurses have faced an elevated risk of exposure and have experienced the hazards related to a novel virus. While being heralded as lifesaving heroes on the front lines of the pandemic, nurses have experienced more physical, mental, and psychosocial problems as a consequence of the COVID-19 outbreak. Social media discussions by nursing professionals participating in publicly formed Facebook groups constitute a valuable resource that offers longitudinal insights.

Objective: This study aimed to explore how COVID-19 impacted nurses through capturing public sentiments expressed by nurses on a social media discussion platform and how these sentiments changed over time.

Methods: We collected over 110,993 Facebook discussion posts and comments in an open COVID-19 group for nurses from March 2020 until the end of November 2020. Scraping of deidentified offline HTML tags on social media posts and comments was performed. Using subject-matter expert opinions and social media analytics (ie, topic modeling, information retrieval, and sentiment analysis), we performed a human-in-a-loop analysis of nursing professionals’ key perspectives to identify trends of the COVID-19 impact among at-risk nursing communities. We further investigated the key insights of the trends of the nursing professionals’ perspectives by detecting temporal changes of comments related to emotional effects, feelings of frustration, impacts of isolation, shortage of safety equipment, and frequency of safety equipment uses. Anonymous quotes were highlighted to add context to the data.

Results: We determined that COVID-19 impacted nurses’ physical, mental, and psychosocial health as expressed in the form of emotional distress, anger, anxiety, frustration, loneliness, and isolation. Major topics discussed by nurses were related to work during a pandemic, misinformation spread by the media, improper personal protective equipment (PPE), PPE side effects, the effects of testing positive for COVID-19, and lost days of work related to illness.

Conclusions: Public Facebook nursing groups are venues for nurses to express their experiences, opinions, and concerns and can offer researchers an important insight into understanding the COVID-19 impact on health care workers.

(JMIR Form Res 2021;5(12):e31358) doi:10.2196/31358
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Introduction

Background

Nursing is an occupation with unique potential for exposure to environmental and occupational hazards in the work setting. Nurses confront potential exposure to infectious diseases, toxic substances, stress, back injuries, and radiation [1]. The COVID-19 epidemic poses a unique, health risk situation that is rapidly evolving [2]. The American Nurses Association Code of Ethics (2015) states that the nursing profession’s nonnegotiable ethical practice standard, according to Provision 2 of the Code, is that “the nurse’s primary commitment is to the patient.” Provision 5 of the Code states that “the nurse owes the same duty to protect themselves” [3]. These two equal obligations can be in conflict during pandemics, when nurses must continually care for critically ill infectious patients under extreme circumstances, including insufficient or inadequate resources and uncontained contagious diseases.

Professional nurses historically bring compassionate competent care to disaster responses but are faced with challenges to provide care when the nature of their work puts them at increased risk. Nurses struggle with feeling physically unsafe in the disaster response situation, such as in times of scarce resources where supplies of personal protective equipment (PPE) may be inadequate [4]. Nurses are concerned about professional, ethical, and legal protection when asked to provide care in such high-risk situations, such as the COVID-19 pandemic. According to DeWolfe, disasters such as the COVID-19 pandemic impact those who experience them psychologically and socially [5]. Whether one considers the COVID-19 pandemic a human-caused or natural disaster, the human effects of living through such an experience are significant, especially when exposure to such a disaster is felt personally. For example, nurses working on the front lines throughout the COVID-19 pandemic have felt a direct effect of this disaster and, therefore, could experience an unusually large number of psychological and social reactions to this experience [5]. DeWolfe explains that high-exposure survivors, such as nurses and other health care workers, could experience a range of effects, such as anxiety, depression, sadness, posttrauma symptoms, somatic symptoms, and substance abuse [5].

Researchers around the world who have been examining the psychological impact on nurses and other health care workers as a result of the COVID-19 pandemic have shown that nurses and other health care workers are experiencing high anxiety and fear, especially as these relate to concerns of infecting family members, being unable to socialize, and transmission of COVID-19 in their work settings [6]. A cross-sectional descriptive analysis of 204 COVID-19–infected health care workers showed that not only does the lack of PPE put nurses at risk of contracting COVID-19 from patients, but the lack of compliance from fellow employees to wear masks and practice social distancing, especially during breaks, puts nurses at risk [6]. An et al found that depressive symptoms among emergency department nurses in China were common, and those reporting higher depressive symptoms also reported lower quality of life [7].

Hu et al examined frontline nurses in Wuhan, China; their findings demonstrated that nurses experienced moderate to high levels of anxiety, depression, burnout, and fear, along with reporting having one or more skin lesions [8,9]. Nurses are also facing ethical dilemmas, such as which patients to prioritize and who should receive ventilation because of a lack of a sufficient number of ventilators [10] as well as moral distress related to uncertainty about their skills to tackle the virus [10]. Qualitative studies have demonstrated that nurses in China who were providing direct care to patients with COVID-19 experienced a range of both positive and negative emotions [11]. Liu et al identified key themes that stress the emotional toll being experienced by nurses, specifically related to feelings of facing challenges and danger, fear of being infected, exhaustion, and stress [12]. Along with these feelings, nurses also expressed their strong sense of duty and responsibility for being a health care provider during this pandemic, along with the hope that the epidemic would be overcome [12].

Sun et al found that in the early weeks of dealing with the pandemic, nurses primarily experienced negative emotions, such as fatigue, discomfort, helplessness, fear, and anxiety [11]; however, with time working in the setting and with knowledge growth of the care they provided, nurses expressed many positive emotions, such as those focusing on coping and self-care, confidence in their self-prevention of contracting COVID-19, and happiness gained from their patients’ respect [10].

Gap in Knowledge

Various forms of media have played a major role in the COVID-19 pandemic, being major sources of information for the public. However, these media sources have presented contradictory opinions and viewpoints about the virus, causing some to take the virus less seriously than others, leading to more distress for nurses [10]. The science of understanding health-related information that is distributed via social media to inform public health and public policy, known as infodemiology, has been particularly useful for identifying disease outbreak patterns and studying public perceptions of various diseases. Analysis of health event data posted on social media platforms not only provides firsthand evidence of health event occurrences but also enables faster access to real-time information that can help health professionals and policy makers frame appropriate responses to health-related events. Nurses have begun to use social media as a voice for health care workers on the front lines. Online videos have surfaced, showing the chaos of hospital wings, and firsthand accounts of the traumas and struggles nurses have faced have appeared on sites such as Facebook [10,13].

Nurses are using social media in order to communicate with the public and advocate for more supplies and support [13]. For
example, the “#GetMePPE” hashtag on Twitter was generated in order to spread awareness of the PPE shortages; this led to creation of a petition with over 62,000 signatories, which combined with a website, GetUsPPE.org, to allow health care workers to obtain hundreds of thousands of articles of PPE [14]. The COVID-19 outbreak has resulted in a set of studies that have examined public perceptions, thoughts, and concerns about this pandemic through the use of social media data. All of these studies relied on data from public digital media, such as Twitter or Weibo platforms; these studies analyzed data from early periods of the pandemic, using different sentiment analysis techniques on the general population, irrespective of users’ professions, or evolution of sentiments over time on temporal events. In this study, we specifically analyzed social media discussions by nursing professionals participating in publicly formed Facebook groups to develop longitudinal insights related to the pandemic’s impacts in terms of what health care providers experienced over time.

Study Aims
The primary aim of this study was to explore nurses’ work experiences in dealing with the coronavirus pandemic and how it affected their emotional state. To achieve this, we specifically employed sentiment analysis, topic modeling, and information retrieval techniques to estimate the influence of physical, mental, and psychosocial factors of nurses related to the COVID-19 pandemic. The analysis captured major themes presented by the nurses who participated in publicly available social media groups from March to the end of November 2020. The analysis examined comments made to the posts as well. Specifically, we analyzed the major topics of concern that were posted by nurses (eg, lack of masks, PPE, and ventilators; fear of being infected; family difficulty; and worrying about employment). The major topics were identified, guided by findings presented in recent publications. The analysis also focused on how these topics changed over time (eg, from medical equipment shortages at the beginning of the pandemic to treatment in later stages). In addition, using a sentiment analysis technique, we analyzed the feelings and emotions, both positive and negative, expressed in the posts and comments.

This study was reviewed by the University of Massachusetts Lowell Institutional Review Board (IRB) and was determined to be exempt from review.

Social Media Analytics State of the Art
Various approaches were used for text sentiment extraction by researchers, which can be divided into four categories: keyword, lexicon, machine learning, and hybrid. Some researchers also used linguistic rule-based methods [15], keyword-based methods [16], emotion-based models [17,18], natural language processing (NLP) [19], and case-based reasoning [20]. Keyword-based methods detect sentiment by looking for a match between words in a piece of text and emotion keywords, providing a matching index, which is also called information retrieval [16]. Lexicon-based methods use a sentiment lexicon or dictionary to detect the correct emotion from a piece of text [21]. Machine learning methods use both supervised [22,23] and unsupervised [24,25] learning for emotion detection, using various existing classification and clustering methods. Hybrid methods merge more than one of the above techniques and apply the results to recognize text emotion [16,26-28]. Emotion is generally defined and described by various emotion models. All existing emotion models can be divided into categorical and dimensional models [29]. Categorical emotion models, such as those by Ekman [30], Shaver [31], and Oatley [32], categorize all human emotions into a few major classes (eg, anger, disgust, fear, joy, love, positive, and negative). In contrast, dimensional sentiment models, such as Plutchik’s model [33], the circumplex model [34], the cognitive structure of emotions model [35], and Loveim’s model [34], classify sentiment in detail, using multiple dimensions (ie, valence, arousal, and dominance) and intensities (ie, basic, mild, and intense) in a question-and-answer form. We used the most popular methods from the existing literature—the information retrieval technique (keyword), predefined dictionary-based Linguistic Inquiry and Word Count (lexicon), and pretrained Bidirectional Encoder Representations from Transformers (BERT; machine learning) [36]—to identify sentiments in various use cases.

Methods
Overview
Social media refers to digital platforms where people can express their ideas, providing easy access to a diverse population all over the world. In particular, as of November 2020, Facebook, with 2.7 billion monthly active users, is the largest platform and plays a dominant role in social networks. In this study, we applied data mining techniques with added quotes to understand nursing professionals’ perspectives regarding the COVID-19 pandemic as discussed in trusted open Facebook groups of nurses. Figure 1 illustrates the flowchart of our methodology.
Data Preparation
Our data preparation phase consisted of group selection, data collection, and preprocessing. First, we selected a public nursing professionals’ group, which consisted of 108,354 members, formed by nursing professionals with the sole purpose of COVID-19–related discussion, and we collected the nurses’ posts. Data collection from Facebook group posts is more challenging than the use of any other similar social media platforms, such as Twitter. Since Facebook’s application programming interface (API) lacks the capability to extract comments and other necessary information (eg, reactions and photos), we used the Facebook HTML page offline downloader and parsed the HTML tags using the Beautiful Soup library from Python (Python Software Foundation) to extract the following information: various post IDs, hash value of usernames (deidentified), post text, number of likes, date, and the comments for each post. To represent the emotion pattern during the pandemic situation, we collected posts from the beginning of the pandemic, on March 1, 2020, until November 30, 2020, and saved them in a relational database of two tables—main posts and related comments—with appropriate private-public keys definitions. The collected raw data contained background noise, such as URLs, hashtags, emoji, stop words, and empty posts, which was removed from the data using Python-based data cleaning tools in order to provide increased precision scores.

Data Analysis Tools
We used two different analytical tools to analyze collected data: the sentiment analysis tool and the information retrieval tool.

Sentiment Analysis Tool
Sentiment analysis is used as a process to determine the character of a text (ie, positive, negative, or neutral), assisting one to understand overall perceptions regarding a topic of conversation. BERT is a transformer-based machine learning technique for NLP pretraining developed by Google to extract sentiments. We initially trained and validated our BERT-based supervised model on an existing Twitter data set of 1.6 million items [37]. The Twitter data set has four labels: joy, sadness, anger, and fear. For this research study, we used the BERT [36] framework to extract sentiments from the selected data texts.

Information Retrieval Tool
Information retrieval is a process of getting information or phrases out of the document repository. More specifically, the information retrieval tool returns texts from the database that consist of the information queried by users in the form of texts, sentences, or phrases, in order to represent top ranking or similarity scores. For this research study, we used the Python-based information retrieval tool Whoosh (Anserini), which can take either phrases, words, or documents of text or a set of conditional phrases, connected with the “and/or” relation, and return related posts of existence of queried phrases with confidence (Multimedia Appendix 1) [38].

Validity of Choosing Analytic Tools
Overview
To analyze the nursing professionals’ perspectives of the COVID-19 outbreak (ie, nurses’ psychology [39,40], decision making [41,42], emotions [43], and concerns [44]), we applied current social media text analytic techniques [44,45]. In this section, we explain the validity of selecting BERT for sentiment analysis and Whoosh for information retrieval tools.

Bidirectional Encoder Representations From Transformers
NLP is one of the most cumbersome types of machine learning methods in the area of data preprocessing. Apart from the preprocessing and tokenizing of text data sets, it takes a great deal of time to train successful NLP models. In 2018, a team of Google scientists proposed and open-sourced BERT, a major breakthrough that took the deep learning community by storm because of its incredible performance. BERT is a transformer-based machine learning technique for NLP pretraining methods [36,46]. As per a Google scholarly citation, which has been cited over 21,000 times, BERT has been considered the most popular sentiment analysis tool for use with social media posts. There are two pretrained general BERT variations: (1) BERT-Base—a 12-layer, 768-hidden, 12-head, 110-million–parameter neural network architecture, and (2) BERT-Large—a 24-layer, 1024-hidden, 16-head, 340-million–parameter neural network architecture. Both of the BERT models have been trained on English Wikipedia (2500 million words) and BookCorpus (800 million words) and...
achieved the best accuracies for some of the NLP tasks, such as sentiment analysis [47,48]. In this paper, we used a pretrained BERT model proposed by Dai et al for extracting sentiments from social media posts [49]. This particular model used the original vocabulary of BERT-Base as its underlying word piece vocabulary and used the pretrained weights from the original BERT-Base as the initialization weights. Then, the model used English tweets from September 1 to October 30, 2018, to pretrain the BERT-Base model on a total of 60 million English tweets, consisting of 0.9 billion tokens. This particular BERT model achieved remarkable accuracies on sentiment analysis (>91% accuracy on Twitter posts) and fake news detection (>98% accuracy on Twitter posts), which inspired us to choose this pretrained model for our study [49] (Table 1).

Table 1. Performance of our pretrained BERT model compared with another model.

<table>
<thead>
<tr>
<th>Target text type</th>
<th>BERT\textsuperscript{a}-Base model, %</th>
<th>Pretrained BERT model on target, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tweets</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>89.9</td>
<td>91.7</td>
</tr>
<tr>
<td>Recall</td>
<td>89.4</td>
<td>91.1</td>
</tr>
<tr>
<td>F1 score</td>
<td>88.0</td>
<td>89.5</td>
</tr>
<tr>
<td><strong>Forum posts</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>92.6</td>
<td>93.8</td>
</tr>
<tr>
<td>Recall</td>
<td>92.4</td>
<td>93.4</td>
</tr>
<tr>
<td>F1 score</td>
<td>92.2</td>
<td>93.0</td>
</tr>
</tbody>
</table>

\textsuperscript{a}BERT: Bidirectional Encoder Representations from Transformers.

**Anserini Tool**

Anserini is an open-source software toolkit for the Lucene-based search engine via information retrieval toward building real-world search applications [38]. The Lucene-based search engine (Apache Lucene), first proposed in a Lucene4IR paper [50] and later improved by Grand et al [51] and Kamphuis et al [52], is widely used and is a standard foundation for search applications. The central purpose of the Anserini engine is to provide ranking (ie, indexes) of documents and sentences based on searched expression. The core components of the Anserini architecture are a multi-threaded indexing engine or wrapper, a streamlined information retrieval evaluator, and a relevance feedback engine. The wrapper provides abstractions for document collections as well as implementing an efficient, high-throughput, and multi-threaded indexer that takes advantage of these abstractions. The evaluator develops a multistage ranking architecture by extracting document features from the abstraction. The feedback component develops a relevance feedback index based on a vocabulary mismatch method between searched expressions and document collections. The final output index represents the ranking of similarity index values, where a higher value means greater similarity. We used Anserini for identifying the existence of COVID-19–related key information from the social media posts [38].

**Data Analysis**

We used state-of-the-art NLP for cleaning, topic modeling, sentiment analysis, and information retrieval. During the data cleaning step, we removed background noise, such as URLs, hashtags, emoji, stop words, and empty posts, from the entire data set to increase the precision score. Then, we used BERT for detecting sentiments. In this process, we used Hugging Face’s transformer library written in TensorFlow to label our collected data with sentiments, along with the frequency [53].

Hugging Face is a Python-based transformer library that can support our pretrained BERT model and can be used to label any collected data with sentiments. This library specifically shows the potential sentiments from a text, and one needs to confirm the sentiments from an interface. One graduate student was engaged to confirm the sentiments from the Hugging Face interface. It should be mentioned that one or more sentiments can be associated with a single post; thus, a single post can be associated with multiple sentiments. In that case, a single post can be considered multiple times for multiple sentiments. These detected sentiments were used and subdivided into subtopics later. After getting the emotions measure, we explored additional topics (eg, lack of masks, PPE, and ventilators; fear of being infected; family difficulty; and worrying about employment), which are specific and cannot be detected or retrieved by use of sentiment analysis or topic modeling methods. Therefore, we used an information retrieval technique (Anserini) to further label posts. Anserini is a Python-based search engine, similar to Lucene search indexing. This will result in the posts on these topics along with the score, which is the term frequency–inverse document frequency for the topic [38]. Based on the emotional themes identified, specific anonymized posts and comments were included in this paper to highlight qualitative examples of nurses’ own words.

**Results**

**Overview**

The following results illuminate the negative and positive emotions expressed by nurses over time. The emotions are related to a variety of identified nurses’ experiences during a 9-month period (ie, March 1 to November 30, 2020) of the COVID-19 pandemic. Sample data (ie, comments and posts) are displayed in Table 2.
Table 2. Distribution of posts and comments over 9 months in 2020.

<table>
<thead>
<tr>
<th>Month</th>
<th>Posts(^a) (n=1548), n (%)</th>
<th>Comments(^a) (n=109,445), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>March</td>
<td>8 (0.5)</td>
<td>1739 (1.6)</td>
</tr>
<tr>
<td>April</td>
<td>7 (0.5)</td>
<td>1939 (1.8)</td>
</tr>
<tr>
<td>May</td>
<td>64 (4.1)</td>
<td>11,432 (10.4)</td>
</tr>
<tr>
<td>June</td>
<td>111 (7.2)</td>
<td>11,777 (10.8)</td>
</tr>
<tr>
<td>July</td>
<td>144 (9.1)</td>
<td>16,627 (15.2)</td>
</tr>
<tr>
<td>August</td>
<td>457 (29.5)</td>
<td>16,553 (15.1)</td>
</tr>
<tr>
<td>September</td>
<td>218 (14.1)</td>
<td>24,274 (22.2)</td>
</tr>
<tr>
<td>October</td>
<td>178 (11.5)</td>
<td>8313 (7.6)</td>
</tr>
<tr>
<td>November</td>
<td>361 (23.3)</td>
<td>16,791 (15.3)</td>
</tr>
</tbody>
</table>

\(^a\)There were a total of 110,993 posts and comments combined.

Detection of Negative Emotions Expressed by Nurses Over Time: Anger, Anxiety, and Sadness

Figure 2 shows the rate variation among the emotions of sadness, anger, and anxiety. The rate was calculated by dividing the number of specific posts and comments of the expressed emotion by the overall emotional posts and comments for the month. The displayed trend demonstrates that rates of all emotions (i.e., posts and comments) peaked in May, July, and August. Sadness and anxiety rates showed an additional peak in November, while the rate of anger was trending down (Figure 2).

Figure 2. Rates of posts and comments related to the emotions of anger, anxiety, and sadness over time. The rate was calculated by dividing the number of specific posts and comments of the expressed emotion by the overall emotional posts and comments for the month.

Sample posts and comments that exemplify these emotions are shared in this section. One nurse posted the following comment that displays anxiety with her role during the pandemic:

*I am terrified we will end up hospitalized or dead. My chest feels tight, but I think it’s anxiety and not a COVID symptom.*

One nurse posted a comment that demonstrates anger related to undefined policies on returning to work after exposure to COVID-19:

*I am so mad they let a nurse who is COVID positive back to work with no rescreening done. He gets two hours into shift and has to go home sick. Thanks for the exposure people*

One nurse shared her feelings about depression and unhappiness, which led to reconsidering her profession as a result:

...This pandemic is absolutely draining and has even made me reconsider nursing. I am currently making a slight change and jumping into resource nursing. I’ve worked the COVID ICU [intensive care unit] now for months and have noticed myself progressively becoming more depressed and unhappy. I’m making this change for mine and my family’s sanity...
Frustration Due to Mask Side Effects, Shortage of PPE, Media Misinformation, and Lack of Compliance With Masks

Frustration with misinformation from the media was ongoing, with the highest peaks from April through June. Frustration caused by shortage of PPE peaked from April through June. Frustration from skin lesions was ongoing, with the highest peaks in August and October. Frustration due to people not complying with mask recommendations peaked from April through July and again from July through September (Figure 3).

Figure 3. Rates of posts and comments related to personal protective equipment (PPE) and misinformation from media over time.

The following posts and comments illuminated the emotions expressed as they relate to frustration related to skin lesions, shortage of PPE, misinformation from media, and people not complying with mask recommendations.

Nurses posted comments about their struggle with mask rashes and lesions caused by wearing masks all day:

I’m starting to get pressure ulcer on the tip of my nose from 12 hr shifts w surgical masks on...

Nurses also reported receiving improper PPE:

They gave us surgical masks and then when COVID probable, they didn’t give us N95s until cases were exponentially increasing. FYI (I had my own N95 and brought it). Then they gave us these N95s that were not fitted - that broke when I was using it (I had to staple the straps)

Another nurse shared that her facility controlled their access to PPE:

Heck, our acute care hospital locks up the PPE. We have to sign it out and are only allowed 1 mask a shift

Some nurses posted comments about frustration with those who refuse to wear masks at work:

Anyone else returning from work after being sick with COVID annoyed/anxious over staff removing their mask at the nurses’ station all day long? Worried for my staff getting sick and tired of people just not caring. I get it we are all sooo tired of this but COVID is still here.

A few nurses expressed their concerns about the spread of misinformation about the virus:

...I’m so sick and tired of people with ZERO credentials and experience in the medical field telling others the virus is a hoax and wearing a mask is pointless and literally trying to convince others this virus isn’t a problem. People are so shortsighted on their little soapbox that they don’t realize PEOPLE are DYING and their constant ramming of conspiracy theories down people’s throats could be enough to convince someone this virus isn’t deadly and can get someone killed. I’m so irritated right now.

Isolation as it Relates to Social Life, Family, and Friends

The rate of isolation-related posts and comments across all categories peaked across all months, with the highest rates from April through June, followed by another rate increase in July to October (Figure 4). Nurses expressed concerns about isolation from family due to fear of infecting them:
I don’t personally care about the risk to myself; it’s more the fact that I’d like to be able to see my parents again and possibly hug my mom at least once this year. She has 3 autoimmune diseases. Me being in the same room as her is a major risk. I miss my kids. I won’t go near them, haven’t in 3 weeks. I talk to them from 10-12 feet away with a mask. It sucks.

**Exhaustion and Loneliness**

The displayed trend demonstrates that exhaustion peaked over time, with a significant peak from July through September (Figures 5 and 6). Nurses described the mental and emotional exhaustion of watching patients decline from COVID-19:
Seeing these people suddenly tank and say goodbye before they get put on the vent. Face timing their loved ones, one last time, it don’t get any easier. How do you fit a lifetime of love and relationships into a 2-minute phone call? I am struggling with asking to take a break from my unit. I am exhausted mentally and emotionally.

The displayed trend demonstrates that loneliness peaked from April to the end of May, with another peak from July through October. One nurse commented on how the isolation and longing to hug their family has led them to question their career choice:

I love being a nurse and I love taking care of people; however, this pandemic has made me question my career. I’ve had a lot of time in isolation to think about it. As I long to hug my family but will only FaceTime them to keep them safe. I even had to watch my daughter’s graduation online. Is it worth it to risk my life and my families for this career?

Another nurse commented on feeling alone because of family not understanding what they are going through:

For those working third shift (like myself) how are you handling all this with your families?? Mine doesn’t understand at all. and I feel so utterly alone right now. They tell me that I “signed up for this job” so I’m not allowed to be saddened by it. I just don’t know what to do, but I’m extremely depressed.

Infected at Work

The posts and comments related to fear of getting infected peaked in April, followed by a decrease in the rate of posts and comments and another increase during June and July, after which they gradually decreased across the remaining months (Figure 7). An example post related to becoming infected at work was as follows:
We have had nearly 50 positive cases between staff and residents in our facility. No one is intentionally spreading it and we are all doing the best we can...Today was my absolute worst day ever in healthcare. I know everyone is under a lot of stress right now, but we all need to be a team. And when a teammate returns after an illness that landed them in the ER [emergency room] to go back at it and put themselves right back in the line of fire, have some compassion and show some respect!

A nurse explained how she believes she got infected from the improper PPE they were given at work:

*I believe I got infected with an ill-fitting KN95 back when we had to tape them to our faces. It makes me so damn angry that the US is the “richest” country in the world and yet PPE is still a problem nine months into this crud.*

Another nurse discussed how mask wearing and social distancing are not followed in break rooms:

*We have a very low number of positives. We have been doing masks and social distancing where required. At work we have to wear masks in the lab but when we hit the breakroom, masks come off and no social distancing.*

**Fear of Infecting Family**

Nurses described the fear of infecting their family members who live in their home (Figure 8):
...I think the ultimate challenge is protecting our families. I don’t think the public totally gets the stress of how that burdens us.

Another nurse described the fear of infecting their family and others as well as having to isolate from their children:

...The increasing fear every day that I walk into the hospital that today is the day that someone who refuses to keep their mask on and coughs on me will give me the virus. I am afraid that I will be forced to self isolate and will have to explain to my small children why I can’t give them hugs and kisses, or even come upstairs. I am afraid that I will unknowingly bring it home to my family, or my next patient that I come into contact with. I am afraid that if I do just one tiny thing wrong during the donning and doffing process, that I will be the reason someone gets sick...

Another nurse explained how constantly changing protocols made her fearful of bringing COVID-19 home:

...I definitely don’t want to bring it home and infect my family. I just don’t understand why the protocols seem to differ from day to day, and even hour by hour.

COVID-19–Positive Tests

The rate of posts regarding testing positive for COVID-19 peaked from April through October (Figure 9). Nurses infected with COVID-19 described symptoms they experienced. One nurse posted the following:

Is there light at the end of the tunnel? On day 8 and day 6-7 I thought I was dying. Currently wondering if I should medicate for 100.5-degree temp or if it’s better to let immune system fight it. Shortness of breath is better but cough is still there along with chills, body aches, diarrhea, stress incontinence from coughing so much. I was dizzy, had numbness and pins and needles in hands and feet and did nothing but sleep for 48 hours

Symptoms from the virus lasted after recovery from the infection, compromising the ability to work:

...19 days post symptom onset, went back to work...on Sunday to work three 12s in a row after being off for almost three weeks. I am EXHAUSTED, my brain is straight fog and I move so slow. My body kills and my feet are swollen. And I’m tachy with palpitations for 90% of the night unless I’m sitting for a long period of time which does not ever happen. I don’t know how I will survive another night shift tonight. I can’t breathe in my surgical mask, let alone my n95. My chest hurts from struggling to breathe through these shifts. I know it takes time to get completely back to normal but I am so frustrated and tired ...

In addition, some of the nurses had long-lasting symptoms. One nurse posted the following in October:

I had COVID in July and my sense of smell is not anywhere back to normal. When there is an odor, I smell the most rancid smell I could ever imagine. Anyone else experiencing this?! Will I ever go back to normal?!

Exposure to the virus resulted in contracting COVID-19 and isolation from family:

...have been isolated from my family for a week. I was diagnosed last Sunday. Breaks my heart that I can’t see my children and I have to blow kisses to them from a screen. I tried my best to keep me and them safe. Praying for your health. This is no joke. I don’t wish this upon anyone.
Paid Leave
The rate of posts related to paid leave peaked from the beginning of May until mid-July and then declined through November (Figure 10). Nurses posted comments about their high-risk occupation that is not reflected in hazard pay. One of the nurses posted the following:

Figure 10. Rates of posts and comments related to paid leave due to COVID-19 over time.

Have been a nurse for 23 years and I agree with you. It’s a shame that we are at such high risk, and the pay truly doesn’t match the risk, not to mention the lack of pay when you finally test positive and have to stay home for 2-3 weeks (where I am now).

Many nurses were struggling with unpaid leave that added an economic burden. Variability was seen among states regarding the policy of paid or nonpaid leave for nurses who tested positive for COVID-19. One nurse posted the following:

Just tested positive. Contracted it at work...I’m now home for 2 weeks, unpaid. Can someone help me understand how this is okay...My company doesn’t have to compensate me despite contracting the virus while working. Tips? Ideas?

Detection of Positive Emotions Expressed by Nurses Over Time

Patient Gratitude
Posts and comments related to patient gratitude peaked from April through June and August through October (Figure 11). One of the nurses shared an example of appreciation expressions:

Just tested positive. Contracted it at work...I’m now home for 2 weeks, unpaid. Can someone help me understand how this is okay...My company doesn’t have to compensate me despite contracting the virus while working. Tips? Ideas?
We had one of our nurses have her gas paid for by another patron. I have a friend who was given a gift card to Walmart when she was shopping. And I know someone who is giving the local hospital staff certificates for a free massage as they leave work...

Another nurse commented the following:

...this makes me so happy! I’m glad some people are appreciative.

**Hope**

Expressions of hope and positivity varied across the time periods, with the highest hope and positivity in May, followed by a smaller peak in September and then a continued increase from October through November (Figure 12). One comment represents the positivity and hope expressed as it relates to the strength gained from teamwork and not going through this pandemic alone:

You are not alone. In your fear Frustration and Anger
We see the tears wishing for better days You are not alone We see the strength Teamwork Desire to wrap your arms around a tired coworker Your loved ones

The patient With no family near Pride in profession
You are not alone We see you We are you.
Many comments reflected hope that the peak effects of the pandemic would subside and that a return to some normalcy would be on the horizon:

_Hopefully someday it will be less overwhelming._

_Our peak wave is over here and hopefully never comes back._

Other comments reflected positivity as nurses encouraged each other to keep hopeful:

_You will come out of it soon!...Protect yourself at all cost. Most of all keep the faith. God bless you._

**Discussion**

**Principal Findings**

This social media study combined sentiment-detecting technology and major discussion themes to explore nurses’ emotional expressions from the beginning of the pandemic through November 2020. The analyses were supported by direct quotes illuminating the experience of being a nurse during the COVID-19 pandemic. Our data methodologies follow the standard social media text analytic literature, which has been proven effective and trustworthy and has been applied in significant social media text analytics for nursing and COVID-19 trend studies in the past [36,38-45]. Apart from that, because of the inability of Facebook’s API to extract the necessary group posts, we developed our own offline textual information extraction techniques, with appropriate deidentification to preserve users’ privacy, as per IRB exemption conditions. Combining BERT-based sentiment analytic and Anserini-based information retrieval techniques facilitated the development of a full-fledged generalized social media analytics framework that can be used in any study domain that includes, but is not limited to, perspectives of students, media personalities, social workers, and minority groups with regard to adverse social events.

Sentiments described in the posts and comments reflected a variety of negative and positive emotions toward the pandemic experience. The negative sentiments expressed by nurses were anger, specifically as it relates to undefined policies, such as returning to work after being infected; anxiety because of being a frontline worker during the pandemic; and sadness caused by witnessing patients decline and die as well as being isolated. Nurses expressed mental and emotional exhaustion. The recent literature has expressed similar sentiments. In a cross-sectional descriptive correlational study on burnout of 2014 frontline nurses in Wuhan, China, 835 nurses reported high levels of emotional exhaustion, and 556 nurses experienced high level of depersonalization [8]. Sentiments related to anger and anxiety, specifically as they relate to undefined policies during nurses’ service as frontline workers during the pandemic, were also expressed in recent studies. A commentary published by Nelson and Lee-Win highlighted the anxiety nurses experienced as they dealt with very frequent changes in policies and protocols as the pandemic evolved [39]. Hu et al showed that 40% to 45% of frontline nurses experienced anxiety or depression, with 11% to 14% having moderate to severe anxiety or depression [8]. Results from a cross-sectional online survey of 1103 frontline emergency department nurses demonstrated that engaging in clinical services for patients with COVID-19 was significantly associated with a higher risk of depression (43.6%) [7].

Nurses shared factors that contributed to increased stress and anxiety. One example from this analysis was related to conspiracy theories and “fake news.” Recent research has supported these findings [10]. Other contributing factors to the nurses’ stress and anxiety were the shortage of PPE and noncompliance with rules on mask wearing. Nurses also reported development of skin lesions as a consequence of wearing PPE daily for long shifts. Similarly, Hu et al [8] and Shaukat et al [9] found that 1910 out of 2014 nurses had one or more skin lesions caused by PPE. Because of the shortage of PPE, the fear of becoming infected with COVID-19 as well as infecting their family members presented another factor in elevated anxiety and depression among the nurses. In addition, nurses expressed feelings of loneliness caused by isolation from their social life, family, and friends. Nelson and Lee-Win reported similar concerns. Similarly, a 2020 survey by the American Nurses Association of 10,997 nurses found that 28% felt depressed and 29% felt isolated and lonely [54]. Positive sentiments expressed by nurses were related to patient gratitude and hope as it related to teamwork and support of one another throughout the pandemic as well as hope for better days. Recent studies reported that nurses experienced positive emotions simultaneously with reporting negative emotions. There was a sense of responsibility and professional identity while they supported each other. The nurses also felt patients’ gratitude [36]. These results agreed with our findings.

The emotions described also changed over time from the beginning of the pandemic until late November 2020. The findings resemble the psychosocial and emotional responses associated with the phases of disaster as described by DeWolfe [5]. Nurses spoke about their fears and anxiety, especially as they related to their sense of loss of ability to protect themselves and others, particularly their family members. These sentiments were noted throughout the time frame of posts and comments analyzed but were heightened in the early phase of the COVID-19 pandemic. This resembles Phase 1, or the predisaster phase, and the Phase 2 impact phase of a disaster as described by DeWolfe [5]. As the COVID-19 pandemic time frame continued (Multimedia Appendix 2), emotions experienced followed the Phase 2 impact and Phase 3 heroic phases of disaster but quickly moved to the Phase 5 disillusionment phase, as in this phase, the realization of limited assistance and noncompliance of the public led to emotions of stress and burnout, with many reactions such as exhaustion, frustration, anger, and depression being exhibited in the sentiments that were expressed. As vaccines were developed and the number of cases declined, positive emotions of gratitude and hope were displayed in the sentiments of posts and comments. This resembles the Phase 4 honeymoon phase. Specifically, optimistic comments were related to patient gratitude, teamwork, and support, as well as keeping the faith that all would return to normal.
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Limitations

Although this study was designed to be a unique representation of the perspective of nurses during the COVID-19 pandemic, there is a potential error in that some posts in this group could have been made by nonnurse individuals because of open-group posting allowance. Because of the specificity of comments and group rules that were monitored by administrators, the chances of this were low and presumably would not have affected the analysis. An additional limitation to this study is that the data originated from one specific open group on Facebook and might not represent all nurses’ perspectives; however, in this one group, the membership included 106,000 nurses. In addition, findings from this study were in agreement with findings in the current published literature about this topic.

Although the authors based the analysis on the definitions described in Multimedia Appendix 3, they might not have captured all the emotions experienced by the nurses. We considered the pretrained BERT model, with four sentiment labels—joy, sadness, anger, and fear—which may slightly limit our analytic results. On the other hand, a single post that could be counted multiple times with regard to different sentiments carried the risk of introducing error into our analytic results. However, recent studies have found that considering only the above four sentiment labels and making multiple counts of the same posts for the different sentiments sustained the analytic results for COVID-19–related posts as per different machine learning techniques, which affirm the consistency of our results [55].

Conclusions

The significance of this study is that it adds to the importance of documentation about a historical pandemic from the nurses’ experience. The COVID-19 pandemic is a unique experience that the world was not prepared for and for which we were not preparing student nurses in the nursing curriculum. Themes and information gathered from this analysis will constitute evidence of what transpired in the United States in the time of the pandemic outbreak. It will provide a voice for the nurses who served on the front line. It will also serve as a basis for articulating lessons learned and a basis for ethical discussions of other topics in health care. In addition, it will be particularly useful to various government agencies, hospitals, organizations, and communities that wish to better understand the major concerns related to crises of public health and make policies to address them.
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Abstract

Background: The impact of qualitative olfactory disorders is underestimated. Parosmia, the distorted perception of familiar odors, and phantosmia, the experience of odors in the absence of a stimulus, can arise following postinfectious anosmia, and the incidences of both have increased substantially since the outbreak of COVID-19.

Objective: The aims of this study are to explore the symptoms and sequalae of postinfectious olfactory dysfunction syndrome using unstructured and unsolicited threads from social media, and to articulate the perspectives and concerns of patients affected by these debilitating olfactory disorders.

Methods: A thematic analysis and content analysis of posts in the AbScent Parosmia and Phantosmia Support group on Facebook was conducted between June and December 2020.

Results: In this paper, we identify a novel symptom, olfactory perseveration, which is a triggered, identifiable, and usually unpleasant olfactory percept that persists in the absence of an ongoing stimulus. We also observe fluctuations in the intensity and duration of symptoms of parosmia, phantosmia, and olfactory perseveration. In addition, we identify a group of the most common items (coffee, meat, onion, and toothpaste) that trigger distortions; however, people have difficulty describing these distortions, using words associated with disgust and revulsion. The emotional aspect of living with qualitative olfactory dysfunction was evident and highlighted the detrimental impact on mental health.

Conclusions: Qualitative and unsolicited data acquired from social media has provided useful insights into the patient experience of parosmia and phantosmia, which can inform rehabilitation strategies and ongoing research into understanding the molecular triggers associated with parosmic distortions and research into patient benefit.

(JMIR Form Res 2021;5(12):e29086) doi:10.2196/29086
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Introduction

Background: Olfactory Dysfunction Before and Since COVID-19

Until recently, olfactory dysfunction was a little-recognized and underestimated disorder, distressing to those affected and with few effective treatments available. Prior to the COVID-19 pandemic, olfactory dysfunction was believed to affect approximately 19% of the general population, rising to 40% in those aged over 60 years [1]. The etiologies most commonly reported were sinonasal disease, upper respiratory tract infection, and traumatic brain injury [2].

Since the outbreak of COVID-19, cases of olfactory dysfunction have increased. The most recent estimate for COVID-19–related loss of smell and taste is 50% to 65% of all cases [3,4]. Given that there have been >200 million cases of COVID-19 globally (as of August 13, 2021) [5], approximately 100 million people will have been affected by smell loss. Although many will recover within weeks [6], it is estimated that approximately 10% will have long-term olfactory problems, many of whom will subsequently develop a qualitative olfactory dysfunction [7].

Qualitative Olfactory Dysfunction

The term qualitative olfactory dysfunction covers both parosmia (qualitative distortion in the presence of an odor) and phantosmia (odor experience in the absence of odor).

Parosmia is the triggered (requiring an external stimulus), subjective perception of a qualitatively altered odor identity with a negative hedonic component (almost always unpleasant), and it usually subsides within seconds of the stimulus. It often develops in the early stages of recovery from smell loss, particularly after postinfectious and posttraumatic anosmia (loss of any sense of smell), with onset weeks after the initial insult. Those severely affected by parosmia find many familiar foods intolerable and start to reject food, leading to weight change, anxiety, and in severe cases, clinical depression [8-10]. Parosmia has been reported in 34% of all patients presenting with olfactory disorders (n=392), and the most common etiology is upper respiratory infection, with 56% of those with anosmia progressing to parosmia [11].

Phantosmia often occurs alongside parosmia [12] and is similarly a perception of an unpleasant subjective odor; however, it is not triggered by obvious external odors. Patients experience many of the same objectionable odors that are perceived by those with parosmia [2], but these sensations can persist for days.

Role of Social Media

Awareness of smell disorders has undoubtedly increased since the start of the COVID-19 pandemic, after it became recognized worldwide as one of the key symptoms [13]. However, relatively few publications are dedicated to understanding either the pathophysiology of the disease and its impact on the patient. The charity AbScent (Registration No. 1183468 in England and Wales) has provided support for those with such disorders, launching several support groups on Facebook, the first in 2015 [14]. A COVID-19 Smell and Taste Loss group was started in March 2020 [15], and once it became apparent that post–COVID-19 anosmics were also developing parosmia, a group dedicated to those experiencing parosmia and phantosmia was started in June 2020 [16]. This group accumulated >7000 followers by February 2021 and is an important source of information for researchers, providing valuable insight into the nature and progression of the disease. The fact that people are turning to social media for support is evidence that patients are in need of more information to help them understand both the disease and the efficacy of various treatments, as well as finding social interaction and moral support in coping with an often debilitating condition.

Aims of This Study

The aims of the paper are to qualitatively explore the symptoms and sequelae of postinfectious olfactory dysfunction syndrome, using unstructured and unsolicited threads from social media, and to articulate the perspectives and concerns of patients affected by these debilitating olfactory disorders.

Methods

Approach

The use of social media is rarely discussed in the published literature; however, Alanin et al [17] argue strongly that this approach, when driven by the patients’ own perspectives, provides invaluable, unsolicited, and spontaneous data that would not otherwise be retrieved from more structured surveys and questionnaires. It paints a rich picture of the patient journey, avoiding bias arising from the structure of the survey and the generation of artefacts where patients are eager to please. Other biases may be introduced with this method; for example, the sample is not randomized, and no conclusions about incidence or prevalence can be made due to self-selection.

Source of Data

The findings reported here are taken from posts made in the AbScent Parosmia and Phantosmia Support closed group on Facebook between June 12 and December 14, 2020 [16]. Demographic data are not available, as those joining the group do not provide this information. Conversation within this group is lively, and responses to polls and questions can generate over 300 comments in 24 hours. Although much of the research into the changes in smell and taste during the pandemic has focused on patients who have had confirmed cases of COVID-19, either through positive tests or clinical diagnosis, the information presented here is about recent self-reported changes that have not been confirmed as being related to COVID-19 infection.

This study has been approved by the University of Reading School of Chemistry, Food and Pharmacy Research Ethics Committee (study number 39.2020), and express permission would not otherwise be retrieved from more structured surveys.

Thematic Analysis

Thematic analysis was conducted by following the approach used by Alanin et al [17]. An inductive approach was used to allow the data to determine the themes, and a flexible reflexive
thematic analysis was used to code the threads. The Facebook group moderator (CK) monitored the discussion daily, noting recurring themes, and a second researcher (JP) independently reviewed the posts to identify themes. The themes were reviewed, and after discussion, 7 major themes were identified by consensus and subthemes emerged. Quotes that were deemed to illustrate the major ideas in each theme or subtheme, and for which permission for inclusion had been freely obtained, were selected for presentation (verbatim) in Table S1, Multimedia Appendix 1.

Content Analysis
To identify the foods most often associated with parosmia, the data from one thread of conversation were collated manually and counted twice. The conversation was prompted by the moderator, who posed the question: “Can you all add here your worst foods for parosmia?” (137 comments). Data were collected during the first 3 months of the study using a simple frequency table to record each food as it was mentioned (Table S2, Multimedia Appendix 1). In terms of text analysis, this is a very small data set, and manual coding was deemed appropriate, although the repeatability and tolerance associated with this method should be borne in mind.

Results

Theme 1. “How It Makes Me Feel”
An extensive and concerning theme demonstrated the detrimental effect of parosmia and phantosmia on emotional well-being. Members of the Facebook group reported being sad and miserable (comments 1-5 in Table S1, Multimedia Appendix 1). Some were quite scared and terrified by the prospect of having parosmia (6-9) and found reassurance when they found others in a similar position (10-13). Patients felt alone and isolated (14-15) and were relieved to find the support of the online community. Some were frustrated with a lack of understanding from others (16) and responses from their physicians, who seemed uninterested (17-18) and lacked treatment options. Many reported a decline in their mental health (19-23), and one member was surprised that loss of smell could have such an impact on their mental health (24). Lack of the ability to smell body odor was a worry, as was the inability, from a safety perspective, to smell smoke or gas. Some adjusted to the “new normal” (25), and many were looking for hope (26-28). Although early in the process, some posted about their recovery (29-33), which was usually only partial. Few mentioned complete recovery, but by this stage, these users might have left the group without commenting further.

Theme 2. Fluctuations
One emerging theme is the fluctuating nature of the symptoms during the recovery process. Often, users experienced partial recovery (hyposmia), and many reported a complete return of a normal sense of smell before the onset of parosmia (34). The duration of symptoms varied, as some had occasional “whiffs” of normality occurring during long stretches of parosmia (35). For others, the changes in intensity and the magnitude of the fluctuations were quite extreme (36-38) and persistent (38), and the severity of parosmia and phantosmia (92-100) could vary daily. Both hormones (38) and tiredness or stress (39) were associated with more severe fluctuations.

Theme 3. Items That Trigger Parosmic Experiences
Much of the online discussion concerned problematic foods, drinks, or household items, as patients started to recognize and record their own experiences and explore whether the same items elicited the same response in others. Some listed up to 15 to 20 different items, including food, drinks, bleach, cigarettes, and personal care items (shower gel, shampoo, and hand sanitizers). Many mentioned coffee to be one of the worst triggers (40-41). Fried, toasted, or roasted foods were common triggers of distortion (42-44), as were chocolate (45-46) and onions and garlic (47-49); however, these were not universal. Long lists of other foods were provided that included carbohydrates, fruit, vegetables, herbs, spices (50), and even water (51); thus, it was almost impossible to create a list of foods that never triggered parosmic sensations.

Personal care items were frequently mentioned (42-55); many users attributed their parosmia to different brands or ingredients and started exploring alternative products. Toothpaste and mint were frequent offenders (56-59), and there were recommendations to switch to alternative flavored toothpastes (60).

Theme 4. Defining the Character of Parosmic Distortions
One defining feature of parosmia is the distortion of (familiar) smells, which members had difficulty describing because they could not relate the smell to a previous experience (61-65). Although many descriptions were used to describe “that parosmia smell,” they were often prefixed with “it’s like” in an attempt to describe the associated disgust rather than the smell identity. To many, it was an entirely novel smell. A group of frequently used words seemed to be based on a burnt, chemical, or dirty connotation: burnt cigarettes, burnt rubber, sewage, earthy, dirty, rancid, death and decay, or unpleasant (66-70). However, there was evidence of at least one other type of parosmia smell, with many reporting their triggers as sickly sweet and rotten (71-73). These two different concepts were often attributed to different foods (74-75) but had been used together to describe one parosmia smell (76) or in a progression in which the burnt character appeared first but changed into the sweeter smell after several months (77).

The feeling of disgust and revulsion associated with the distortions (78-79) was clear and could induce vomiting in a handful of cases (80-82). Disgust was not always mentioned explicitly, but many implied their disgust by their choice of words, which were associated with disgust (garbage, sewage, decay, feces).

Theme 5. The Smell of Feces
This was a recurrent theme in the Facebook group. If perceived at all, the smell of feces was usually more pleasant than expected (83-85) and often took on the same character as food, such as onion and garlic, whether this was a distorted (86) or normal (87) onion and garlic smell. The smell of feces was often described as distorted coffee (88-89) or as a sweet smell (90-91).
The striking corollary of this finding is that the hedonic value of these odors was reversed: odors that typically elicit disgust were less objectionable than before, but odors that usually had a positive hedonic value were perceived as disgusting, and the confusion between food smells and bodily waste products could cause additional distress.

**Theme 6. Phantosmia**

Many group members confused parosmia and phantosmia (92), not knowing whether what they perceived was real (93). In general, phantosmia was discussed less frequently, even though it caused much anxiety, as the perceived odor could last for days (94), weeks (95), or even months. Similar to parosmia, the descriptions of the smell were cigarette, chemical, burnt and rotting (96-97), or sweet and sickly (99), and the phantosmia was subject to fluctuations (96, 98). An unusual and novel finding was that in some cases, members described it as a triggered reaction (100-101); this was echoed strongly in the AbScent COVID-19 Smell and Taste Loss group, where there was a thread dedicated to phantosmia.

**Theme 7. Tips and Tricks for Survival**

Evidently, the members of the group provided significant support for each other (102-103), creating a positive environment with few negative comments. Some posted practical tips to mitigate the impact (104-106), and many were keen to pass on their own experience and provide lists of “safe” foods that cause minimal distortions. In general, it is unsurprising that appetite was lost (107), as bland foods were frequently recommended (“the plainer the better,” 108-109) and many turned to fresh fruit and vegetables (110), plain carbohydrates (111-112), and dairy products (112-115) as “safe” options. Cooked and roasted foods that tend to be a major source of protein (meat, nuts) were not considered “safe,” and it is concerning that some experienced difficulty finding a palatable source of protein (116-117). Whereas some found acceptable alternatives (Quorn, turkey mince, and protein shakes), others reported diets lacking in anything nutritious (118-119) or abstained from food completely (120), putting themselves at risk of malnutrition.

**Content Analysis**

More than 75 different items were mentioned as triggers of a parosmic sensation in a conversation prompted by the moderator. By using our selection criteria (avoiding multi-ingredient foods, focusing on simple ingredients, and combining where necessary), a list of 50 items that trigger distortions, and the frequency with which they were cited, is shown in Table S2. The four major food triggers, each cited >40 times, were coffee, meat, onions, and toothpaste/mint, followed by garlic and eggs, which were cited >20 times. Personal care products such as shower gel, deodorant, soap, shampoo, and hand sanitizer were often triggers, and these were gathered into a single category and were mentioned >30 times.

**Discussion**

**Principal Results**

A total of 7 themes emerged from our analysis, as outlined below:

- Theme 1 confirms that the negative emotional and mental health impacts of smell dysfunction, already described in the literature [8,9,18,19], are prominent in those experiencing parosmia and phantosmia.
- In Theme 2, we uncover the fluctuating nature and duration of the symptoms of parosmia and phantosmia during the recovery process.
- In Theme 3, we identify a group of the most common items (coffee, meat, onion, and toothpaste) that trigger distortions, and this was supported by a quantitative content analysis of the threads.
- In Theme 4, we demonstrate how difficult it is for those with parosmia to describe their perception of distorted items, and that most describe their hedonic reaction to the distortions rather than describing the characteristics of the smell.
- In Theme 5, we collate people’s responses to fecal smells. We observe a hedonic reversal in that fecal smells are often reported to be more pleasant (or less unpleasant) than before olfactory loss or change.
- In Theme 6, the focus is on phantosmia, or distortions that are untriggered; however, we observe what we believe is a novel symptom, which we term “olfactory perseveration”—a triggered, identifiable, and usually unpleasant olfactory percept that persists, sometimes for days, in the absence of an ongoing stimulus.
- Theme 7 identifies tips and tricks for survival as provided by the members of the group.

In the discussion that follows, we have synthesized the thematic findings to discuss the emotional and clinical manifestations of qualitative disorders, common triggers, and coping strategies.

**Emotional Manifestations**

The emotional and mental health impacts of smell disorders was a major topic of discussion in the group. Figure 1 summarizes the psychosocial manifestations, incorporating observations on food issues from Burges Watson et al [19] showing the interdependence of food issues and emotional effects. Smell loss or change is acutely felt by those suddenly confronted with the way their experience of the world is altered in terms of a lack of pleasure in eating and the absence of reassuring smells of familiar people and places. Many feel socially isolated and go on to experience long-lasting depression.
Clinical Manifestations

Accounts of clinical manifestations are summarized in Figure 1, which shows an undefined yet complex and fluctuating relationship between different olfactory disorders (Theme 2). Contrary to what we have learned anecdotally from non–COVID-19 incidences of parosmia, posts in this recent group indicate that parosmia can be preceded by the almost complete return of a normal sense of smell. However, it was demonstrated recently that there is a mismatch between subjective self-reported olfactory function and objective olfactory tests: more than half of 112 patients reporting a normal sense of smell were found to have a quantitative loss of sense of smell, of whom 6 were anosmic [20]. During further progression of the disease, experiences of the symptoms of olfactory disorders vary in intensity and duration (prolonged periods or short whiffs), giving episodes of different qualitative olfactory disorders and intermittent returns to anosmia or even to what is perceived as normal olfactory function. These fluctuations have no obvious basis or sequence, can occur in series or in parallel, and vary from case to case. Given the close association between olfactory function and mental well-being [8], it is conceivable that fluctuations may be influenced by emotional status.

What was surprising in Theme 6 was the elucidation of what we believe to be a novel symptom: “smell lock” or olfactory perseveration. A search of the literature finds only one mention of this phrase, in a paper on olfactory hallucinations in Alzheimer disease [21], where it was not further described. We propose a definition of this symptom as a triggered, identifiable, usually unpleasant olfactory percept that persists in the absence of an ongoing stimulus. We suspect that it is often confused with phantosmia and is relatively common in postinfectious smell loss syndrome. It is distinct from phantosmia and is relatively common in postinfectious smell loss syndrome. It is triggered by a recognizable stimulus and remains identifiable as the smell of that trigger while persisting long after the original stimulus is removed from the surrounding environment. Describing novel symptoms such as this both increases our understanding of patient experience and guides further research efforts.

Common Triggers

The wide range of trigger foods and personal care products identified in Theme 3 is consistent with a survey of 725 patients conducted by Keller and Malaspina [2]. This study also reported coffee as an “efficient” trigger, and it was often mentioned together with chocolate. Meat, coffee, and cocoa represent some of the most complex aroma profiles, as the exposure of the combination of sugars, amino acids, and fats to high temperatures (coffee roasting, roasting of cocoa nibs, roasting meat) often produces a rich mix of aroma compounds. Because these and other cooked foods listed (fried foods, peanut butter, bacon, and toast) are frequent triggers that are rarely reported as “safe foods,” it is reasonable to suggest that they may have aroma compounds in common that trigger parosmia. Onion and garlic are mentioned far less frequently in the Keller and Malaspina study but are major triggers of parosmic distortions in this study. Both contain a variety of potent sulfur compounds, which we propose may be responsible for initiating the experience of parosmia. Many unheated foods are also triggers (bell pepper, citrus, apple, cucumber, and banana); therefore, parosmia is not simply associated with cooked foods. Mint and toothpaste also seem to be powerful triggers, although it is not yet clear whether this may also be due to stimulation of the trigeminal nerve. Personal care products are objectionable to many, but these are very brand dependent and subject to the ingredients, particularly the choice of essential oils and flavorings used by different manufacturers.

In Theme 5, we find that the smell of feces takes on the character of other distorted foods, suggesting that the strongly

Figure 1. Clinical and psychosocial manifestations of olfactory dysfunction, incorporating conclusions from Burges Watson et al [19].
objectionable odors typically associated with feces are not being perceived. There is a curious switching in hedonic valence between odors that are usually objectionable and those that are usually highly desirable: it seems that “fair is foul, and foul is fair” in parosmia.

**Coping Strategies**

Advice on food is crucial from nutritional, hedonic, and emotional perspectives (Theme 7). Avoidance of the top triggers (coffee, meat, eggs, onion, garlic, and toothpaste) and most roasted or baked foods makes sense; however, this may lead to nutritional deficiencies, especially in those who rely on meat and eggs as their main sources of protein. Furthermore, avoidance of triggers may hinder the adaptation process that occurs, albeit very slowly. This is one area where further research would be beneficial. It is far better for those afflicted to develop coping strategies for unpalatable foods. This could involve minimizing thermal load; boiling or steaming rather than roasting or frying; and minimizing flavor release by consumption of foods that are chilled or at room temperature. What is clear is that every person is different, and people need to experiment to find a varied diet with the right balance of nutrition and reward.

**Conclusions**

Qualitative methods are sometimes perceived as being less rigorous than quantitative methods; however, we have shown how valuable such methods can be in both understanding patients’ lived experiences and constraining hypotheses for quantitative investigation. By collation and interpretation of themes derived from social media, we have articulated the concerns and experiences of patients and gained a better understanding of qualitative olfactory dysfunction and the stimuli that trigger the responses of disgust, learning over time how the disease progresses and how it affects eating behavior, social interactions, and mental health. Forums such as the AbScent Facebook group provide much-needed moral support, where members immediately feel connected, listened to, and relieved to know that they are not alone. This itself can lift spirits, representing an important first step in coming to terms with what is, for many, a relatively long-term condition. The value of patient-centered research should not be underestimated. This qualitative research, based on thematic analysis of unsolicited social media posts, provides the framework for ongoing investigation and therapeutic intervention in smell disorders, shedding further light on the impact of these problems and guiding the direction of further research.
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Abstract

Background: eHealth apps have been recognized as a valuable tool to reduce COVID-19’s effective reproduction number. The factors that determine the acceptance of COVID-19 apps remain unknown. The exception here is privacy.

Objective: The aim of this article was to identify antecedents of acceptance of (1) a mobile app for COVID-19 symptom recognition and monitoring and (2) a mobile app for contact tracing, both by means of an online survey among Dutch citizens.

Methods: Next to the demographics, the online survey contained questions focusing on perceived health, fear of COVID-19, and intention to use. We used snowball sampling via posts on social media and personal connections. To identify antecedents of the model for acceptance of the 2 mobile apps, we conducted multiple linear regression analyses.

Results: In total, 238 Dutch adults completed the survey; 59.2% (n=141) of the responders were female and the average age was 45.6 years (SD 17.4 years). For the symptom app, the final model included the predictors age, attitude toward technology, and fear of COVID-19. The model had an r² of 0.141. The final model for the tracing app included the same predictors and had an r² of 0.156. The main reason to use both mobile apps was to control the spread of the COVID-19 virus. Concerns about privacy was mentioned as the main reason to not use the mobile apps.

Conclusions: Age, attitude toward technology, and fear of COVID-19 are important predictors of the acceptance of COVID-19 mobile apps for symptom recognition and monitoring and for contact tracing. These predictors should be taken into account during the development and implementation of these mobile apps to secure acceptance.

(JMIR Form Res 2021;5(12):e28416) doi:10.2196/28416
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Introduction

It is spring 2020 and the COVID-19 pandemic has the world in its grip. Infection with COVID-19 can lead to a simple cold or no symptoms at all, while it can also rapidly develop into a life-threatening disease, especially for patients with existing cardiovascular problems, obesity, or diabetes [1]. To hamper the spread of COVID-19 and to manage the intensive care unit capacity, many countries have applied a lockdown strategy for their citizens [2]. In order to control the spread of COVID-19 after a lockdown, and to minimize the effective reproduction number of the disease, several measures can be applied, of which social distancing, combined with aggressive case finding and isolation, seems to be the most effective [3].

eHealth apps have been recognized as a valuable tool for supporting symptom recognition and monitoring [4], for contact tracing [5], and ultimately, for reducing COVID-19’s effective reproduction number by means of timely intervention. In short,
a contact tracing app would record a citizen’s contacts with other people via Bluetooth technology and, in the case of a COVID-19 infection, warn the persons that the index patient recently had contact with so that they can apply self-isolation and be attentive for any COVID-19 symptoms. However, for such apps to be effective, high uptake among the population is necessary. For the case of a tracing app, it has been estimated that 56% of a country’s population should use the app to suppress the epidemic [6]. It is therefore crucial that the design of these apps and the implementation strategies that accompany them take the factors that affect acceptance into account.

The factors that determine acceptance of COVID-19 apps are largely unknown [7]. The exception here is privacy. Since the initial plan of governments to implement these technologies, a fierce public debate erupted on whether or not large-scale tracing of contacts for this goal is an unacceptable breach of privacy or not. While the issue of privacy has been recognized as an important antecedent of acceptance of mobile health apps [8], the unique and disturbing situation that the COVID-19 pandemic places us in makes it difficult to apply existing models and frameworks for eHealth acceptance. In May 2020 the Dutch government wanted to develop and implement 2 mobile apps to prevent the spread of the COVID-19 virus and support Dutch municipal health services. The aim of this article was to identify antecedents of acceptance of (1) a mobile app for COVID-19 symptom recognition and monitoring, and (2) a mobile app for contact tracing, both by means of an online survey among Dutch citizens.

**Methods**

**Overview**

To identify antecedents of acceptance of a mobile app for COVID-19 symptoms recognition and monitoring (hereafter: symptom app), and a mobile app for contact tracing (hereafter: tracing app), an online survey was developed, tested, and distributed among Dutch citizens. This study did not require formal ethical approval (as ruled by CMO Oost Nederland, file number: 2020-6628). At the beginning of the survey, participants were asked for consent to use their data for research purposes.

**Survey**

**Design**

The online survey (Multimedia Appendix 1) consisted of 4 parts. The first part included questions on demographics, the second part contained questions related to perceived health, the third part consisted of questions related to the fear of a COVID-19 infection, and the final part included questions to assess the intention to use the 2 suggested mobile apps. In April 2020, the Dutch government announced plans to develop and implement 2 mobile apps for preventing the spread of the COVID-19 virus. However, the exact design of these apps remained unknown at this time. Therefore, we introduced both mobile apps in the survey via a short description of their general aim. We pretested the survey with 14 Dutch citizens to improve legibility.

**Demographics**

We assessed gender, age, smartphone use, educational level (student, primary school, secondary school, high school, bachelor’s degree/university/PhD), work status (unemployed and searching for work, not able to work due to illness, volunteer work, part-time work, full-time work, retired, student), income level (below-average wages, average wages, above-average wages), and living status (living alone, living together, other). We assessed the participants’ attitude toward technology using the Personal Innovativeness in the Domain of Information Technology scale by Agarwal and Prasad [9], consisting of 4 statements and accompanied by a 5-point Likert scale (ranging from 1 [strongly disagree] to 5 [strongly agree]). Finally, we also asked whether participants were (once) infected with COVID-19. The answer options for this question were: Yes, In doubt, or No.

**Perceived Health**

To assess perceived health, we asked participants to complete 3 questions. These questions were used previously to assess perceived health among Dutch citizens [10]. These questions/statements were (1) How would you describe your health?; (2) How concerned are you about your health?; and (3) I am ill more often than other people of the same age and sex. These were accompanied by a 5-point Likert scale ranging from 1 (bad, not concerned, and totally disagree, respectively) to 5 (excellent, very concerned, and totally agree, respectively).

**Fear of COVID-19**

The participants’ fear of a COVID-19 infection was assessed by means of 4 questions related to this topic:

- Have you been concerned about the outbreak of the COVID-19 virus in recent weeks?: 5-point Likert scale, ranging from 1 (not at all concerned) to 5 (extremely concerned)
- How often did you think of the outbreak of the COVID-19 virus in recent weeks?: 5-point Likert scale, ranging from 1 (never) to 5 (always)
- How afraid were you of the outbreak of the COVID-19 virus in recent weeks?: 5-point Likert scale, ranging from 1 (not afraid at all) to 5 (very afraid)
- How afraid are you of getting sick from the COVID-19 virus?: 5-point Likert scale, ranging from 1 (not afraid at all) to 5 (very afraid)

**Intention to Use**

Finally, participants were asked to rate their intention to use the 2 mobile apps: (1) a symptom app and (2) a tracing app. The statements for the construct intention to use were based on van Velsen et al [11]. All 3 questions were accompanied by a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). Next to these closed questions, respondents were also asked what the main reasons were to “use” and “not to use” the mobile apps.

**Survey Distribution**

Distribution of the survey (via QualtricsXM) started on April 15, 2020. Participants were eligible if they were 18 years of age or older. We used a snowball sampling via posts on social media.
(LinkedIn, Twitter, and Facebook) and personal connections. Next to this, we recruited participants via a Dutch panel of older adults that indicated they were interested in participating in research on the topic of eHealth. The survey was closed on April 30, 2020. Due to the method of recruitment, a response rate could not be calculated.

Analyses

Data were analyzed using SPSS (version 19; IBM). Descriptive statistics were performed for all outcomes. Cronbach α values were calculated to assess internal consistency for attitude toward technology, perceived health, fear of COVID-19, and intention to use. Next, survey scores were interpreted for these factors as being negative (score 1 or 2), neutral (score of 3), or positive (score 4 or 5). Via a paired (2-tailed) t test, the difference in intention to use score between both mobile apps was tested. To identify antecedents of acceptance of (1) a symptom app and (2) a tracing app, we conducted multiple linear regression analyses (backward model analyses). The intention to use each app was used as the dependent variable. The independent variables were selected based on Pearson correlation coefficients. Demographic characteristics and factors that (borderline) significant correlated (Pearson correlation cut-off level \( P \leq .10 \)) with the dependent variable “intention to use” were included in the multiple linear regression analyses. For the paired t test and regression analyses, the level of significance was set at \( P < .05 \). For the final models the \( r^2 \) was calculated, which indicates the percentage of the variance in the dependent variable that the independent variables explain collectively. To support the quantitative results, the responses on the 2 open questions were sorted and counted by the first author and discussed with the second author, taking an inductive approach. Disagreements were discussed until unanimous agreement was reached.

Results

Composition of Survey Participants

In total, 238 Dutch citizens completed the survey. Fifteen responders only completed the intention to use survey of a tracing app as this app was presented first and these responders stopped with the survey after these questions; 59.2% (141/238) of the responders were female and the average age was 45.6 years (SD 17.4 years). Only 2.1% (5/238) of responders did not own a smartphone and 74.8% (178/238) claimed that they carried their smartphone with them for most of the day. The average age of our sample is higher than the average age of the Dutch population. There was also an overrepresentation of female participants and participants with a high education level [12]. Compared with the statistics of 2018, in the current sample, there is an overrepresentation of participants owning a smartphone and compared with the statistics of 2020 there is an underrepresentation of participants who are unemployed [12]. The internal consistency of the Attitude Toward Technology scale was good (Cronbach α=.85). Most responders (176/238, 73.9%) had a moderate attitude toward technology. Only 3/238 responders (1.3%) claimed to be infected with COVID-19. All demographic characteristics are presented in Table 1.
Table 1. Responders’ demographics (n=238).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>97 (40.8)</td>
</tr>
<tr>
<td>Female</td>
<td>141 (59.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.6 (17.4)</td>
</tr>
<tr>
<td>Smartphone, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>233 (97.9)</td>
</tr>
<tr>
<td>No</td>
<td>5 (2.1)</td>
</tr>
<tr>
<td>Carry smartphone with you?, n (%)</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>178 (74.8)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>55 (23.1)</td>
</tr>
<tr>
<td>Never</td>
<td>5 (2.1)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>16 (6.7)</td>
</tr>
<tr>
<td>Primary school</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>14 (5.9)</td>
</tr>
<tr>
<td>High school</td>
<td>57 (23.9)</td>
</tr>
<tr>
<td>Bachelor’s degree/university/PhD</td>
<td>149 (62.6)</td>
</tr>
<tr>
<td>Work status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Unemployed and searching for work</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>Not able to work due to illness</td>
<td>8 (3.4)</td>
</tr>
<tr>
<td>Volunteer work</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Part-time work</td>
<td>75 (31.5)</td>
</tr>
<tr>
<td>Full-time work</td>
<td>81 (34.0)</td>
</tr>
<tr>
<td>Retired</td>
<td>43 (18.1)</td>
</tr>
<tr>
<td>Student</td>
<td>25 (10.5)</td>
</tr>
<tr>
<td>Income level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Below-average wages</td>
<td>76 (31.9)</td>
</tr>
<tr>
<td>Average wages</td>
<td>93 (39.1)</td>
</tr>
<tr>
<td>Above-average wages</td>
<td>69 (29.0)</td>
</tr>
<tr>
<td>Living status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>34 (14.3)</td>
</tr>
<tr>
<td>Living together</td>
<td>191 (80.3)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (5.5)</td>
</tr>
<tr>
<td>Attitude toward technology, a mean (SD)</td>
<td>3.2 (0.78)</td>
</tr>
<tr>
<td>Low (1-2)</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>Moderate (3)</td>
<td>176 (73.9)</td>
</tr>
<tr>
<td>High (4-5)</td>
<td>59 (24.8)</td>
</tr>
<tr>
<td>COVID-19 infection, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>In doubt</td>
<td>44 (18.5)</td>
</tr>
<tr>
<td>No</td>
<td>191 (80.3)</td>
</tr>
</tbody>
</table>
aMeasured with a scale from 1 (low) to 5 (high).

**Fear of a COVID-19 Infection**
The internal consistency of the 4 items in this scale was acceptable to good (Cronbach $\alpha=.78$). The mean score on this topic was 3.3 (SD 0.68). The majority of the responder’s opinion on this topic was neutral (192/238, 80.7%) and 16% (38/238) of the responders were afraid for a COVID-19 infection. Only a few responders (8/238, 3.4%) were not afraid (Table 2).

**Table 2.** Descriptive statistics and internal consistency of scales.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Number of items</th>
<th>Cronbach $\alpha$</th>
<th>Mean (SD)</th>
<th>Positive, n (%)</th>
<th>Neutral, n (%)</th>
<th>Negative, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fear of COVID-19 (n=238)</td>
<td>4</td>
<td>.78</td>
<td>3.3 (0.68)</td>
<td>38 (16.0)</td>
<td>192 (80.7)</td>
<td>8 (3.4)</td>
</tr>
<tr>
<td>Perceived health (n=238)</td>
<td>3</td>
<td>.69</td>
<td>3.8 (0.68)</td>
<td>139 (58.4)</td>
<td>97 (40.8)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Intention to use the symptom app (n=223)</td>
<td>3</td>
<td>.96</td>
<td>3.38 (1.07)</td>
<td>101 (45.3)</td>
<td>101 (45.3)</td>
<td>21 (9.4)</td>
</tr>
<tr>
<td>Intention to use the tracing app (n=238)</td>
<td>3</td>
<td>.96</td>
<td>3.27 (1.14)</td>
<td>98 (41.2)</td>
<td>108 (45.4)</td>
<td>32 (13.4)</td>
</tr>
</tbody>
</table>

**Perceived Health**
For the 3 items to assess the perceived health of the responders the internal consistence was acceptable (Cronbach $\alpha=.69$). The mean score on this scale was 3.8 (SD 0.68). Most respondents were positive about their health (139/238, 58.4%).

**Intention to Use**
The intention to use was assessed for the symptom app and the tracing app. For both scales, internal consistency was excellent (Cronbach $\alpha$ for the symptom app=.96 and Cronbach $\alpha$ for the tracing app=.96). For both apps, the majority’s intention to use was neutral (Table 2). However, an additional paired $t$ test indicated that there was a significant difference in the scores on intention to use for the symptom app (mean 3.38 [SD 1.07]; n=223) and the tracing app (mean 3.27 [SD 1.13]; n=223; $t_{222}=-2.598$ and $P=.01$), indicating that the responders were more willing to use a mobile app for COVID-19 symptom recognition and monitoring compared with a mobile app for contact tracing.

**Correlations**
The intention to use the symptom app was related to income level ($r=0.132$, $P=.05$), attitude toward technology ($r=0.220$, $P<.001$), and fear of COVID-19 ($r=-0.291$, $P<.001$). The intention to use the tracing app was related to age ($r=0.135$, $P=.04$), attitude toward technology ($r=0.223$, $P<.001$), and fear of COVID-19 ($r=-0.303$, $P<.001$). Based on these outcomes, the independent variables within the linear regression analysis were age, income level, attitude toward technology, fear of COVID-19, and perceived health. Table 3 provides an overview of the correlations between all demographics and factors, and the intention to use.
Table 3. Outcome Pearson correlation.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intention to use the symptom app (n=223)</th>
<th>Intention to use the tracing app (n=238)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>r=–0.056</td>
<td>r=–0.147</td>
</tr>
<tr>
<td></td>
<td>P=.41</td>
<td>P=.23</td>
</tr>
<tr>
<td>Age</td>
<td>r=0.126</td>
<td>r=0.135&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>P=.06</td>
<td>P=.03</td>
</tr>
<tr>
<td>Education level</td>
<td>r=0.21</td>
<td>r=0.018</td>
</tr>
<tr>
<td></td>
<td>P=.76</td>
<td>P=.79</td>
</tr>
<tr>
<td>Work status</td>
<td>r=0.072</td>
<td>r=0.033</td>
</tr>
<tr>
<td></td>
<td>P=.28</td>
<td>P=.62</td>
</tr>
<tr>
<td>Income level</td>
<td>r=–0.132&lt;sup&gt;a&lt;/sup&gt;</td>
<td>r=0.124</td>
</tr>
<tr>
<td></td>
<td>P=.05</td>
<td>P=.06</td>
</tr>
<tr>
<td>Living status</td>
<td>r=0.083</td>
<td>r=0.060</td>
</tr>
<tr>
<td></td>
<td>P=.22</td>
<td>P=.35</td>
</tr>
<tr>
<td>Attitude toward technology</td>
<td>r=0.220&lt;sup&gt;a&lt;/sup&gt;</td>
<td>r=0.223&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>P&lt;.001</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Fear of COVID-19</td>
<td>r=–0.291&lt;sup&gt;a&lt;/sup&gt;</td>
<td>r=–0.303&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>P&lt;.001</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Perceived health</td>
<td>r=–0.088</td>
<td>r=–0.119</td>
</tr>
<tr>
<td></td>
<td>P=.19</td>
<td>P=.07</td>
</tr>
</tbody>
</table>

<sup>a</sup>Correlation is significant at the .05 level (2-tailed).

**Linear Regression**

A multiple linear regression analysis was conducted to predict the intention to use a symptom app based on age, income level, attitude toward technology, fear of COVID-19, and perceived health. The final model included the predictors attitude toward technology, fear of COVID-19, and age ($F_{3,3}=12.012; P<.001$). The model has an $r^2$ of 0.141. It contains 3 factors that affect the intention to use, but only 2 of them are significant predictors:

- Fear of COVID-19: $\beta=-.272$, $t_{3}=4.305$, $P<.001$
- Attitude toward technology: $\beta=+.222$, $t_{3}=3.532$, $P=.001$
- Age: $\beta=+.107$, $t_{3}=1.691$, $P=.09$ (not significant)

Another multiple linear regression analysis was conducted to predict the intention to use a tracing app based on age, income level, attitude toward technology, fear of COVID-19, and perceived health. The final model included the predictors attitude toward technology, fear of COVID-19, and age ($F_{3,3}=14.333; P<.001$). The model has an $r^2$ of 0.155. Intention to use is predicted by:

- Fear of COVID-19: $\beta=.286$, $t_{3}=4.742$, $P<.001$
- Attitude toward technology: $\beta=.230$, $t_{3}=3.815$, $P<.001$
- Age: $\beta=.128$, $t_{3}=2.104$, $P<.05$

**Main Reason to Use the Mobile Apps**

An overview of all reasons the responders brought forth for using both mobile apps is presented in Tables 4 and 5. The main reason (33/116, 28.4%) for responders to use the symptom app was to control the spread of the COVID-19 virus. In addition, respondents were willing to use this mobile app to monitor own complaints (22/116, 19.0%) and to gain more insight into the spread and symptoms of the COVID-19 virus (19/116, 16.4%).

The main reason to use a tracing app was also to control the spread of the COVID-19 virus (45/147, 30.6%). Next to this, respondents were willing to use this mobile app to gain more insight into the spread and symptoms of the COVID-19 virus (34/147, 23.1%) and for one’s own health (19/147, 12.9%).
Table 4. Overview of the main reasons to use the symptom app (n=116).

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>To control the spread of the COVID-19 virus in general</td>
<td>33 (28.4)</td>
</tr>
<tr>
<td>To monitor own complaints</td>
<td>22 (19.0)</td>
</tr>
<tr>
<td>More insight into the spread and symptoms of COVID-19</td>
<td>19 (16.4)</td>
</tr>
<tr>
<td>To control the spread of the COVID-19 virus for oneself</td>
<td>15 (12.9)</td>
</tr>
<tr>
<td>For one’s own health</td>
<td>12 (10.3)</td>
</tr>
<tr>
<td>For safety</td>
<td>7 (6.0)</td>
</tr>
<tr>
<td>For society</td>
<td>5 (4.3)</td>
</tr>
<tr>
<td>To protect the frail population</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Out of fear</td>
<td>1 (0.9)</td>
</tr>
</tbody>
</table>

Table 5. Overview of the main reasons to use the tracing app (n=147).

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>To control the spread of the COVID-19 virus in general</td>
<td>45 (30.6)</td>
</tr>
<tr>
<td>More insight into the spread and symptoms of COVID-19</td>
<td>34 (23.1)</td>
</tr>
<tr>
<td>For one’s own health</td>
<td>19 (12.9)</td>
</tr>
<tr>
<td>For safety</td>
<td>17 (11.6)</td>
</tr>
<tr>
<td>To control the spread of the COVID-19 virus for oneself</td>
<td>15 (10.2)</td>
</tr>
<tr>
<td>For society</td>
<td>9 (6.1)</td>
</tr>
<tr>
<td>To protect the frail population</td>
<td>6 (4.1)</td>
</tr>
<tr>
<td>Out of fear</td>
<td>2 (1.4)</td>
</tr>
</tbody>
</table>

Main Reason Not to Use the Mobile Apps

An overview of the reasons to not use the mobile apps is presented in Tables 6 and 7. For both mobile apps, privacy was mentioned as the main reason (symptom app=56.6% [64/113] and tracing app=64.8% [92/142]) to not use the mobile apps.

Other reasons for not using the mobile apps were the expected usefulness of the app (symptom app=23.9% [27/113] and tracing app=13.4% [19/142]) and a fear of becoming over aware of the situation and its potential consequences, leading to unnecessary stress (symptom app=8.0% [9/113] and tracing app=11.3% [16/142]).

Table 6. Overview of the main reasons not to use the symptom app (n=113).

<table>
<thead>
<tr>
<th>Reason</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy/not willing to share information with government</td>
<td>64 (56.6)</td>
</tr>
<tr>
<td>doubting usefulness</td>
<td>27 (23.9)</td>
</tr>
<tr>
<td>over awareness/stress</td>
<td>9 (8.0)</td>
</tr>
<tr>
<td>doubting ease of use</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>doubting security</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>no (compatible) phone</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>the fear the use of the app will be forced by government</td>
<td>1 (0.9)</td>
</tr>
</tbody>
</table>
Discussion

The aim of this paper was to identify antecedents of acceptance of (1) a mobile app for COVID-19 symptom recognition and monitoring, and (2) a mobile app for contact tracing among Dutch citizens by means of an online survey.

Principal Results

Our main finding is that for both mobile apps age, attitude toward technology, and fear of COVID-19 are antecedents of acceptance. A large group of the Dutch citizens (101/223, 45.3%) is willing to use a mobile app for COVID-19 symptom recognition and monitoring. The main reasons to use this mobile app are to (1) control the spread of COVID-19; (2) monitor their own complaints, and (3) gain more insight into the spread and symptoms of the COVID-19 virus. For the case of a mobile app for COVID-19 contact tracing, 41.2% (98/238) of the Dutch adults appear to be willing to use this mobile app. The main reasons for use are (1) to control the spread of the COVID-19 virus, (2) to gain more insight into the spread and symptoms of the COVID-19 virus, and (3) for their own health. Privacy, doubting the usefulness of the mobile app, and a fear of becoming over aware of the situation and its potential consequences, leading to unnecessary stress, are the main reasons to not use the mobile apps. Overall, Dutch citizens were more willing to use a mobile app for COVID-19 symptom recognition and monitoring compared with a mobile app for contact tracing.

Comparison With Prior Work

It is difficult to relate our findings to the existing literature, as limited technology acceptance studies have focused on mobile apps to be used during a pandemic, and insights into factors that determine the acceptance of COVID-19–related mobile apps are lacking [7]. In general, age and attitude toward technology are widely acknowledged antecedents of acceptance. For age there is evidence that older age is associated with a lower level of acceptance of mobile apps [13]. Previous results also indicated that attitude toward technology is an important antecedent of acceptance of mobile apps [13,14]. The degree to which an individual is willing to try out any new mobile app is related to the intention to use [13]. Since this study, the mobile apps, announced by the Dutch Government in April 2020, have been developed and implemented. In a recent study by Bente et al [15], the contact tracing app (the CoronaMelder) was tested for usability, and was found easy to use. A comparable study was executed in Germany by Blom et al [16]. They analyzed the potential barriers for the large-scale adoption of the official contact tracing app that was introduced in Germany. The foremost barrier toward using the contact tracing app was the lack of willingness to correctly adopt the app. Besides, compared with the younger group (aged 18-59 years), the older age group (aged 60-77 years) was less likely to use a compatible smartphone. Therefore, access was also mentioned as barrier in this study [16]. Another cross-country survey study (participating countries: France, Germany, Italy, the United Kingdom, and the United States) on the acceptance of a contact tracing app is more optimistic [17], as the willingness to install the app was high among all 5 counties and across all subgroups of the population. In addition, this study concluded that epidemiological evidence shows that app-based contact tracing can suppress the spread of COVID-19 if a high enough proportion of the population uses the app [17].

Our results show that fear of COVID-19 is the most important COVID-19–related factor that predicts acceptance of mobile apps to deal with the COVID-19 pandemic. Because it is difficult to translate this fear into a technology design, this finding needs to be seen in a bigger picture. Public health campaigns during the COVID-19 epidemic will need to educate citizens about the dangers of COVID-19 (personally and for society as a whole), and should then offer downloading COVID-19 mobile apps as a personal strategy to deal with this fear. Next, the positive attitude toward technology that precedes a decision to download a COVID-19 app should be taken into consideration when using these innovations. The end-user population might be skewed toward those with interest in technology (traditionally these are younger, highly educated men [18]), which can create a use divide, and thus, a health divide in society. Measures should be installed to support those groups in society that are not, by nature, technically interested, such as having promotional stalls in the community and diverse channels of user support.

Limitations

The following 4 limitations should be taken into account for this study. First, due to our recruitment method (snowball sampling via social media), our sample could have been affected by a selection bias. Our sample was mainly composed of participants with a high educational level and a moderate attitude toward technology. Therefore, our results are based on the views of a somewhat skewed sample of the Dutch population, which might reduce the generalizability of our findings. Second, for

Table 7. Overview of the main reasons not to use the tracing app (n=142).

<table>
<thead>
<tr>
<th>Reason</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy/not willing to share information with government</td>
<td>92 (64.8)</td>
</tr>
<tr>
<td>Doubting usefulness</td>
<td>19 (13.4)</td>
</tr>
<tr>
<td>Over awareness/stress</td>
<td>16 (11.3)</td>
</tr>
<tr>
<td>No (compatible) phone</td>
<td>6 (4.2)</td>
</tr>
<tr>
<td>Doubting security</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Doubting ease of use</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>The fear the use of the app will be forces by government</td>
<td>3 (2.1)</td>
</tr>
</tbody>
</table>
our analysis, the power of our sample was sufficient. However, a larger sample would improve the generalizability of our outcomes, as mainly Dutch citizens from the eastern part of the Netherlands (87.0% [207/238] of our sample) completed our survey. Third, in our survey the 2 mobile apps are introduced by means of a short description of their general aim. It is unclear if this description was sufficient for the responders to understand the purpose of both mobile apps. Our survey was distributed before the development of the CoronaMelder app in the Netherlands. The study by Bente et al [15] indicated that during this period there were many misconceptions concerning contact tracing among the Dutch population. It is likely that these short descriptions of the general aim of the 2 mobile apps were insufficient to take those misconceptions away. Fourth, the explained variance of both our models is relatively low. Normally, in studies such as these, this number is boosted by including the predictors perceived ease of use and perceived usefulness. However, including these 2 factors leads to little practical results, that is, concluding that the apps should be easy to use. By contrast, the identification of COVID-19–related factors remains an important extension of the existing technology acceptance models.

Conclusions
Age, attitude toward technology, and fear of COVID-19 are important predictors of the acceptance of COVID-19 mobile apps for symptom recognition and monitoring and for contact tracing. These predictors should be taken into account during the development and implementation of these mobile apps to secure acceptance.

Authors' Contributions
The survey was developed by SJ-K, MH, and LvV. Statistical analyses were performed by SJ-K and LvV. All authors were involved in the distribution of the survey and participated in drafting the article and revising it critically for important intellectual content.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Survey questions and answer options in Dutch and English (D=demographic questions; C=fear of COVID-19 questions; H=perceived health questions; TAM-BI=behavioural intention).

References

CBS Open Data. URL: https://opendata.cbs.nl [accessed 2021-11-02]


©Stephanie Jansen-Kosterink, Marian Hurnuz, Marjolein den Ouden, Lex van Velsen. Originally published in JMIR Formative Research (https://formative.jmir.org), 20.12.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
The Plebeian Algorithm: A Democratic Approach to Censorship and Moderation

Benjamin Fedoruk1*; Harrison Nelson2*; Russell Frost3*; Kai Fucile Ladouceur4*

1Faculty of Science, University of Ontario, Institute of Technology, Oshawa, ON, Canada
2Faculty of Health Sciences, Queen's University, Kingston, ON, Canada
3Faculty of Engineering, Lakehead University, Thunder Bay, ON, Canada
4School of Engineering Technology, Trades, and Aviation, Confederation College, Thunder Bay, ON, Canada
*all authors contributed equally

Corresponding Author:
Benjamin Fedoruk
Faculty of Science
University of Ontario
Institute of Technology
2000 Simcoe St N
Oshawa, ON, L1G 0C5
Canada
Phone: 1 905 721 8668
Email: benjamin.fedoruk@ontariotechu.net

Abstract

Background: The infodemic created by the COVID-19 pandemic has created several societal issues, including a rise in distrust between the public and health experts, and even a refusal of some to accept vaccination; some sources suggest that 1 in 4 Americans will refuse the vaccine. This social concern can be traced to the level of digitization today, particularly in the form of social media.

Objective: The goal of the research is to determine an optimal social media algorithm, one which is able to reduce the number of cases of misinformation and which also ensures that certain individual freedoms (eg, the freedom of expression) are maintained. After performing the analysis described herein, an algorithm was abstracted. The discovery of a set of abstract aspects of an optimal social media algorithm was the purpose of the study.

Methods: As social media was the most significant contributing factor to the spread of misinformation, the team decided to examine infodemiology across various text-based platforms (Twitter, 4chan, Reddit, Parler, Facebook, and YouTube). This was done by using sentiment analysis to compare general posts with key terms flagged as misinformation (all of which concern COVID-19) to determine their verity. In gathering the data sets, both application programming interfaces (installed using Python’s pip) and pre-existing data compiled by standard scientific third parties were used.

Results: The sentiment can be described using bimodal distributions for each platform, with a positive and negative peak, as well as a skewness. It was found that in some cases, misinforming posts can have up to 92.5% more negative sentiment skew compared to accurate posts.

Conclusions: From this, the novel Plebeian Algorithm is proposed, which uses sentiment analysis and post popularity as metrics to flag a post as misinformation. This algorithm diverges from that of the status quo, as the Plebeian Algorithm uses a democratic process to detect and remove misinformation. A method was constructed in which content deemed as misinformation to be removed from the platform is determined by a randomly selected jury of anonymous users. This not only prevents these types of infodemics but also guarantees a more democratic way of using social media that is beneficial for repairing social trust and encouraging the public’s evidence-informed decision-making.

(JMIR Form Res 2021;5(12):e32427) doi:10.2196/32427
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Introduction

The internet is a powerful tool for spreading information; as such, it follows that it is equally powerful for spreading misinformation. In 2019, the number of social media users worldwide was 3.484 billion [1], with that number increasing year-by-year by an average of 9% [1,2]. With this increased use, the “power-user” or microinfluencer phenomenon has arisen, where popular social media accounts are able to reach large numbers of readers. This is increasingly important as more people begin to use social media as a source for news [3]. This news comes from a third party by a popular influencer, not posted or moderated by the social media companies themselves. Past analyses examining online misinformation often classify posts as misinformation using a “Point-And-Shoot” algorithm; this is the status quo. However, some algorithms will be better at combating misinformation than others. The Plebeian Algorithm creates criteria that social media websites should take into account when designing their algorithms to reduce misinformation. This reduction of misinformation is thought to be achieved by examining the correlation between sentiment and misinformation; it has been found that posts containing misinformation tend to have more negative sentiment when compared categorically to other posts covering the same issue [4]. Due to this correlation, it is hypothesized that an algorithm that encourages positive interactions will also reduce the amount of misinformation present on the platform through a democratic manner.

Misinformation is a key problem, yet many terms are confused in studies. Herein, the authors shall define several key terms that are often used interchangeably but whose definitions are specific and distinct. First, misinformation shall be defined as the spread, intentional or otherwise, of false information [5]. The intentions of the individuals spreading the information is irrelevant. Second, disinformation is the purposeful spread of false information [5]. A similar yet distinct definition is malinformation, which is the malicious spread of false or misleading information [5]. Finally, fake news is defined as any misinformation (with or without intention) that readers interpret as trustworthy news [5]. For this study, misinformation will be studied in-depth; however, it should be noted that future supplemental studies could conduct a similar investigation focused on disinformation, malinformation, or fake news. Infodemics can additionally be applied to the realm of health care; infodemics have the potential to intensify outbreaks when there is uncertainty among the public concerning evidence-informed preventative and protective health measures [6].

Prior to investigating the spread of misinformation, it is pertinent to define the concept of infodemiology and misinformation. This research paper defines an infodemic according to the World Health Organization (WHO) as “too much information including false or misleading information in digital and physical environments during a disease outbreak,” which “causes confusion and risk-taking behaviours that can harm health [and] also leads to mistrust in health authorities and undermines the public health response” [6]. The study of the spread of infodemics on a large scale, especially pertaining to medical misinformation, is known as infodemiology. The WHO has additionally linked the rapid surge of such infodemics during the COVID-19 pandemic to “growing digitization,” which can support the global reach of information but can also quickly amplify malicious or fabricated messages [6]. The second relevant definition is that of the concept of misinformation, which has been defined similarly to the definition used by the WHO in relation to the infodemic [6], but specifically refers to the distinct lack of verity in information related to a specific field.

At their core, most social media websites aim to maximize the amount of time that users spend on their platforms. This maximization of user page time leads to companies using highly specialized and trained machine learning to advertise content on users’ feeds [7]. At the same time, this can have unintended adverse effects such as maximizing the time a user engages with content that is not verified for accuracy. The proposed solution to this disparity between engagement and integrity is to create democratically moderated spaces. Democratic spaces and recommendations to posts with more positive sentiment are integral concepts in the Plebeian Algorithm, based on the latest evidence that misinformation tends to be more negative [5]. The Plebeian Algorithm is an algorithm, described herein, for the purpose of the control of the spread of misinformation on social media. It is beneficial compared to other existing algorithms, as will become evident. The currently implemented point-and-shoot algorithms are hypertuned to specific sources of misinformation surrounding specific topics. However, they are not adaptable to the fluidity of the definition of true information.

As mentioned earlier, most social media platforms work on a model similar to Twitter, Facebook, or YouTube where content is recommended based on user engagement [7]; however, this is not true to the same extent for all websites. One example of a website that breaks the expectations for social media algorithms is 4chan. 4chan is an excellent epitome of ephemeral social media, where content is completely anonymous and is rapidly discarded regardless of popularity [8]; in addition, there is close to no moderation and the content tends to be more negative in sentiment. This is also exemplified in Parler, an alternative social media platform established in September 2018 that aimed to bring forth a platform with total freedom of speech. Consequently, Parler attracted those who were banned from other social media websites, creating “echo chambers, harbouring dangerous conspiracies and violent extremist groups” [9] such as those who were involved in raiding the US Capitol on January 6, 2021. Reddit also has a forum-based system similar to 4chan. However, individual fora on these platforms have moderators who work to combat negative sentiment throughout the website. Reddit’s issue lies in its incredibly isolated fora, as tailoring one’s feed to be a vast majority of explicitly handpicked fora is a part of the experience; this allows for some fora to have little to no moderation [10].

There have been several related works of research in the field of misinformation detection on social media platforms. These works include studies on the connection between misinformation and cognitive psychology [11], the analysis of geospatial infodemiology [12], the effect of recommendation algorithms...
on infodemiology [13], the use of distributed consensus algorithms to curb the spread of misinformation [14], and the naming conventions used for viruses [15]. Although these works are in alignment with this study, they do not propose the same solution. The study that offers a solution closest to that proposed by the Plebeian Algorithm discusses the efficacy of curbing the spread of misinformation through layperson judgements [16]. Notably, this work discusses the merits surrounding a layperson algorithm but does not make suggestions for its implementation.

The objective of the study will be to determine the optimal social media algorithm to reduce the spread of misinformation while ensuring personal freedoms. The investigation conducted in this paper will have far-reaching implications that will alter how misinformation in social media platforms is addressed.

The three major implications include:

- The creation of a more open and democratic environment on social media platforms
- An overall reduction in political divisiveness and extremist sentiment both online and offline
- An increase in informed users who can make well-informed opinions on subjects

**Methods**

A detailed step-based methodology was used to analyze data throughout the research process. Python 3.9 (Python Software Foundation) was the language of choice through all aspects of the project. All libraries used can be accessed using pip. The visualization of data was performed using the matplotlib and seaborn libraries in Python. Application programming interfaces (APIs) were used from Twitter, Reddit, and 4chan, gathering data regarding username, date, post, and text. Furthermore, two data sets were gathered from academic sources, containing post data from Twitter [17] and Parler [9]. Various Python libraries were used to interact and connect with the APIs, including twarc, urllib3, and base.py4chan. The following Python libraries were used to clean the data: beautifulsoup4, demoji, and pyenchant. The pandas library for Python was used to retrieve and store data from Twitter and Parler. The six social media services analyzed (4chan, Twitter, Parler, Reddit, YouTube, and Facebook) had various amounts of associated data. A breakdown of the data analyzed herein is described in Figure 1.

The sentiment analysis dictionary selected for the analysis performed herein is the Valence Aware Dictionary and Sentiment Reasoner (VADER). This dictionary was selected as it is the industry standard for a wide array of general statement analyses and is especially recognized for producing highly accurate results with social media platforms. As such, VADER is the optimal dictionary for the purposes of this research. Although ideal algorithms should implement various checks and balances for the sentiment analysis system implemented, this paper shall focus on strictly the VADER dictionary, which is solely positive and negative sentiment. Other sentiment analysis tools exist to examine specific emotions (including anger, fear, surprise, happiness, etc).

Key term analysis was used for the data cleaning process to determine which strings were classified as relating to a specific topic. The key terms were gathered using a list of the most commonly held terms gathered from Twitter that were directly associated with misinformation.

In three of the social media services for which APIs were used (ie, Twitter, Reddit, and 4chan), four steps were performed: (1) gather data using the API and the associated Python library; (2) clean data to create a Python set of strings, containing no URLs (removed using regular expressions), HTML (removed using beautifulsoup4), usernames (removed using regular expressions), emojis (replaced with text using demoji), or non-English language (removed using pyenchant); (3) perform sentiment analysis using nltk’s SentimentIntensityAnalyzer class; and (4) save the cleaned and sentiment analyzed data frame as a pickle file. A visualization script was then programmed to display the sentiment data gathered from the social media post data. To ensure confidentiality of users, only aggregate data was displayed. Plotting a histogram with a kernel density estimation (KDE) resulted in the various graphs produced by the research team. Data for which sentiment analysis returned inconclusive due to textual limitations was removed from visualization. Limiting the language to English has the benefit of statistical comparison congruence. One notable platform that did not use an API is Facebook. The reason for this is due to the restrictions placed on the Facebook API, in terms of depth and breadth of research.

In three of the social media services for which APIs were used (ie, Twitter, Reddit, and 4chan), four steps were performed: (1) gather data using the API and the associated Python library; (2) clean data to create a Python set of strings, containing no URLs (removed using regular expressions), HTML (removed using beautifulsoup4), usernames (removed using regular expressions), emojis (replaced with text using demoji), or non-English language (removed using pyenchant); (3) perform sentiment analysis using nltk’s SentimentIntensityAnalyzer class; and (4) save the cleaned and sentiment analyzed data frame as a pickle file. A visualization script was then programmed to display the sentiment data gathered from the social media post data. To ensure confidentiality of users, only aggregate data was displayed. Plotting a histogram with a kernel density estimation (KDE) resulted in the various graphs produced by the research team. Data for which sentiment analysis returned inconclusive due to textual limitations was removed from visualization. Limiting the language to English has the benefit of statistical comparison congruence. One notable platform that did not use an API is Facebook. The reason for this is due to the restrictions placed on the Facebook API, in terms of depth and breadth of research.

The sentiment analysis dictionary selected for the analysis performed herein is the Valence Aware Dictionary and Sentiment Reasoner (VADER). This dictionary was selected as it is the industry standard for a wide array of general statement analyses and is especially recognized for producing highly accurate results with social media platforms. As such, VADER is the optimal dictionary for the purposes of this research. Although ideal algorithms should implement various checks and balances for the sentiment analysis system implemented, this paper shall focus on strictly the VADER dictionary, which is solely positive and negative sentiment. Other sentiment analysis tools exist to examine specific emotions (including anger, fear, surprise, happiness, etc).

Key term analysis was used for the data cleaning process to determine which strings were classified as relating to a specific topic. The key terms were gathered using a list of the most commonly held terms gathered from Twitter that were directly associated with misinformation.
To confirm the academic literature [5] regarding the correlation between negative sentiment and verity of information, the analysis was performed using Twitter. Data was filtered such that only Tweets containing a set of potentially misinformative keywords were assigned to be assessed using a sentiment analysis. Both were plotted through histogram, and the KDEs were compared (relative to each respective maxima).

Misinformation is directly correlated to negativity. A misinformative post is often negative in sentiment. However, this is not a certainty. As such, when determining an optimal algorithm, it will be critical to use sentiment analysis to narrow the potential misinformative candidates and then to use further methods—a jury process—to accurately detect misinformation.

The study defines several mathematical terms. Many of the histograms and KDEs as previously described form a bimodal distribution. The polarity score upon which the two peaks are centered is termed $\mu^+$ and $\mu^-$, where the sign indicates whether the term refers to the positive or negative peak. The other variable defined is the skewness of the distribution as a whole, which is described using the symbol $\gamma$. When the positive peak is the major mode, then $\gamma \in (0, \infty)$. Contrarily, when the positive peak is the minor mode, then $\gamma \in (-\infty, 0)$. The frequency function $f$ describes the frequency curve represented by the KDE (such that $f(p)$ represents the frequency of strings with polarity score $p$). The skewness is calculated using the following equation:

$$\gamma = \frac{\mu - \mu^\circ}{\sigma}$$

This equation for skewness was derived using the following derivation:

**Results**

The results of the analysis will be divided by the social media platform. They will be presented in the following order:

- Reddit
- 4chan
- Facebook
- YouTube
- Parler
- Twitter

**Reddit**

When analyzing Reddit’s data, a series of subreddits were selected. The subreddits selected were r/AskReddit, r/AskThe_Donald, r/conspiracy, r/covid, r/kindness, r/movies, r/politics, and r/EnoughTrumpSpam. These subreddits were selected as an array of options, allowing an analysis of probable misinformative, probable truthful, and unknown sources. The data was gathered using the Python library urllib3. The first subreddit to be examined herein is r/AskReddit. This subreddit tends to contain a wide variety of posts from a myriad of conversation topics. As such, it is relatively indicative of Reddit overall. r/AskReddit’s histogram can be found in Figure 2. The bimodal distribution was $\mu = -0.54$, $\mu^\circ = 0.48$, and $\gamma = -0.03214$. 

![Figure 1. Social media data breakdown.](image)
It should be noted that the extremal frequencies of the bimodal distribution were approximately equal between the negative and positive peaks. Another notable subreddit examined was r/politics, which provided a sample of posts potentially swayed by the political leaning of Reddit users. The histogram and KDE for this analysis is displayed in Figure 3. The bimodal distribution for r/politics was $\mu_-=-0.56$, $\mu_+=0.43$, and $\gamma=-0.37776$.

r/politics’s content had a stronger negative skew as is apparent by the KDE. The final subreddit to be examined is an avant-garde subreddit: r/conspiracy. In this community, users share various conspiracy theories. When one scrolls through r/conspiracy, plenty of misinformation can easily be noted, including misinformation surrounding Flat Earth Theory and QAnon. The histogram for r/conspiracy is found in Figure 4. The bimodal distribution for r/conspiracy was $\mu_-=-0.56$, $\mu_+=0.39$, and $\gamma=-0.33904$. 
As can be noted by r/conspiracy, the conspiratorial posts (which are known to contain a large volume of misinformation) are more often negative. This can be noted due to the difference in the peaks of the bimodal distribution.

4chan
To analyze the 4chan data, five boards were selected: /b/, /a/, /v/, /pol/, and /r9k/. These five boards were selected due to their high post frequency compared to other 4chan boards. The data was gathered using basc_py4chan. For each of these boards, a histogram was plotted (with an overlayed KDE) with 30 bins. A visualization for the histogram for /b/’s sentiment can be found in Figure 5. /b/ is described as the random board, containing a wide mixture of conversation from across 4chan. The bimodal distribution for /b/ was $\mu \approx -0.55$, $\mu^+ \approx 0.46$, and $\gamma \approx 0.11380$.

Another board to be visualized in this report is the visualization for the sentiment of /pol/, which can be found in Figure 6; /pol/ contains political discussion. The bimodal distribution for /pol/ was $\mu = -0.61$, $\mu^+ = 0.38$, and $\gamma = -0.16559$.

It should be noted that the levels of extreme negative sentiment (ie, with a polarization score of less than 0.75) are substantially higher in /pol/ compared to /b/. This demonstrates that political topics tend to be more negative on 4chan.
Overall, it should be noted that 4chan consistently contains a large number of negative posts, which is greatly dependent upon the topic of the board. Boards which pertain to specific recreational activities (eg, /v/ for video games or /a/ for anime) have a lesser degree of negative polarity.

**Figure 6.** The 4chan /pol/ frequency of positivity histogram.

Facebook

It is pertinent for this paper to perform an analysis on Facebook, which is currently the social platform with the largest user base of 2.8 billion active monthly users [21]. Facebook has proven to be the social media platform with the highest user base, and as such it is pertinent for this paper to perform analysis on data collected for Facebook. A data set that specifically contains data predating the COVID-19 pandemic was accessed to broaden the scope of the sentiment analysis [22]. The data set includes data gathered from Facebook’s inception until 2017. A data set with a random selection of Facebook comments from the temporal range [22] was selected for sentiment analysis using VADER.

In **Figure 7**, a histogram was plotted with 30 bins, depicting the frequency of Facebook comments at various sentiment analytic levels. A KDE was overlayed onto the plot to show the general trend.

Notable features of the bimodal histogram include the sharp positive peak and wide negative peak. It should be noted that the integral for the KDE is as follows:

Furthermore, the following values were extracted from the KDE: $\mu^+ = 0.43$, $\mu^- = -0.29$, and $\gamma = 0.49858$. 
YouTube

YouTube is based entirely on long-form video content and tends itself toward more in-depth topics. A preselected data set of YouTube comments [23], after sentiment analysis, has been visualized and presented in Figure 8.

The data set [22] was collected in 2017 and, as such, does not contain misinformation related to COVID-19. This helps to broaden the temporal scope of this analysis and ensure that the present trends hold in data outside of the COVID-19 pandemic (ie, prior to January 2020). It was also limited in geographic scope to the United States, the United Kingdom, and Canada. This limitation was due to the availability of data. It should be noted that these three countries represent the English-speaking members of the Group of Seven, a group of the seven most democratic, affluent, and pluralist nations in the world.

As can be noted, there was a strong positive skewness in the data, with $\mu^+ = 0.67$, $\mu^- = -0.52$, and $\gamma = 0.66593$. The high positive skewness should be noted for these YouTube comments. Potential explanations for this trend will be discussed in a later section.

Parler

The analysis of Parler was a transition from the traditional analyses of Reddit and 4chan, due to the fact that Parler is not broken down into communities to which users subscribe but is a single news feed–style system. The analysis of Parler should be contrasted to the analysis of Twitter in the subsequent section.
as users migrated from Twitter to Parler due to a perception of limitations placed on their freedom of expression on Twitter. When analyzing Parler, data was collected into a data set throughout the COVID-19 pandemic and the period surrounding the events of January 6, 2021 [9]. Figure 9 contains a visualization of the COVID-19–related parleys posted between January 2020 and March 2020. The bimodal distribution was $\mu = -0.53, \mu' = 0.45$, and $\gamma = 0.22063$.

![Figure 9. Parler COVID-19 frequency of positivity histogram.](image)

**Twitter**

The majority of the analysis performed through this paper was on the social media service Twitter. The reason for this is due to the high amount of data regarding misinformation on the platform, the overall popularity of the platform as a general case study, and the generality of the platform (compared to some other unorthodox data sources such as YouTube comments).

Similar to Parler, Twitter tweets are made at-large to the public. There are no channels, boards, or subreddits of any sort. However, due to the Twitter algorithm, there is an allowance of individuals’ feeds to be in an echo chamber. Evidently, echo chambers should be avoided wherever possible. Echo chambers are a large contributor to the rampant spread of misinformation that is seen surrounding the COVID-19 pandemic [24].

This study used a combination of both data gathered from the Twitter API and a data set of pregathered COVID-19 tweets [17,18,20]. The interface used to connect the Python code (and sentiment analysis) to the Twitter API was twarc. The reason for this duplication of analysis was to ensure that the data used was accurate. Precision must be maintained in both data collected by APIs and over a long duration.

In both studies (using the API and the data set [17]), the study analyzed the broad sentiment of COVID-19–related tweets and filtered the data by keyword. The keywords used included terms concerning misinformation surrounding COVID-19, including “China Virus,” “Bioweapon,” and “Microchip.” The filtered data then underwent sentiment analysis. Both sentimentally analyzed data were plotted on the standard histogram with overlaid KDE.

For the discussion, the study focused on the data gathered from the Twitter API, since a similar methodology was used for gathering data for the other social media platforms studied. However, it should be noted that similar results were attained using the data set [17]. Figure 10 is a graph of the Twitter API’s gathered tweets pertaining to COVID-19 (the broad topic), where the sentiments of the tweets are plotted on a histogram with a KDE. A random sample of the data was taken for this analysis, as there were too many tweets to reasonably analyze the population. The bimodal distribution was $\mu = -0.36, \mu' = 0.47$, and $\gamma = 0.86500$. 

---

**Figure 9.** Parler COVID-19 frequency of positivity histogram.
As can be noted, the positive peak for the KDE is nearly double the negative peak. This indicates that the number of positive tweets far exceeds the number of negative tweets. Comparatively in Figure 11, the negative peak of the bimodal distribution is on par with the positive peak. This figure is a histographic representation of the polarity score for tweets after being filtered. The tweets selected only contain terms that are known to pertain to COVID-19 misinformation. The bimodal distribution was μ<sub>−</sub>≈−0.42, μ<sub>+</sub>≈0.47, and γ≈0.80080 between the two Twitter measurements.

The study’s discussion of the reasoning behind this proportional increase in the negative peak compared to the positive peak will be discussed further in the subsequent section. Again, it must be noted that the same results can be seen when performing an identical analysis on the data gathered from the data set [17].

**Discussion**

In the Discussion section, not only will an analysis of the results and errors be explored but also the Plebeian Algorithm and its benefits will be discussed, as well as how it compares to the algorithms of the social media platforms studied.
Results Analysis

Several critical notes must be made with regard to the analysis of the quantitative features produced in the Results section.

First, it is critical to note that 4chan was the only social media platform studied that had an overall positive $\gamma$, notably on the all-encompassing board of /b/. It was gathered by the observations of a system that provided users with the freedom to determine which content got promoted—as opposed to an artificial intelligence algorithm—improved the sentiment of the average post. This is a key point in the Plebeian Algorithm, which is described in a subsequent section. Second, Twitter had a more moderate skew (ie, closer to 0, or neutral) $\mu$, indicating that users tended to be more positive than users on the other social media platforms analyzed in the study.

It is also critical to recall that there was a strong correlation between polarity scores as determined by a sentiment analysis algorithm and the verity of the information communicated [5]. As such, the analysis provided herein can be applied to both the sentiment and the verity of a social media post.

Echo Chambers

In analyzing the data represented by the KDEs and the skew of the bimodal distribution of the data toward negative sentiment, a confirmation of the echo chamber effect (a theory that states “the Internet has produced sets of isolated homogeneous echo chambers, where similar opinions reinforce each other and lead to attitude polarization” [25]) was clearly shown, as negative sentiment has a clear association with emotions such as anger, which have been shown to “...[reinforce] echo chamber dynamics...in the digital public sphere” [25]. In fact, other studies have also predicted the link to this effect to be the impact of the specific algorithms used in the virtual space [26]. The link gives strong evidence to suggest that the algorithms currently deployed by social media companies are creating the optimal medium through which misinformed opinions and content can grow and go uncontested. These echo chambers ensure that users are unable to get access to arguments that conflict with their beliefs and expand their perspectives.

Sources of Error

Although the study attempted to limit error, there remained several sources of error stemming from the methodology of analysis used. The first source of error is the trouble with using key term searching, as it would give us results of posts of not only individuals spreading misinformation but also those trying to bring attention to the issue of misinformation and those who spread it. Furthermore, the sentiment analysis would also have been unable to differentiate between a misinformed post and one that tried to bring attention to the problem. This is because some of the true tweets demonstrate overall negative emotions. The final problem with the key term search is that some of the key terms determined to be misinformative may in the future be proven to be accurate information.

A further source of potential error comes in the form of the social media platforms used. One problem is that only four social media platforms were assessed, thus limiting the scope of the study. It could be that the trends found in the research will not show up in other social media platforms (eg, Facebook). Another issue from the sources assessed was that they were all only textually based and thus the method proposed may not be replicable for more graphically based social media platforms (eg, YouTube, Instagram, or Snapchat).

Definition and Implementation of the Plebeian Algorithm

As described previously, the Plebeian Algorithm is a novel algorithm for identifying and removing misinformation through democratic means. It works in two distinct phases: the Flag Phase, to determine which posts are misinformative, and the Jury Phase, to judge the information to determine if removal is appropriate.

Flag Phase

The Flag Phase is tasked with the determination of possible misinformed posts. In doing so, the algorithm selects posts that have a large number of views and then performs sentiment analysis on both the original post and a “without-replacement simple random sample” [27] of comments or replies to the post. If the overall sentiment leans negative, then the post is flagged as being potentially misleading. The posts flagged will then be passed into the Jury Phase.

Jury Phase

The Jury Phase is tasked with the trial and removal of truly misinformative posts. These posts are removed from the home page or news feed of the user. During the Jury Phase, flagged posts are sent to a random selection of anonymous users known as jurors. This selection should provide a diverse group, consisting of varying political opinions to give the post a fair trial. The selection of jurors uses a “without-replacement simple random sample” of a population [27]. The number of jurors selected is exactly 10% of the number of viewers of a post, rounded up. It should be noted, however, that jurors are not forced to participate or vote. It is assumed that the number of voting jurors will be far less than the total number of jurors. Thus, selecting 10% of the population allows room for the uncertainty of juror engagement. The jurors are then asked to vote either for or against the removal of the post. Once the deliberation has lasted a set duration (or a threshold of response has been met), the results will be counted and the post will remain on the site or be removed by the algorithm.

For reference, a summative flowchart detailing the Plebeian Algorithm as described can be found in Figure 12. The areas colored in magenta constitute the Flag Phase, while the areas colored in mint green constitute the Jury Phase.
Existing Algorithms

In the following section, each of the algorithms will be detailed for Reddit, 4chan, Parler, and Twitter. These analyses will be based on academic journal articles [10-12,28,29]. It is pertinent to analyze these on a case-by-case basis, as it must be ensured that the user base remains loyal to the brand and platform [30]. Prevalent existing algorithms include the PageRank and Hits algorithms [31].

Before dissecting the individual social media algorithms that are currently being used for the various platforms, it is critical to mention that most of these algorithms have an identical goal: to get users to stay on the platform, thus ensuring a continued revenue for their organization. This objective contradicts the goal of preventing misinformation from spreading on the platform, as preventing misinformation requires some censorship, resulting in a reduction of revenue. This, however, is not to indicate that the Plebeian Algorithm is of little value to site entrepreneurs. It is critical to give note that the ultimate goal of social media companies (with the exception of Parler) have already shown themselves interested in curbing and moderating their own social media platforms through their implementation of “point-and-shoot” algorithms as well as censorship of high-profile posts and accounts (eg. Twitter banning @realDonaldTrump). However, as has already been described, these algorithms are not effective at accomplishing their mission of reducing misinformation and, further, have caused users to become disillusioned with the service. This has led to many users joining platforms that capitalize on this disillusionment (eg. Parler). Hence, by implementing the Plebeian Algorithm, these social media companies finally have a method that carefully balances moderation with freedom of expression that will reinspire a sense of awe within their user base and bring back the notion of social media being a fun online space where people can collaborate and share freely.
**Reddit**

The algorithm used for Reddit is a simple upvote/downvote system, as was described in the Introduction section. Users of Reddit are encouraged to upvote content they like and are encouraged to downvote content that they do not like. Posts with more upvotes are more widely shared, whereas the opposite is true with posts with more downvotes. In Reddit, users are allowed to vote on the original post and any comments. “Comment trees” are inherently created by the system as users comment on comments (thereby chaining comments together into a treelike formation).

The Reddit algorithm is tailored to the interests of the Reddit user. Through a system of subscriptions to various topics of conversations or subreddits. Users will receive a mixture of content from the subreddits to which they have subscribed, with additional, sporadic advertisement.

The system is essentially tailored to the specific user. This contrasts with the Plebeian Algorithm, which emphasizes the democratic process for the determination of verity by the user base. Currently, Reddit contains no user-controlled means to fight misinformation aside from the “Report” button, which brings the issue to the attention of a staff person at Reddit. This process is considered a manual review by the corporation, and as such, it does not constitute something similar to the Plebeian Algorithm. For Reddit to implement a Plebeian Algorithm, it must ensure that the process of the misinformation determination remains in the hands of the user base.

Although Reddit currently appears to be a democratic system, it is more of a field of [29]. For example, in 2013 the r/FindBostonBombers subreddit slandered the Brown family by connecting them with the 2013 attack on the Boston Marathon at the direction of the moderators of the subreddit [32]. Examples like this resonate throughout Reddit through incidents such as “the Fappening,” where nude photographs were released to the public unbeknown to victims. Incidents like these make apparent the crux of the fundamental issue with Reddit: the moderators. This promotes content moderation by a few elite members of communities, instead of as members of the said community as a whole.

It should be noted that Reddit is a platform that is built on a sense of anonymity. Users are not required to add their personal email addresses or their real names. As is the case in all the implementations of the Plebeian Algorithm, it is important that the social media company critically analyzes the existing market served and existing qualities that users may be drawn to. An implementation of the Plebeian Algorithm on Reddit should preserve user anonymity and should still not require the use of personal emails or real full names.

**4chan**

The 4chan algorithm is similar to that of Reddit; it uses a system whereby the audience determines whether or not content is viewable to its users. In contrast to Reddit, 4chan uses an ephemeral system for its content [10]. 4chan is also divided into several boards that encapsulate distinct topics of conversation. Furthermore, any content can be posted on the /b/ board, as this board’s topic is described as “Random” [10]. A second critical aspect of the 4chan algorithm is the notion of anonymity. 4chan encourages its user base to remain anonymous through their posts. Over 90% of posts and comments on /b/, the most popular board on 4chan, are anonymous [10].

4chan is the algorithm that is nearest to the proposed Plebeian Algorithm; however, there are subtle yet notable differences. The Plebeian Algorithm does not incorporate any notions of anonymity nor ephemeral content. Content must be both traceable and permanently recorded. This will help assure that the goals of the social media companies at-large (which often differ from the goals of 4chan) remain consistent. Keeping the goals consistent for each individual social media platform will be essential to ensure that the users of the platform remain loyal while gaining the added benefits that the Plebeian Algorithm offers.

For 4chan’s algorithm to become a Plebeian Algorithm, it should remove its ephemeral content. This would be essential to ensure that content has the time to undergo the process. Content posted on 4chan’s /b/ often lasts less than 1 minute [10]. As such, the Plebeian Algorithm would not have the time to undergo both two phases (the Flag and Jury Phases), a critical step that is necessary to the algorithm’s democratic approach.

**Facebook**

Facebook is a valuable selection, demonstrating a powerful social media platform and a tailored user experience; its popularity makes it useful for analysis. Although the Facebook company is not wholly transparent [9], the company has announced it highly favors personalized content of users (eg, posts from close friends and private groups) to that of public groups and pages to which the user likes and follows [33,34]. This presented a limitation for the analysis of Facebook data, as ideally, data had to be collected through preselected data sets for quantitative analysis [24].

There are many differences between the Facebook algorithm and the Plebeian Algorithm. The method used by Facebook, particularly during the COVID-19 pandemic, aims to combat the spread of misinformation and is based on neural networks trained to search for key terms in textual elements (including posts, comments, and statuses). It should also be noted that Facebook’s algorithm includes a large amount of human work, which is easily biased. As has been stated in prior sections, there are several issues with this method of misinformation censorship; most notably, the Facebook algorithm is limited in scope to a specific subset of misinformation topics. Algorithms of this nature will detect specific key terms such as “COVID” included in the text of a post to provide additional information and resources for viewers; these algorithms will also provide information to the user sharing the post before publicizing the post. On the contrary, the Plebeian Algorithm is proactive in nature: it is universally applicable to all forms of misinformation and works to combat infodemics before they become widespread. As stated previously, infodemics of misinformation have led to the problem of pandemics becoming exacerbated and thus harder to control for public health workers. By implementing the Plebeian Algorithm, public health will be improved, especially concerning future pandemics, as potentially dangerous misrepresentations or falsehoods about the situation...
will be contained to a smaller percentage of the populace, and thus ensures that reliable and trustworthy information is more accessible and widespread. The Plebeian Algorithm also requires less maintenance by developers, actively running automatically without the requirement of hard coding key terms to flag.

For Facebook to implement a Plebeian Algorithm, a high degree of planning would be required. Since Facebook is the most prevalent social media platform, a gradual implementation based on a rolling basis is recommended. AB testing should be used to ensure a smooth and successful implementation. Facebook should automate and democratize their home page algorithm to implement a Plebeian Algorithm for its service.

**YouTube**

Due to the inherent difficulty in performing visual sentiment analysis for videos, comments of YouTube videos were analyzed. This does not give a complete picture of the YouTube algorithm, which attempts to keep users engaged longer on the website by presenting a tailored feed; the end goal being that the algorithm can predict videos the user would like to watch before they search [35]. This algorithm looks at a range of user data including watch time, closing a video tab, the user’s interests, freshness, and user interactions with the video [35]. This algorithm has proven highly effective at finding and distributing viral content.

By aligning with the user’s sentiment, the algorithm can effectively produce more positive comments, as seen in Figure 8. A sentiment filter used by YouTube includes the removal of videos that do not meet advertiser guidelines [36]. The main difference between YouTube’s current content moderation approach and a Plebeian Algorithm’s implementation of content moderation is the democratic aspect of content removal. This is made clear with many of YouTube’s controversies within their community revolving around a lack of communication and censorship of larger creators [37].

The moderation system of YouTube is already a form of the Plebeian Algorithm with users being able to like and dislike comments or videos, in addition to reporting them if they are unwanted. The main disconnect between this and the Plebeian Algorithm is that, when a comment or video is reported, there is no public jury phase where the community decides if it stays. This has become clear with many of YouTube’s controversies within their community revolving around issues such as the lack of communication and censorship of larger creators [37].

**Parler**

Parler uses a more typical algorithm. It limits posts to 1000 characters and circulates them to the user base at-large. Thus, unlike Reddit and 4chan, there are no communities in which content is posted on Parler. Parler was founded as a promoter of the freedom of speech, and as such, its user base is highly concerned with a lack of censorship on their posts [11].

Although this may at face value appear to be in direct opposition to the implementation of any algorithm, it is important to note that the Plebeian Algorithm ensures that any and all decisions regarding the verity of information remain in the users’ hands. Parler would still benefit from implementing a Plebeian Algorithm, as it would preserve Parler’s ultimate goal (to promote freedom of expression) while limiting the spread of misinformation.

For Parler to implement a Plebeian Algorithm, it must implement both the Flag and Jury Phases of the Plebeian Algorithm. Notably, the preservation of the freedom of expression on the platform must be ensured above all. This will ensure that the user base remains loyal and supportive of the change and does not boycott Parler or switch to a new social media platform (as they have already migrated from Twitter). The Parler user base is notably precarious, and it must ensure that the user base remains loyal to the platform. This should be done through proper marketing of the transition, which is to be discussed later.

**Twitter**

Finally, Twitter uses a similar algorithm (in opposition still to Reddit and 4chan) in that posts and content are released to the user base at-large. The techniques of this algorithm particularly means that misinformation is more likely to spread on Twitter (and Parler) compared to other platforms (eg, Reddit and 4chan). The large user base on Twitter and the widespread availability of data must be taken into account, as it will be crucial that the culture and atmosphere of Twitter are maintained to ensure that the user base remains content with any algorithmic changes. Twitter’s executives most likely would be interested in increasing their reach by attempting to regain the trust of those who migrated to Parler. These individuals are highly concerned with a decrease in censorship and an increase in the freedom of expression. They believe that the social media platform should remain separate from the process of promotion and demotion of content [11].

For Twitter to implement a Plebeian Algorithm, it must attempt to promote the freedom of expression and a decrease in censorship while also maintaining their reliability. This is done using the Plebeian Algorithm, which takes advantage of both concerns. Layperson algorithms have proven effective at curbing the spread of misinformation and at increasing reliability [18]. According to the definition by Epstein et al [16], the Plebeian Algorithm would be classified as a type of layperson algorithm. Twitter would need to place a level of trust in the layperson to provide the user base with liberty while maintaining truth in the content posted.
Condorcet’s Jury Theorem

As was researched in the 18th century by the Marquis de Condorcet, the Condorcet’s jury theorem [38] clearly justifies the need for the Jury Phase in the Plebeian Algorithm. The theorem describes the behavior of a larger number of individuals selected to sit on a jury to judge the crimes of another individual. Proposed by Condorcet (and later proven by numerous mathematicians and statisticians in the late 20th century), the theorem explains that two scenarios may unfold when attempting to determine the truth by means of polling a sample of the population [38]. First, if the sample’s understanding of the topic is poor, their judgement will not be certain. In this situation, the optimal sample size would be a single individual, as increasing the number of jurors will only increase the uncertainty [38].

However, a jury implemented in the Plebeian Algorithm should take Condorcet’s jury theorem into account, by ensuring that the jury falls into the second scenario. The second type of jury would occur when the jury’s knowledge of the subject is relatively high or is perceived as relatively high [38]. As such, an optimal Plebeian model would be passive, instead of aggressive, in its UI/UX. It should be ensured that acting as a juror is entirely optional and is opt-in instead of opt-out. The user interface should be minimal to ensure that the public reception of the implementation of the Plebeian Algorithm is positive. Although this will likely decrease the percentage of the sample who opt-in to act as jurors, consistency will be achieved due to the positive reception of the algorithm implementation. An ideal Plebeian Algorithm implementation to secure the second subset of juried defined by Condorcet’s jury theorem may go unnoticed for the average user.

Assuming that an implementation of the Plebeian Algorithm can secure its jury into the latter jury type, it would secure the wisdom of the crowd. Increasing the sample selected as potential jurors will increase the certainty. This phenomenon has been described as “wisdom of the crowd” [39]. As the sample size increases, the certainty of the decision that the jury comes to also increases. Thus, taking a sample size of 1% has a higher possibility of accidentally selecting a group of the most extreme individuals, compared to randomly selecting a sample size of 10%.

Eradication Versus Containment

One of the benefits of the Plebeian Algorithm in comparison to the status quo is the difference between eradication and containment. The algorithms of the current system tend to use an eradication approach. They view the issue of the spread of misinformation with a narrow perspective [35], and as such, they tend to implement a “Point-And-Shoot” algorithm. With this system, media companies determine which posts contain misinformation and eradicate them on a case-by-case basis. For example, many social media companies use a COVID-19 key term search and flag posts that contain them. They then link to a government website with information on the pandemic to the post.

This is in stark contrast to the Plebeian Algorithm, which takes a containment-based approach to the spread of misinformation. It should be noted that the technology to remove all instances of misinformation does not exist [40]. Instead, it is important that the algorithm detects as many cases of misinformation as possible and brings the rest to the broad public. This essentially “pops” any filter bubbles and echo chambers [26]. It allows for positive discussion from the community, which tends to lead toward a decrease in misinformation [4].

Reduced Censorship

Another massive benefit of the Plebeian Algorithm is the reduction of censorship. With regard to the COVID-19 pandemic, a majority of misinformed posts has been spread by those with politically right ideologies, or Republicans. A total 48% of US Republicans believe that SARS-CoV-2 is no more dangerous than the common influenza [41] (compared to 25% of US Democrats [41]), and 42% of Republicans believe that hydroxychloroquine—a treatment for malaria—is an effective treatment for SARS-CoV-2 [41] (compared to 5% of Democrats [41]). Furthermore, Republicans (or those with political right ideologies) tend to be more concerned with the preservation of the freedoms of speech and expression. Thus, it is evident that we must preserve these freedoms for any algorithmic change to be effective. The Plebeian Algorithm goes further than this: it works to increase the rights of the individuals with respect to cross-region community matching freedom of expression. Individuals have the right to post and speak as they please and promote the spread of the information they deem to be pertinent. Additionally, they have the right to decide what content they want to see on the platform and what they do not. These benefits will help to ensure that the public reacts in a positive light to the change. Implementing a Plebeian Algorithm is a net positive; it is a positive change for both the containment of infodemics and the promotion of freedom of expression among social media users. Furthermore, under the Plebeian Algorithm, social media companies are still permitted to analyze user activity according to their privacy policies to provide appropriate advertisements tailored to the user. This will ensure that the revenues for social media companies will not be reduced in the process.

Viral Naming Conventions

One subtopic explored herein is viral naming conventions and the connection between the name used to describe COVID-19 in relation to the level of verity in social media posts. For the purpose of this analysis, only posts on COVID-19 were considered; thus, social media platforms for which the data used herein was collected before 2020 were not analyzed (ie, Facebook and YouTube). Parler was examined at length since it uses a relatively standard social media algorithm, comparable to that of Twitter. A pickle file of Parler data, filtered to COVID-19, was generated from the Parler data set [9]. Additional filters were applied to the pickle file, as are described later.

To simplify the analysis, three categories of parleys were created on which analysis was performed separately. First, all posts mentioning COVID-19 using any naming conventions were gathered. The posts were collected using no additional filters, labelled “None.” Second, from the COVID-19 parleys, a filter was applied to gather all parleys containing viral names referring to locations including, but not limited to, “Wuhan Virus,” “China Virus,” and “Indian Variant.” All these terms have been
described by the US Centers for Disease Control and Prevention (CDC) to potentially propagate misinformation and xenophobia [42,43]. This filter was termed “Locational Taxonomy” [44]. The final filter, “Biological Taxonomy” [44], refers to the biological names for COVID-19, or officially approved names by the WHO, including, but not limited to, “SARS-CoV-2,” “Alpha Variant,” and “B.1.617.” This nomenclature is used and promoted by the CDC [38] to limit xenophobia. As such, it was hypothesized that parleys using these terms would be less likely to be misinformative and more likely to have a positive sentiment [45].

Sentiment analysis was performed on all three filtered data sets, and the results were plotted as a violin plot in Figure 13. Each subplot portrays the three filters as discrete categories along the x-axis (ie, “None,” “Locational Taxonomy,” and “Biological Taxonomy”) against the compounded polarity score on [–1, 1]. Each subplot visualizes a KDE that is rotated vertically for ease of visualization and a pictorial representation of the median, mean, first quartile, and third quartile.

Figure 13. Viral naming conventions on Parler: violin plot.

This visualization provides exceptionally relevant results. The data filtered to COVID-19 at-large was similar to the KDEs plotted for all of the social media algorithms discussed in the Results section, demonstrating a precise bimodal distribution with a positive and negative peak, and a neutral trough. The violin plots for the locational and biological taxonomies verified the hypothesis. The locational taxonomy filter showed strong negative sentiment, implying a higher likelihood of misinformation. In contrast, the biological taxonomy filter showed a strong positive sentiment, implying a greater degree of verity.

It is important to note that the findings are not limited to COVID-19. Similar findings were discovered (not pertaining to social media) relating to the 2009 H1N1/09 pandemic [46,47] and the 1918 Spanish Flu pandemic [15], among others [48,49], for which there were concerns surrounding xenophobic viral nomenclature. It is also pertinent to discuss the specific limitation surrounding the use of COVID-19 data for this analysis. It is often difficult for populations to alter their vocabulary to change the reference of a xenophobic initial name to an accurate descriptor [50]. Specifically, with regard to COVID-19 variants of concern (VoCs), many scientific sources still note the location of the VoC’s discovery. This brings two significant points to the forefront of discussion: first, national health agencies need to provide precise and nonxenophobic nomenclature from the onset of pandemics, and second, the use of locational taxonomy should not automatically flag a post (ie, it should be flagged through sentimental analysis solely). The Plebeian Algorithm assists in this analysis, as it does not consider specific search terms, but rather pure sentiment. This handles issues surrounding truthful posts containing locational taxonomy. The lack of consensus among the scientific community should be noted regarding the potential benefits and drawbacks of using locational taxonomy [15,45].

Geolocation

There exists a critical connection between the virtual and physical worlds as it pertains to the spread of misinformation and various consequences therefrom. Several studies have been conducted hereupon. One fundamental limitation posed by the use of social media platforms to track the spread of misinformation is the inability to deal with the spread of misinformation in more personal settings (eg, face-to-face interactions, videoconferencing, and direct messaging). Thus, a thorough study of the translation of misinformation from social media platforms to real-world phenomena will be conducted.

Myriad studies have been conducted surrounding infodemics [51-53]. This includes the correlation between geolocation of social media connections and various social determinants (eg, race, sex, and socioeconomic status) [51], and a study [54]
determining optimal methods of geolocation on social media. Two additional studies discussed the sociological consequences of geolocation in the context of social media, namely, the detection and reduction of youth cannabis consumption [52] and the applications of geolocation to urban planning [53].

Furthermore, studies suggest that there exists a strong correlation between trends on social media and events such as COVID-19 [12,51]. Evidently, any change on social media will have real-world impacts. Thus, it is apparent that a reduction in the amount of misinforming content in a social media user’s home page corresponds with a reduction in the likelihood that they will propagate misinformative statements when having in-person conversations. Successful implementation of the Plebeian Algorithm will limit the spread of misinformation on social media platforms and in the lives of their users.

Public Reaction

Skeptics of the Plebeian Algorithm might be concerned that such a massive alteration of the social media algorithm will incite hesitancy from the public. Whether this hesitance takes the form of negative feedback or boycotting, it is extremely legitimate and must be dealt with. Many will point to the 4chan platform as a negative example of an algorithm that offers user discretion regarding the promotion of content instead of a corporate algorithm.

Marketing

This paper will first argue that the major difference between the two strategies lies within the realm of marketing. Marketing is a critical aspect of any social media company, especially when undergoing massive changes. In fact, some broad-scale social changes require marketing strategies [55]. Companies must ensure that the Plebeian Algorithm is adapted to meet the specific needs and goals of the social media company and its user base. For this reason, the Plebeian Algorithm is simply a suggested implementation, with a footnote that the algorithm must be highly adapted to the unique situation. Every social media company has varying objectives, such as Facebook’s aim to connect friends, Reddit’s goal to create conversations between like-minded individuals, and Parler’s goal of preserving freedom of expression.

An effective marketing strategy for the transition to the Plebeian Algorithm ensures that users are aware that the overall atmosphere of the social media platform will not be altered. Promotion of the current atmosphere must take priority, lest the change face backlash by users. There is a potential, should improper marketing be implemented, that overly moderated individuals may leave the social media platform, leaving those with more extreme (and often misinformed) views to take over the widespread content of the platform. However, adequate marketing that emphasizes the static nature of the culture and social atmosphere of the platform during the transition alleviates this concern.

Feedback of Current Algorithms

Second, this paper will discuss the feedback on the current algorithms as provided by the community. This feedback consists of discussions on social media platforms about each platform’s algorithm. An analysis of preselected opinion pieces was performed [33,34,56-62]. These opinion pieces were sourced from well-known news or magazine sources, discussing the various social media platforms analyzed herein.

Overall, there is substantial desire for social media platforms to be more democratic in their algorithm. It is also widely believed among many social media users that, to improve algorithms, companies should implement a more transparent algorithm. Currently, algorithms vary widely and the functionality of most are not publicly available information. Changes improving transparency tend toward positive user feedback on the platform.

It is also critical to note that, for any implementation of the Plebeian Algorithm, a post must exceed a popularity threshold to be flagged in the Flag Phase. It is essential for the social media platforms to adapt their current algorithm to the determination of this popularity threshold. The goal of most current algorithms is to show users popular content that they may enjoy based on past interests. This can be done through a plethora of metrics, including likes, views, comments, recency of the post (termed “freshness”) [35], and more. For example, the Twitter algorithm tends to prioritize the number of comments, whereas the YouTube algorithm prioritizes freshness.

Implementation

Another concern of a potential implementing platform of the Plebeian Algorithm would be the technological requirements of the implementation, including storage and processing power required to conduct the Plebeian Algorithm on their millions of posts. Furthermore, this application of the Plebeian Algorithm would need to be a continuous process, ensuring that the algorithm continually updates when new comments are added to a post. As has been shown herein, the inclusion of comments increases the level of detail. All the data analyses visualized herein included comments and the text of the original post. As such, the computational power required appears to be great. There are, however, many alterations that can be made to the Plebeian Algorithm to reduce computation costs.

First, the Plebeian Algorithm does not need to be updated with the post of every new comment. It can be performed on intervals, whereby a subsection of posts is checked for new comments at every time interval. These new comments (and only the new comments) are then sent through sentiment analysis. In terms of data storage, it may prove useful for the social media platform to store a single additional byte of data for each post. The bit representation of a specific thread, whereas the YouTube algorithm prioritizes freshness.
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or post within a thread, \( v \) is a Boolean function returning a high value if the comment is new and low if it has been analyzed, \( \text{sgn} \) represents the signum function, \( v_{\text{act}} \) and \( v_{\text{thres}} \) represent the actual and threshold popularity of a thread in number of views, and \( N \) represents the number of posts or comments in the thread. If high, the post or thread can be safely skipped by the algorithm. If low, the post or thread will be analyzed to ensure that no misinformation goes undetected. The remaining seven bits of the data represent the sentiment of the entire thread, represented using \( \beta_N \), where \( N \) is the number of comments in the post, excluding the original post. These bits can be calculated using the following equations:

\[
\begin{align*}
\text{sgn} &= \text{sgn}(\text{threshold}) \\
v_{\text{act}} &= \text{sgn} \times \text{count} \\
v_{\text{thres}} &= \text{sgn} \times \text{count} \\
\beta_N &= v_{\text{act}} - v_{\text{thres}}
\end{align*}
\]

In some circumstances, it may be more computationally convenient to calculate \( \beta_N \) recursively, which may be done using the following:

\[
\beta_N = \beta_{N-1} + (v_{\text{act}} - v_{\text{thres}})
\]

These equations demonstrate that a byte can be associated with each thread to decrease the processing requirements to execute the Plebeian Algorithm on a large scale.

It should also be noted that the Plebeian Algorithm is a machine learning model. It can be built to work in tandem with existing machine learning algorithms, thus decreasing the computing power required. Data storage is minimized using the one-byte storage method previously described. As is the case with all neural networks, the Plebeian Algorithm’s Flag Phase will increase in accuracy over time by manipulating the string data as a validation set. Thus, the neural network will improve in accuracy over time. Due to time and resource limitations, the paper used the VADER; however, to increase Flag Phase precision over time, it is recommended that platforms implement the VADER sentiment analysis tool initially but build on it to adapt to the specific lexicon of the social media platform at the period of time. This accounts for minor differences in various social media algorithms and for lexical changes over time.

It is critical that a public release of the Plebeian Algorithm should be done through a process of AB testing. To efficiently fix any inevitable bugs present in the implementation of the algorithm (including any potential philosophical issues surrounding a specific realization/implementation), AB testing will be vital in the assurance that users consuming media under the new algorithm remain loyal to the brand and minimize any potential negative impacts. It will allow user feedback to be gathered for the small subsection of users presented with the Plebeian Algorithm implementation.

**Limitations**

Although the Plebeian Algorithm is a great replacement for the current attempts by social media platforms to reduce the spread of misinformation, it is limited by several key factors. First, as stated earlier, the algorithm was only confirmed applicable for strictly text-based social media platforms and posts. Thus, the moderation of videos or images are outside of the scope of its use. Second, private sources of media such as chat rooms and servers are not within the scope of the algorithm, and thus, the algorithm is limited to public communication media. Third, the determination of a popularity threshold can be problematic. On Twitter, for example, a significant number of retweets are done passively (ie, they are not done for the express purpose of sharing with others but are done subconsciously by the user). Passive sharing may cause issues in the determination of whether a piece of content meets a popularity threshold. Finally, it is limited in the sense that it cannot determine what is misinformation at an instantaneous time selection, and as such, misinformation cannot be extracted from the algorithm at any time.

**Conclusions**

The implications of this research are significant as to provide social media platforms with a new flagging method that uses sentiment analysis. This will be critical in the detection and prevention of infodemics and using a democratic approach that gives the power to the social media user to ultimately decide what content should be on the platform based on accuracy. The Plebeian Algorithm directly reduces political polarization and extremist ideas, which create a divide among users and improve cooperation on resolving key issues and problems plaguing humanity and restoring the trust between the public and experts.

Additionally, it is predicted that this will result in more reliable social media platforms, leading to an overall reduction of ignorance and misinformed opinions among users. Finally, the model created will lead to users expressing themselves without concern of the political viewpoint of the social media platform. Inherently, this also minimizes the impact of external biases, such as political climate, as those who vote will be completely random and anonymous.

Many areas of research remained unanalyzed. These topics include, but are not limited to:

- Conducting a study on the use of the Plebeian Algorithm on a selection of social media platforms and detecting the amount of misinformation over time after its implementation (ie, a real-world tested example) that would then be compared to current methods used, such as the aforementioned “Point-And-Shoot” Algorithm
- Creating a type of sentiment analysis for graphical content that could examine the emotion within an image to determine if it could be misinformation (eg, Snapchat, Instagram, and TikTok) [63,64]
- Determining the spread of misinformation correlated with the spread of viruses—this could be useful in predetermining locations (and users by extension) who are at higher risk of being exposed to or expounding misinformation
- Exploring the applicability of the Plebeian Algorithm in surveillance contexts, including for criminal investigations, employee onboarding, and health care [65-68]
- Analyzing the spread of misinformation through online vendors such as Amazon or eBay. In particular, recent audits of Amazon (as of 2021) show a dangerous disregard for reliable information, for example, presenting vaccine misinformation books along with well-cited vaccine
information books in generic searches for vaccine information [69-73]

- Applying models of higher sophistication for data analysis and visualization (which requires access to more in-depth data), including term frequency–inverse document measures [74] and Levenshtein distances [75] among others [76]
- Examining the optimal method of implementation and integration for the Plebeian Algorithm with various existing networking systems and infrastructures
- Continuing analysis of data collected to corroborate to prior studies on behavioral impacts of the sentiment of informative posts on social media
- Analyzing the role of corporate social media platforms (ie, Slack) in the dissemination of misinformation, especially in private chat channels
- Examining the misinformation containment models using juries, including the jury system implemented by Wikipedia
- Analyzing the rise of audio-form content, including podcasts, Clubhouse, and Spotify Greenroom audio-chat rooms, for the potential spread of misinformation—many of these media are becoming increasingly influential sources of news and information for many [77]

- Exploring the connection between location-based social media apps (eg, Foursquare) at the spread of geographic misinformation [78]

COVID-19 has had substantial impacts upon modern society. Optimists hoped these impacts would prove to unite a polarized world in the spirit of cooperation and global security. Although this has happened, their hopeful unity to the political schism has not. The Plebeian Algorithm is not a vaccine for an infodemic; however, it is a treatment to help curb and prevent the virus of misinformation from continuing to spread and grow out of control. This has the critical side-effect of putting power back in the hands of the people and removing the potential domination of a single entity (eg, a social media company) who may be swayed by external forces when deciding if content should be removed. All in all, it is recommended that social media executives consider the implementation of a variation of the Plebeian Algorithm, explicitly modified to adapt to the specifics of the platform. This will help curb misinformation both with regard to the COVID-19 infodemic and to prevent future infodemics.
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