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Abstract

Background: Digital registries have been shown to provide an efficient way of gaining a better understanding of the clinical
complexity and long-term progression of diseases. The paperless method of electronic data capture (EDC) during a patient
interview saves both time and resources. In the prospective multicenter project “Digital Dementia Registry Bavaria (digiDEM
Bayern),” interviews are also performed on site in rural areas with unreliable internet connectivity. It must be ensured that EDC
can still be performed in such a context and that there is no need to fall back on paper-based questionnaires. In addition to a
web-based data collection solution, the EDC system REDCap (Research Electronic Data Capture) offers the option to collect
data offline via an app and to synchronize it afterward.

Objective: The aim of this study was to evaluate the usability of the REDCap app as an offline EDC option for a lay user group
and to examine the necessary technology acceptance of using mobile devices for data collection. The feasibility of the app-based
offline data collection in the digiDEM Bayern dementia registry project was then evaluated before going live.

Methods: An exploratory mixed method design was employed in the form of an on-site usability test with the “Thinking Aloud”
method combined with an online questionnaire including the System Usability Scale (SUS). The acceptance of mobile devices
for data collection was surveyed based on five categories of the technology acceptance model.

Results: Using the “Thinking Aloud” method, usability issues were identified and solutions were accordingly derived. Evaluation
of the REDCap app resulted in a SUS score of 74, which represents “good” usability. After evaluating the technology acceptance
questionnaire, it can be concluded that the lay user group is open to mobile devices as interview tools.

Conclusions: The usability evaluation results show that a lay user group generally agree that data collecting partners in the
digiDEM project can handle the REDCap app well. The usability evaluation provided statements about positive aspects and could
also identify usability issues relating to the REDCap app. In addition, the current technology acceptance in the sample showed
that heterogeneous groups of different ages with diverse experiences in handling mobile devices are also ready for the use of
app-based EDC systems. Based on these results, it can be assumed that the offline use of an app-based EDC system on mobile
devices is a viable solution for collecting data in a decentralized registry–based research project.
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Introduction

Patient registries have proven to be valuable tools for public
health surveillance and research studies [1]. In these organized
databases, observational study methods are used to collect
uniform data and to evaluate specified outcomes for a defined
population [2]. As an alternative to paper-based data collection,
electronic data capture (EDC) systems have become established
in registries in recent years [3]. In particular, EDC systems with
web-based data collection tools have been widely accepted as
the state-of-the-art approach in multicenter studies [4,5]. Such
systems offer several advantages, including time and cost
savings [6,7] or higher data quality [8-10] such as through
plausibility checks during data entry. However, to make the
most of these benefits, the EDC system must be designed for
usability and tailored to the user’s preferred method of data
collection [11].

To successfully integrate an EDC system into a registry-based
research project, it is essential to coordinate the system
requirements and usability with future users in advance [12,13].
Therefore, the usability of a system is critical to the success of
interactive applications in health care [11]. Only a system that
users see as fit for purpose has a better chance of being accepted
and used in the long term [14,15]. In the fields of eHealth
[16,17] and mobile health [18-20], user-centered usability
studies are widely used to identify problems in systems.
Although Schmier et al [21] already demonstrated the practical
applications of usability theory for EDC systems in clinical
trials in 2005, usability studies in EDC-based registry research
are still comparatively rare [22].

The project “Digital Dementia Registry Bavaria (digiDEM
Bayern)” [23] aims to establish a multicenter, prospective,
longitudinal dementia registry. The data collection process is
organized with a decentralized approach, including staff from
different types of outpatient counseling and caring institutions
distributed across Bavaria (Germany). Data collection often
takes place in rural areas in the homes of people with dementia,
where internet access is patchy or unavailable. In these cases,
the project will gather electronic data offline using mobile
devices and the app of the EDC system known as REDCap
(Research Electronic Data Capture) [24,25].

Thus, the objectives of this study were to evaluate the usability
of the REDCap app as an option for offline electronic data
collection and to examine whether the target user group has the
necessary technology acceptance for data collection using
mobile devices. This study should help to identify potential
barriers and evaluate the feasibility of the REDCap app in a
registry study with a large number of distributed nonexpert data
collection partners and the need for offline on-site data
collection.

Methods

Setting
To foster dementia research, the registry project digiDEM
Bayern [23] collects data from people with mild cognitive
impairment or mild-to-moderate dementia and their family
caregivers over a period of 3 years throughout all seven
administrative districts of Bavaria. The findings will help to
improve the living conditions of people with dementia and their
caregiving relatives, especially in rural areas of Bavaria.

In the digiDEM project, data collection for the registry is carried
out by approximately 300 so-called “digiDEM partners,” who
are employees (such as nursing assistants and home health aides)
from, for example, community counseling bodies, memory
clinics, daycare facilities, or outpatient care organizations
distributed across Bavaria that counsel or care for people with
dementia and family caregivers. During face-to-face surveys
involving interviews of people with dementia and their
caregivers, the digiDEM partners enter various types of
information [23], including data about diagnosis, cognitive
trajectories, behavioral and psychological symptoms, and the
care situation, into a web-based EDC system (REDCap).
However, owing to the lack of mobility or poor health of people
with dementia [26,27], conducting the survey at the digiDEM
partner’s facility is not always possible. In these cases, the data
must be gathered in the homes of people with dementia. Given
the fact that access to the internet in Germany decreases with
age (64.4% at age 73-78 years, 39.4% at age 79-84 years) and
when people are living in rural areas [28,29], there is no
guarantee that the digiDEM partners can use an existing on-site
internet connection for the web-based EDC system while
undertaking the survey at participants’ homes.

System Description
In digiDEM, we use REDCap as our EDC system [24]. REDCap
is a secure, web-based software platform designed to support
data capture for research studies. In addition to the direct
web-based data collection, REDCap offers the option of
collecting data offline via the REDCap mobile app. The data
can be synchronized to the central registry database subsequently
[30]. REDCap has been adopted by more than 5265 partners in
142 countries since its initial development at Vanderbilt
University [31].

In our usability evaluation, the app was used “out of the box”
as offered by REDCap. The rendering style of the app was
retained at the default setting “New render form.” Other than
the current German language pack “German (DE)” being
activated, no further adjustments were made to the REDCap
app. The app is provided in English by default; however, there
is an option to activate a language file to translate the user
interface. Unfortunately, the German language files do not yet
cover a full user interface translation (for some screenshots, see
Multimedia Appendix 1). Therefore, some system messages
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are still in English, such as the synchronization report or error
messages caused by missing values for mandatory fields. The
questionnaire and project’s own customized warning messages
for plausibility checks can be created in the REDCap designer
function and are displayed in German.

Material
Participants were provided with a tablet (Apple iPad Air 2 with
iOS 13.7) to carry out the predefined tasks. The REDCap app
(version 5.9.6) was preinstalled on the tablet and a dummy
registry project with the test questionnaire for the usability study
was set up. A user account was set up in advance for the
participants. The test questionnaire contains a subset of questions
from the original digiDEM questionnaire [23]. When designing
the questionnaire, care was taken to use all field types that had
also been used in the digiDEM questionnaire (textbox,
drop-down list, radio buttons, multiple-choice checkboxes, date
field). Some questions were linked by means of branching logic
only to appear if the previous question was answered with a
defined value. A plausibility warning message was also included
to monitor the participants’ reactions to such warnings.

Study Design
We performed a mixed methods study in our usability evaluation
with an exploratory sequential design [32]. The qualitatively
driven study (known as “Quant->qual”) started with a “Thinking
Aloud” [33] component, followed by the standardized
quantitative System Usability Scale (SUS) usability
questionnaire. To also examine participants’ attitudes toward
the mobile device–based data collection, a questionnaire based
on the technology acceptance model (TAM) was applied. The
study was performed over 4 weeks in October 2020.

Using a mixed methods approach, we were able to triangulate
several data sources and hence consider the research question
from different perspectives [34]: participants’ thoughts,
demographic data, and structured questionnaires. Combining
data from qualitative and quantitative methods can balance the
strengths and offset possible limitations of the respective method
[17], provide a more comprehensive understanding of evidence
[35], and help researchers investigate the usability as
comprehensively as possible [36,37].

Test Procedure

Design
The test procedure consisted of two sequential independent
parts, as illustrated in Figure 1. In the first part, qualitative data
were collected using the Thinking Aloud method. In the second
part, quantitative data were obtained using an online
questionnaire.

We pretested the test procedure with four scientific project
members to determine its suitability for obtaining rich data to
address the proposed research objectives. Furthermore, technical
and operational problems were addressed so that they could be
excluded during the test.

Before starting the test procedure, the participants were informed
about the app’s purpose and the test procedure. A demonstration
video was produced in advance and shown before the test to
familiarize participants with the Thinking Aloud method. In
addition, a test manual was created, including all questions (for
the participant) and answers (for the simulated patient) for the
tasks in the test survey (Multimedia Appendix 2). To ensure
that participants had sufficient information to perform the tasks,
they received a brief in-person tutorial on using the REDCap
app (Multimedia Appendix 3).

Figure 1. Overview of the systems and methods used during the test procedure. SUS: System Usability Scale; TAM: technology acceptance model;
REDCap: Research Electronic Data Capture.

Qualitative Data Collection
Quantitative usability questionnaires cannot provide precise
information about why a participant has rated usability in a
particular way, and no direct usability problems can be derived
from these responses [37]. Therefore, we used the Thinking
Aloud method as a user-centered design approach to derive
qualitative statements [38]. There is a potential risk of the
participant forgetting to simultaneously express their thoughts
while solving a task [39]. If a researcher actively intervenes and

asks them to explain their thoughts, this can distract the
participant’s attention or modify their thought processes. This
interference can be seen as a kind of experimenter bias, which
can strongly impact the reliability and validity of the qualitative
data [40,41]. Therefore, the research team ensured as little
interference as possible within the Thinking Aloud process [11].
Participants were simply reminded to keep talking if they
stopped verbalizing their thoughts. Other, more intrusive types
of probes to gather even more useful information were not used.
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For the Thinking Aloud test, a digiDEM on-site interview
situation was simulated. The participant had to enter the data
into the app while interviewing people with dementia. The
interviewee was simulated by a research assistant and was the
same person for all participants. In the test survey, the
participant had to complete three predefined tasks in the
REDCap app. The tasks increased in complexity and represented
realistic examples of tasks in the digiDEM data collection
pathway. The first task required offline data collection in the
form of a baseline interview, which included questions such as
“What is your marital status?” or “Is there a medically confirmed
diagnosis of dementia?” (Multimedia Appendix 1). The
participant then had to upload the offline collected data to the
server (synchronization) in the second task. In the final task,
the participant conducted a follow-up interview.

Quantitative Data Collection
After completing the three tasks, the participant had to fill out
an online questionnaire by means of the SoSci Survey tool [42],
which consisted of sociodemographic data, the SUS [43], and
a detailed TAM questionnaire (Multimedia Appendix 4).

The sociodemographic part included three closed questions on
age, gender, and experience with technical devices. The SUS
is a standardized scoring questionnaire that ensures a valid and
reliable measurement for usability [44,45]. It provides usable
results even with a smaller sample [46]. The German version
of the SUS questionnaire was used in this study [47].

To rule out the possibility that a dismissive attitude toward
mobile devices for data collection leads to poor usability, we
evaluated technology acceptance based on the TAM. According
to Davis [48], two factors are crucial for determining technology
acceptance: perceived usefulness and perceived ease of use.
Although the TAM is a well-established instrument for
determining technology acceptance in health care [49],
according to Holden and Karsh [50] and Ammenwerth [51], the
model could benefit from modifications by taking into account
external influencing variables in the health care environment.
To account for this possibility, we included three further
categories. The category “anxiety” was added [52] since some
users experience anxiety when they are asked to use a new
system [53]. The second category added was “social influence”
[54]; this was added because digiDEM partners often work
together in teams at their institution, and therefore the social
environment could have an impact on acceptance [55,56]. Third,
since the successful use of technology depends heavily on
adequate organizational and technical infrastructure and support,
the category “facilitating conditions” was also included [57].
Therefore, our TAM questionnaire contained five categories
(perceived usefulness, perceived ease of use, anxiety, social
influence, and facilitating conditions), each evaluated on a
5-point Likert scale. Each category was investigated by way of
multiple items (Multimedia Appendix 4).

Participants and Recruitment
We took care that the sociodemographic characteristics of the
sample were as broadly distributed as possible to guarantee
validity and trustworthiness of the qualitative data [58,59]. In
particular, all age groups needed to be included in the sample,

as age can significantly affect the usability rating [60,61]. For
the sample selection, the digiDEM partners were first divided
into subgroups based on the type of facility in which they
worked: community counseling bodies, support groups,
flat-sharing communities, daycare facilities, outpatient care
organizations, geriatric rehabilitation facilities, and research
institutes. From each subgroup, 1-2 participants were recruited
randomly using balanced randomization.

We estimated requiring a minimum sample size of 12
participants based on our test procedure for a proper usability
evaluation. Because the Thinking Aloud method provides a rich
source of qualitative data [11], even a small sample
(approximately 8 participants) is sufficient to understand the
task behavior [62] and to identify the main usability problems
[63]. For quantitative data, Tullis and Stetson [46] observed
that even with 12 participants, the SUS questionnaire produced
the same results as a larger sample in at least 90% of the cases
studied.

Inclusion and Exclusion Criteria
Participants in the study were selected from digiDEM partners
who will eventually carry out the data collection as part of the
digiDEM project. There were no limitations based on age,
profession, or experience with information technology. Because
digiDEM partners who have already gained experience with
the REDCap app or another EDC system had to be excluded,
we did not include memory clinic facilities that had participated
in an earlier study.

Data Analysis

Qualitative Data Analysis
The qualitative evaluation of the Thinking Aloud results was
based on content analysis. Therefore, the participants were
filmed while performing the tasks and a screen capture video
of the tablet was recorded. All recordings of the Thinking Aloud
test were transcribed verbatim and analyzed according to the
structured content analysis method developed by Mayring [64].
The software MAXQDA (Version 2020 Plus) was used to
transcribe the recordings and analyze data.

To ensure the trustworthiness of the qualitative data, we
followed the checklist drawn up by Elo et al [65]. Accordingly,
we started with a preliminary content analysis after the first
participants had completed the test procedure. Two researchers
(MR, MH) independently coded four interviews. To increase
reliability, coders differed in age, gender, and professional
background [64,66]. The participants’ statements were divided
into the following main categories: “positive aspects,”
“suggestions for improvement,” and “problems.” In line with
the Zapf taxonomy of errors, the category “problems” was
subdivided into either “functionality problems” or “usability
problems” [67]. Functionality problems refer to the mismatch
between the task being carried out and the app (eg, an error
occurring while data are being uploaded), whereas usability
problems refer to the mismatch between the user and app (eg,
the app does not fit the user’s expectation because the logout
button is only found on the landing page) [68,69].
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Subcategories for the main categories were defined during the
analysis. This category system served as the basis for coding
the remaining transcripts. Given the descriptive nature of the
data, additional subcategories emerged during coding. This
process continued until saturation of the category system was
achieved [58]. In a second run, a complete back check of the
designed structure was performed. Finally, to increase
trustworthiness, the entire research team reviewed the analysis
process and categorizations in terms of researcher triangulation
[70]. Differences in the coding were discussed and resolved by
mutual agreement [71].

Because issues in the category “usability problems” mainly
influence software usability, these statements were weighted
by two independent researchers (MR, MH) according to the
severity rating formulated by Nielsen [62,63]. The severity
rating scale ranges from 0 to 4, where 0 means “I don’t agree
that this is a usability problem at all” and 4 means “Usability
catastrophe: imperative to fix this before product can be
released” [62]. Major issues should be given higher priority
because they can impact data quality, satisfaction, and
functionality [22]. As Nielsen did not specify a method for
calculating an overall severity score, we calculated an issue’s
severity score by multiplying the severity rating by the number
of mentions.

Quantitative Data Analysis
The SUS was evaluated using Brooke’s evaluation scheme [43].
Therefore, the weighting of the answers (1=strongly disagree
to 5=strongly agree) was recoded. For positively worded
questions, the most negative answer option (strongly disagree)
was weighted with a 0 and the most positive answer (strongly
agree) was weighted with a 4. For negatively worded questions,
the coding was the exact reverse. All values per subject were
summed and multiplied by 2.5. Thus, a value ranging from 0
(worst imaginable usability) to 100 (best imaginable usability)
was achieved, ensuring the values’ comparability [43]. The

boxplot form was chosen to present the data distribution based
on the results of the TAM questionnaire in a standardized
manner. All statistical calculations were performed with SPSS
(Version 26.0) software.

Ethical Statement
Before this study, approval was obtained from the institutional
review board, the Committee on Research Ethics of the
Friedrich-Alexander-University Erlangen-Nürnberg (Germany),
following all applicable regulations (346_20 Bc). Informed
consent was obtained in writing from all participants beforehand.
Participation in the study was voluntary and no incentives were
offered for participating.

Results

Participant Characteristics
In total, 12 participants took part in our usability study (6 men
and 6 women). The participants were distributed over different
types of institutions: community counseling (2), support groups
(1), flat-sharing communities (1), daycare facilities (2),
outpatient care organizations (2), geriatric rehabilitation facilities
(2), and research institutes (2). The age of the participants
covered all five age groups: 18-24 years, 25-34 years, 35-44
years, 45-49 years, and >60 years (Table 1).

When asked about experience with mobile devices (personal or
professional), 10 out of 12 participants mentioned experience
with a smartphone, half of the sample had experience using
tablets, and one participant had no experience with any of the
listed devices (Table 1).

None of the participants had any experience in EDC systems
or registry-based research studies. These were medical assistants,
nursing assistants, home health aides, and volunteer assistants,
with caring for or counseling people with dementia and family
caregivers as their primary role.

Table 1. Characteristics of the participants: age group, gender, and device experience.

Total (N=12), nMen (n=6), nWomen (n=6), nCharacteristics

Age group (years)

10118-24

42225-34

11035-44

53245-59

101>60

Device experience (private or professional)

1046Smartphone

642Tablet

844Desktop-PC

936Laptop

110None
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Thinking Aloud Test

Overview
The time it took participants to complete the three tasks in the
REDCap app varied from 19 to 27 minutes. The coding of the
Thinking Aloud method transcripts resulted in a total of 160
statements coded, including 44 positive aspects, 57 suggestions
for improvement, 50 usability problems, and 9 functionality
problems (all statements were counted individually). The coded
transcript can be found in Multimedia Appendix 5.

Positive Aspects
A total of 44 positive statements could be identified. As shown
in Table 2, these were categorized into six subcategories
(grouped by participants).

Seven out of 12 participants were optimistic about the app’s
learnability and navigation: “Once you’ve done it a couple of
times, you’re good with it” or “At the beginning, I was a bit
confused...but now I understand it better already.” One research
partner described the first steps from logging in to collecting
data as “so even for me so far, foolproof.” Another positive
aspect was the app’s feedback function for the project’s own
built-in plausibility checks and warning messages: “Yes, that
is also very helpful in any case, that you get the error message
right away.” Feedback from the system such as receiving green
symbols after successful saving of the questionnaires gave the
participants a sense of security: “Yes and now it’s green. So, I
assume that everything is saved.” In addition, some participants
described the app as “clearly designed” and “well structured.”

Table 2. Distribution of the subcategories for “positive aspects.”

Participants, nSubcategory (positive aspects)

7Learnability

7Navigation

6Feedback

5Instructions

4Design

3Structure

Functionality Problems
Two functionality problems were identified that were seen as
most important. The first occurred while synchronizing the data
collected offline. Two participants were unable to transfer the
data. One participant commented: “‘Stop sending modified
records to server’ [warning message in REDCap]—okay, let’s
see what’s wrong. This should not happen, right?” Because the
detailed description of the problem was in English, the
participants could not solve it themselves. The problem arose
because no data synchronization had occurred before the data
collection. Therefore, the project in the app must be
synchronized before the offline survey is carried out to prevent
an interruption. The second problem became evident in the third
task. The participant was supposed to conduct a follow-up
interview in the record of the baseline interview (task 1).
However, the participant created a new record and collected the

follow-up interview data for a new study participant. The
REDCap app should not offer this option as it requires further
action to link the data to the existing data set from the baseline
interview.

Usability Problems
Special attention was paid to the category “usability problems,”
mainly influencing the app’s usability. A total of 50 statements
were categorized into 6 subcategories. Table 3 shows the
usability problems, sorted by the severity score, which resulted
from multiplying the severity rating by the number of mentions.

The REDCap app offers the option of translating the app’s
interface using a language file. Nevertheless, not all terms have
yet been translated into German. Some error and warning
messages from the system are still in English, such as the
message that appears when a user leaves a questionnaire without
first saving it (Figure 2).

Table 3. Categories of usability problems and the derived importance discovered in the test.

Severity scoreNumber of mentionsSeverity ratingUsability problem

1863Language

1243Feedback

1262Perceived offer character

842Inconsistent interaction design

771Navigation

551Knowledge error
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Figure 2. Screenshot of the REDCap app with a mix of German and English.

One participant was critical of the increased time required to
interpret the English language: “I must ensure that I manage
my time well and therefore I can’t constantly think about what
that means.” The mixing of German and English bothered two
users and resulted in some confusion: “It’s still a bit confusing.
A few times it’s in German, then again in English. You have to
switch quickly in your mind.” It is noticeable that the language
barrier was complained about by participants from the two
youngest age groups, who also achieved a lower SUS score.

The lack of information given to users about what is happening
in the app (“feedback”) led to confusion during the survey and
delayed task processing: “So here I’m not sure how to proceed.”
This also led to uncertainty such as with regard to whether or
not the synchronization task was successful: “For me, it’s
unfortunately not apparent whether the data has been uploaded
or not.” It is noteworthy that this usability problem only affected
the participants who had no experience using tablets.

Participants were sometimes unaware of a function behind an
interactive element such as a button (“perceived offer
character”). For example, after logging into the app, the user
must actively select a project to collect data, even if the user
had been authorized only for one project. One participant
described this situation as follows: “Next I go to ‘My Projects’
[4 second pause] Okay, the button’s missing, or I’m really
having a blackout.” Especially in the older age group (45-59
years), buttons not being recognized as functions was a recurring
problem.

In some situations, the participants expected a different function
based on the design (“inconsistent interaction design”). The
field type “date” was especially challenging for four participants.
As shown in Figure 3, the “date” field offers both a calendar
icon and a textbox. However, the date could only be selected
by clicking on the calendar icon. Four participants needed
several attempts to select the correct date because the date field
behaved differently from previous input fields.

Figure 3. Screenshot (in English and German) of a question with the field type "date".
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Although many participants appreciated the navigation in the
app, they felt some navigation procedures to be too complicated
(“navigation”). In particular, the pathway to logging out of the
app was felt to be too cumbersome to find: “So how do I get
out of here now?” Some usability problems were also caused
by knowledge gaps (“knowledge error”): “How do I see what
survey date I’ve chosen?”

Suggestions for Improvement
Some participants immediately provided suggestions for
improvement after pointing out a problem. A total of 57
suggestions for improvement were identified, which were
categorized into 5 subcategories (grouped by participants). Eight
out of 12 participants suggested more explicit feedback,
especially when synchronizing data during the second task:
“Just a confirmation, for example, a pop-up message ‘Date
successfully transferred,’ that I know I can go back.” Seven
participants requested a “notes” field to collect additional data:
“I would find it helpful to have the option to make notes
quickly.” REDCap offers the function “field notes,” but it was
not intuitive for the participants to find. Furthermore, 4 of the
8 participants would have found it more intuitive if they could
have gone directly to the next question using the enter key: “For
me, it would be helpful that it then jumps to the next question.”
In addition, 5 out of 12 participants suggested an easier way to
log out: “Simple ‘logout’ would have been clearer.” Four

participants proposed a more flexible option for language
selection, either to switch entirely to German or to have more
language options for colleagues whose native language is neither
German nor English: “I also have colleagues who speak German
but come from another country. So maybe another translation
is necessary.” Moreover, 3 out of the 12 participants suggested
more color tones and graphic highlighting in the design. Another
participant would have preferred an indication of the progress
of data collection: “for example, ‘You have completed 18 of 20
survey forms’.”

Identified Implications and Recommendations
Based on the usability problems found and suggestions for
improvement, we identified implications and recommendations
(Table 4). While analyzing the video and screen recordings, we
observed that many of the usability problems led to uncertainty
among participants, also resulting in delays in the survey
process. In addition, this may cause data to be partially collected,
or in the worst case, an interview could be cut short.

There are short-term solutions that the project team can provide,
such as targeted user training for the identified issues or
providing a test environment for users to familiarize themselves
with the system. There is also long-term optimization potential
that should be addressed by REDCap’s developers, such as
including a user expertise-based help option within the app.

Table 4. Identified problems of the usability test, and short- or long-term solutions.

Long-term optimization (by the developers)Short-term solution (by the project)Problem

Usability problems

Simplified language selection; complete translation, in-
cluding system messages and synchronization report

User training; provide a document with translations and
explanations; check and adjust existing REDCap language
file

Language

User expertise-based helpUser training; provide a test systemFeedback

Optimization of user interfaceUser training; provide a test systemPerceived offer character

Enable input by typing or hide input field; provide key-
board type based on the field type (eg, numeric key-
board)

User training; provide a test systemInconsistent interaction
design

Simplification of navigation (eg, log out)User training; create a short paper-based how-to guideNavigation

User expertise-based helpUser training; provide filling out instructions directly in
the questionnaire

Knowledge error

Functionality problems

Sending notifications on the device in case of nonsyn-
chronized records

User training; include a note at the end of the questionnaire
to regularly synchronize the records

Data synchronization

Optimized visit overviewUser training; create a short paper-based how-to guide for
follow-up interviews

Follow-up interview

SUS Questionnaire
The overall SUS score of the REDCap app was 74. According
to the Bangor classification, this represents “good usability”
[44]. The SUS scores for each participant are shown in Table
5. The rows represent the recoded data of individual SUS
questions and the columns refer to the individual participants.
The highest value was 90 and the lowest value was 55.
Participants from the oldest and the second-youngest age groups
rated the app with “excellent” usability (SUS=90). Participants

with experience using a tablet achieved an average SUS score
of 75.8, compared to 72.9 for participants who did not have
tablet experience.

The majority of participants indicated that they would use the
REDCap app frequently (8 of 12 participants). Furthermore, 8
participants found the app easy to use. Ten out of 12 participants
could imagine that most people can quickly learn to use
REDCap. Concerning the need for technical assistance in using
the app, the results indicated good usability, as 10 of the 12
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respondents disagreed or strongly disagreed that help was
needed. Nevertheless, half of the participants felt the system
was unnecessarily complex and 5 participants disagreed with

the statement about feeling confident using the app. None of
the negatively worded questions received a “strongly agree”
rating.

Table 5. Detailed System Usability Scale (SUS) scores for each participant (N=12).

SUS
score

TotalMean
(SD)

Participant number (age group, years)SUS item

P12
(45-
59)

P11
(>60)

P10
(45-
59)

P9
(25-
34)

P8
(35-
44)

P7
(25-
34)

P6
(25-
34)

P5
(45-
59)

P4
(45-
59)

P3
(45-
59)

P2
(18-
24)

P1
(25-
34)

87.535.02.91
(0.79)

443324332322I think that I would like
to use this system fre-
quently

82.533.02.75
(1.13)

341444321232I found the system un-
necessarily complex

82.533.02.75
(0.86)

333323412423I thought the system
was easy to use

90.036.03.00
(1.04)

341334413433I think that I would
need the support of a
technical person to be
able to use this system

92.537.03.08
(0.79)

433423342423I found the various
functions in this system
were well integrated

85.034.02.83
(0.75)

331433324242I thought there was too
much inconsistency in
this system

97.539.03.25
(0.75)

434223434433I would imagine that
most people would
learn to use this system
very quickly

10040.03.33
(0.77)

444433423432I found the system very
cumbersome to use

80.032.02.66
(1.07)

344323421312I felt very confident us-
ing the system

95.038.03.16
(0.83)

444333424232I needed to learn a lot
of things before I could
get going with this sys-
tem

N/AN/AN/Aa353628332633362226322624Total

N/AN/AN/A87.5907082.56582.5905565806560SUS score

aN/A: not applicable.

Technology Acceptance Questionnaire
An extended TAM was used to evaluate how the participants
accept mobile devices for data collection. From a maximum
75-point scale (15 questions multiplied by the highest response
value of 5), the participants scored an average of 60.5 points
(SD 7.3). The number of items collected in the questionnaire
was reduced to the following underlying factors that determine
the items’ average scale value: perceived ease of use, perceived
usefulness, social influence, facilitating conditions, and anxiety.
The boxplot in Figure 4 shows the distribution of the technology
acceptance categories. The perceived usefulness of mobile

devices was rated as very high by participants (mean 4.58),
indicating that they consider mobile devices to be helpful in
their work, as these enable faster processing of tasks and make
work easier. The category anxiety met with the lowest approval
(mean 2.94), which indicates that the participants have little
concern about using mobile devices and are not afraid to use
them for their work. The largest heterogeneity in responses (SD
0.82) was found in the category social influence, which implies
that the participants tend to receive different recommendations
on the use of mobile devices from their work colleagues and
that some supervisors support the use of mobile devices while
others do not.
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Figure 4. Distribution of the Technology Acceptance Model categories.

Discussion

Principal Results
The success of a registry depends on the quality of the data
collected. Most registry studies use pilot testing to evaluate the
correct implementation of the questionnaires used in the EDC
system. A usability evaluation of whether users can cope with
the EDC system in the intended environment is often ignored.
This is even more important because usability problems can
affect whether an app is ultimately adopted or abandoned
[11,72].

Most of the digiDEM partners had not yet had any experience
in registry research. They are therefore considered to be “lay
users,” as they are neither familiar with registry research studies
nor using an app on a mobile device for data collection.
Conventional EDC systems are intended to be used by
professional registry research staff at a clinic site [22]. In
addition, there are numerous differences between web-based
and app-based data collection that can affect usability, such as
smaller displays with adjusted interfaces and different input
devices on mobile devices or different workflows due to data
synchronization. In longitudinal studies such as digiDEM
Bayern, it is essential to adhere as closely as possible to the
specified survey dates to guarantee the study’s timeliness and
validity [21]. To avoid waiting until a patient returns to a
particular facility or environment, offline on-site data collection

via a mobile app provides a valuable tool for more effective
decentralized registry studies.

Our usability evaluation helped us to identify issues that could
affect the usability of offline data collection with the REDCap
app (Table 4). With the help of the participants’ thought
processes during the Thinking Aloud test, it was possible to
gain a more nuanced understanding of participants’ behaviors,
intentions, and expectations. Therefore, we were able to uncover
usability issues even after participants had successfully
completed a task. Participants also made suggestions for
improvement to increase efficiency and data quality. The three
most significant usability issues were the language barrier, lack
of feedback, and unperceived nature of the procedures the app
offered. Although these are not critical problems, they do limit
usability.

The language by which a system communicates with a user can
have a major influence on usability [22,73]. For the efficient
use of an EDC system, inexperienced users should especially
be able to use their native language. The language could affect
the acceptance of a system, as shown in other studies [74,75].
Participants’ statements in our study confirmed this. In contrast
to English system messages, messages in German (eg, those
arising from self-designed plausibility checks) were perceived
as positive by the participants. Bearing this in mind, a complete
translation of the app should lead to an increased SUS score (ie,
a higher rating of the usability of the REDCap app).
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In their study about the impact of usability on software design,
Juristo et al [73] found further usability issues that were also
addressed by our participants, such as “feedback.” Insufficient
feedback from the REDCap app, identified as a usability issue
by some participants, made participants feel insecure.

All field types used in the questionnaire should be tested,
especially when using nontext-based items such as date selection
fields or visual scales [76]. To ensure that users are able to
complete the study questionnaire, these nontext-based items
must be as usable on the tablet as regular text-based items.

The data synchronization process was identified as a major
functionality usability problem. Uploading the data collected
offline was also noted as problematic in a study of
implementation strategies for the REDCap app by McIntosh et
al [77]. The developers of REDCap acknowledge [30]: “Sending
data is, at present, a complicated process.” Since the app does
not automatically upload the collected records as soon as an
internet connection is available, the user must actively start the
process. This can lead to unsynced data and data loss in the
worst case. Therefore, the process and its importance must be
explicitly explained and trained.

Among the positive aspects of the qualitative usability
evaluation, learnability was particularly highlighted. The
participants who were not experienced in handling mobile
devices became more familiar with the app and the tablet from
task to task. The results of the quantitative SUS questionnaire
confirmed the positive statements. For example, learnability
was also one of the highest-rated items in the SUS. Given the
widespread use of the SUS, a comparison with existing SUS
study results is possible [78]. With a SUS score of 74, the
REDCap app’s usability is above the average SUS score of 68,
which was calculated from the results of around 500 studies
[44].

Good usability cannot always predict the likelihood of future
use, as other factors may also play a role. For example, anxiety
can lead to a system being perceived as not easy to use, even if
it has been designed to be user-friendly [54]. It is essential to
ensure that future users accept an app on a mobile device for
data collection before introducing such technology. In addition
to the costs involved, less user acceptance of the technology
can lead to less frequent use [79] and lower performance [80].
For these reasons, eliciting feedback from data collectors is
essential to avoid jeopardizing success in a registry project.
Considering that many studies have problems reaching their
target number of participants [81,82], a lack of technology
acceptance or usability issues should not additionally lead to
lower numbers of participants. The results of our TAM
questionnaire support the findings of the Thinking Aloud test
and the SUS questionnaire that the REDCap app and tablets
will be accepted and used by the user group examined here. The
two categories “perceived usefulness” and “perceived ease of
use” were rated highly. “Anxiety” can also be ruled out as an
obstacle to using the technology. Only in the area of “social
influence” would broader support be desirable. Here, the lack
of digitization at some institutions is a likely variable [83,84].

By evaluating the usability and acceptance of app-based offline
data collection at an early stage in our project, we were able to

identify usability problems that need to be considered when
introducing such a data collection method. As Qiu and Yu [85]
have shown, the results of the Thinking Aloud test can be used
not only to evaluate usability but also to determine the training
needs of novice system users. We were able to confirm this with
our findings (see Table 4). Based on the identified issues,
individual training measures focusing on certain issues could
be generated. Furthermore, setting up a test environment should
help reduce participants’ feelings of insecurity before an initial
survey.

Comparison With Prior Work
The advantages of a system with good usability, such as
enhanced efficiency and user acceptance, less training effort,
or higher data quality, are indisputable [11,86]. However,
usability evaluations are rarely used for EDC systems in clinical
and registry research. Welker [87] identified numerous barriers
and solutions during the implementation of EDC systems
without explicitly addressing the usability issue. McIntosh et
al [77] described an implementation strategy of mobile
technologies for data collection using the REDCap app in survey
research projects. The primary focus of their study was the
technical feasibility of the offline data collection process rather
than its usability. There are also guidance documents in place
[88] or under development [89] that address the requirements
and issues of EDC in clinical trials. However, usability is not,
or only briefly, mentioned in these guidelines.

Only a few studies such as those by Ndlovu et al [90] and Dunn
et al [91] have compared the usability of the EDC system
REDCap to other data collection methods such as paper-based
or Microsoft Excel/Access. Due to the limitation of using only
a quantitative questionnaire, they could not identify specific
usability issues in their studies. To our knowledge, there are no
other studies that feature a usability evaluation of the REDCap
mobile data collection using a qualitative-driven mixed methods
approach. This also allowed us to identify specific usability
problems.

Walden et al [22] recently took a different approach, suggesting
that it is useful to perform a usability study while EDC tools
are still being developed to improve the usability of such
systems from the start. Nevertheless, the results of our work
suggest that registry studies with already developed EDC
systems can benefit from usability evaluations with respect to
the individual registry requirements and the particular health
care setting.

Limitations
Three limitations of the study should be acknowledged. First,
the sample size (N=12) could be seen as too small for
meaningful assessments to be extrapolated. Even though larger
samples are usually recommended for quantitative studies, Tullis
and Stetson [46] and Nielsen and Landauer [92] have shown
that the SUS questionnaire and usability tests can deliver
meaningful results even with 12 participants. Furthermore,
Nielsen [93] and Faulkner [94] confirmed that a small sample
of test subjects is sufficient to apply the Thinking Aloud method
as part of a usability test. Compared to other studies, similarly
large sample sizes could provide valid results [95]. The sample
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size also depends on how many different platforms are evaluated
[61]. Therefore, it can be assumed that 12 participants was a
suitable sample size for this study.

Second, participation in the study was voluntary. In this case,
only participants who had experience with mobile devices or
technically interested participants can be presumed to have
participated in the study. As shown by the participants’
characteristics (Table 1), only half the sample had experience
using tablets. This ratio corresponds to the German average
[96]. One participant had no mobile device experience at all.
However, it cannot be ruled out that usability could be rated
more highly in a sample of participants who are familiar with
mobile devices.

Third, the usability testing was laboratory-based. We replicated
a real scenario [97] for all participants by simulating the context
and the interviewing of people with dementia. Simulating an
interview partner is essential for systems that use branching
logic, where the order of the questions is determined by the
interview partner’s answer [98]. Nevertheless, it cannot be
excluded that the app’s usability during actual interviews of
people with dementia might differ from our results [21].

Conclusions
Offline registry data collection can be made more efficient
through EDC systems, but attention must be paid to the usability

of these systems. Despite the widespread use of usability tests
in the health care and app environment, usability evaluations
in the field of electronic data collection in registry-based
research have so far remained scarce. Our study shows that it
is profitable to conduct a usability evaluation of the EDC system
considering future users and the project environment. Using a
mixed method approach, we identified positive and negative
aspects regarding the usability of an EDC app for offline data
collection. By addressing these aspects, the registry project
digiDEM Bayern can avoid pitfalls and realize the benefits of
EDC systems, even in areas where using web-based EDC
systems is not viable due to unreliable internet connectivity.
The out-of-the-box use of the REDCap app resulted in a good
usability rating, which can be further improved by addressing
the identified issues by means of user training of digiDEM
partners and improvements on the part of REDCap’s developers.
The technology acceptance in the sample showed that
heterogeneous groups of different ages with varying experiences
in handling mobile devices are open to the use of app-based
EDC systems. Based on these results, it can be assumed that
the offline use of an app-based EDC system on mobile devices
is a viable solution for collecting data in a registry-based
research project.

Acknowledgments
This study was performed in (partial) fulfillment of the requirements for obtaining the degree “Dr. rer. biol. hum.” from the
Friedrich-Alexander-Universität Erlangen-Nürnberg (FAU) (MR). The project digiDEM Bayern is funded by the Bavarian State
Ministry of Health and Care as part of the funding initiative “BAYERN DIGITAL II” (funding code G42d-G8300-2017/1606-83).

Authors' Contributions
MR and MH planned, designed, and performed the usability evaluation. MR assisted during the design and evaluation phases.
MR advised in the preparation phase of the study and assisted in collecting the evaluation data. MR coordinated input from the
coauthors. MR participated in writing the paper. EG, PR, HP, and MR revised the first draft and provided valuable input and
comments.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Test survey in the REDCap mobile app.
[PDF File (Adobe PDF File), 2592 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Test manual with tasks and answers for the test survey.
[PDF File (Adobe PDF File), 690 KB-Multimedia Appendix 2]

Multimedia Appendix 3
Introductory training to the REDCap mobile app.
[PDF File (Adobe PDF File), 1413 KB-Multimedia Appendix 3]

Multimedia Appendix 4
Online questionnaire with sociodemographic data, System Usability Scale, and technology acceptance model.

JMIR Form Res 2021 | vol. 5 | iss. 11 | e31649 | p. 12https://formative.jmir.org/2021/11/e31649
(page number not for citation purposes)

Reichold et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=formative_v5i11e31649_app1.pdf&filename=d65c1de6bcaec6bb7d31a34f51c1e53c.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app1.pdf&filename=d65c1de6bcaec6bb7d31a34f51c1e53c.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app2.pdf&filename=86553eae2ba7f787518da7d7220ce3b0.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app2.pdf&filename=86553eae2ba7f787518da7d7220ce3b0.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app3.pdf&filename=bb81f5d7047b0b967d844d1bea7e2be3.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app3.pdf&filename=bb81f5d7047b0b967d844d1bea7e2be3.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


[PDF File (Adobe PDF File), 328 KB-Multimedia Appendix 4]

Multimedia Appendix 5
Thinking Aloud results (encoded segments).
[PDF File (Adobe PDF File), 613 KB-Multimedia Appendix 5]

References

1. Richesson R, Vehik K. Patient registries: utility, validity and inference. Adv Exp Med Biol 2010;686:87-104. [doi:
10.1007/978-90-481-9485-8_6] [Medline: 20824441]

2. Gliklich RE, Dreyer NA, Leavy MB, Christian JB. 21st Century Patient Registries. EBook addendum to Registries for
Evaluating Patient Outcomes: A User’s Guide, 3rd Edition. In: AHRQ Publication No. 17(18)-EHC013-EF. Rockville,
MD: Agency for Healthcare Research and Quality; 2018.

3. Zozus M, Sanns B, Eisenstein E. Beyond EDC. J Soc Clin Data Manag 2021;1(1):1-22. [doi: 10.47912/jscdm.33]
4. Lallas CD, Preminger GM, Pearle MS, Leveillee RJ, Lingeman JE, Schwope JP, et al. Internet based multi-institutional

clinical research: a convenient and secure option. J Urol 2004 May;171(5):1880-1885. [doi:
10.1097/01.ju.0000120221.39184.3c] [Medline: 15076298]

5. Paul J, Seib R, Prescott T. The internet and clinical trials: background, online resources, examples and issues. J Med Internet
Res 2005 Mar 16;7(1):e5 [FREE Full text] [doi: 10.2196/jmir.7.1.e5] [Medline: 15829477]

6. Neuer A, Warnock N, Slezinger E. The upfront cost hurdle of EDC. Appl Clin Trial 2010;19(4):58-54.
7. Staziaki PV, Kim P, Vadvala HV, Ghoshhajra BB. Medical registry data collection efficiency: a crossover study comparing

web-based electronic data capture and a standard spreadsheet. J Med Internet Res 2016 Jun 08;18(6):e141 [FREE Full text]
[doi: 10.2196/jmir.5576] [Medline: 27277523]

8. Walther B, Hossin S, Townend J, Abernethy N, Parker D, Jeffries D. Comparison of electronic data capture (EDC) with
the standard data capture method for clinical trial data. PLoS One 2011;6(9):e25348 [FREE Full text] [doi:
10.1371/journal.pone.0025348] [Medline: 21966505]

9. Malik I, Burnett S, Webster-Smith M, Morden J, Ereira S, Gillman A, et al. Benefits and challenges of electronic data
capture (EDC) systems versus paper case report forms. Trials 2015 Nov 16;16(S2):37. [doi: 10.1186/1745-6215-16-s2-p37]

10. Fleischmann R, Decker A, Kraft A, Mai K, Schmidt S. Mobile electronic versus paper case report forms in clinical trials:
a randomized controlled trial. BMC Med Res Methodol 2017 Dec 01;17(1):153 [FREE Full text] [doi:
10.1186/s12874-017-0429-y] [Medline: 29191176]

11. Jaspers MWM. A comparison of usability methods for testing interactive health technologies: methodological aspects and
empirical evidence. Int J Med Inform 2009 May;78(5):340-353. [doi: 10.1016/j.ijmedinf.2008.10.002] [Medline: 19046928]

12. Hoerbst A, Schweitzer M. A systematic investigation on barriers and critical success factors for clinical information systems
in integrated care settings. Yearb Med Inform 2015 Aug 13;10(1):79-89 [FREE Full text] [doi: 10.15265/IY-2015-018]
[Medline: 26293853]

13. Meadows BJ. Eliciting remote data entry system requirements for the collection of cancer clinical trial data. Comput Inform
Nurs 2003;21(5):234-240. [doi: 10.1097/00024665-200309000-00010] [Medline: 14504599]

14. Szajna B. Empirical evaluation of the revised technology acceptance model. Manag Sci 1996 Jan;42(1):85-92. [doi:
10.1287/mnsc.42.1.85]

15. Johnson CM, Johnston D, Crowley PK, Culbertson H, Rippen HE, Damico DJ, et al. EHR Usability Toolkit: A Background
Report on Usability and Electronic Health Records (Prepared by Westat under Contract No. HHSA 290-2009-00023I). In:
AHRQ Publication No. 11-0084-EF. Rockville, MD: Agency for Healthcare Research and Quality; 2011.

16. Wronikowska MW, Malycha J, Morgan LJ, Westgate V, Petrinic T, Young JD, et al. Systematic review of applied usability
metrics within usability evaluation methods for hospital electronic healthcare record systems: Metrics and Evaluation
Methods for eHealth Systems. J Eval Clin Pract 2021 May 13:online ahead of print. [doi: 10.1111/jep.13582] [Medline:
33982356]

17. Broekhuis M, van Velsen L, Hermens H. Assessing usability of eHealth technology: A comparison of usability benchmarking
instruments. Int J Med Inform 2019 Aug;128:24-31. [doi: 10.1016/j.ijmedinf.2019.05.001] [Medline: 31160008]

18. Al-Saadi TA, Aljarrah TM, Alhashemi AM, Hussain A. A systematic review of usability challenges and testing in mobile
health. Int J Account Financ Report 2015 Jul 12;5(2):1. [doi: 10.5296/ijafr.v5i2.8004]

19. Inal Y, Wake JD, Guribye F, Nordgreen T. Usability evaluations of mobile mental health technologies: systematic review.
J Med Internet Res 2020 Jan 06;22(1):e15337 [FREE Full text] [doi: 10.2196/15337] [Medline: 31904579]

20. Patel B, Thind A. Usability of mobile health apps for postoperative care: systematic review. JMIR Perioper Med 2020 Jul
20;3(2):e19099 [FREE Full text] [doi: 10.2196/19099] [Medline: 33393925]

21. Schmier JK, Kane DW, Halpern MT. Practical applications of usability theory to electronic data collection for clinical
trials. Contemp Clin Trials 2005 Jun;26(3):376-385. [doi: 10.1016/j.cct.2005.01.012] [Medline: 15911471]

22. Walden A, Garvin L, Smerek M, Johnson C. User-centered design principles in the development of clinical research tools.
Clin Trials 2020 Dec;17(6):703-711. [doi: 10.1177/1740774520946314] [Medline: 32815381]

JMIR Form Res 2021 | vol. 5 | iss. 11 | e31649 | p. 13https://formative.jmir.org/2021/11/e31649
(page number not for citation purposes)

Reichold et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=formative_v5i11e31649_app4.pdf&filename=fdaeaad0f04f545a763e92e156b15e72.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app4.pdf&filename=fdaeaad0f04f545a763e92e156b15e72.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app5.pdf&filename=e0cb2c03154e4d800e6201f8f8b0d96e.pdf
https://jmir.org/api/download?alt_name=formative_v5i11e31649_app5.pdf&filename=e0cb2c03154e4d800e6201f8f8b0d96e.pdf
http://dx.doi.org/10.1007/978-90-481-9485-8_6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20824441&dopt=Abstract
http://dx.doi.org/10.47912/jscdm.33
http://dx.doi.org/10.1097/01.ju.0000120221.39184.3c
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15076298&dopt=Abstract
https://www.jmir.org/2005/1/e5/
http://dx.doi.org/10.2196/jmir.7.1.e5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15829477&dopt=Abstract
https://www.jmir.org/2016/6/e141/
http://dx.doi.org/10.2196/jmir.5576
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27277523&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0025348
http://dx.doi.org/10.1371/journal.pone.0025348
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21966505&dopt=Abstract
http://dx.doi.org/10.1186/1745-6215-16-s2-p37
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-017-0429-y
http://dx.doi.org/10.1186/s12874-017-0429-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29191176&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2008.10.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19046928&dopt=Abstract
http://www.thieme-connect.com/DOI/DOI?10.15265/IY-2015-018
http://dx.doi.org/10.15265/IY-2015-018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26293853&dopt=Abstract
http://dx.doi.org/10.1097/00024665-200309000-00010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14504599&dopt=Abstract
http://dx.doi.org/10.1287/mnsc.42.1.85
http://dx.doi.org/10.1111/jep.13582
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33982356&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2019.05.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31160008&dopt=Abstract
http://dx.doi.org/10.5296/ijafr.v5i2.8004
https://www.jmir.org/2020/1/e15337/
http://dx.doi.org/10.2196/15337
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31904579&dopt=Abstract
http://europepmc.org/abstract/MED/33393925
http://dx.doi.org/10.2196/19099
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33393925&dopt=Abstract
http://dx.doi.org/10.1016/j.cct.2005.01.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15911471&dopt=Abstract
http://dx.doi.org/10.1177/1740774520946314
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32815381&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


23. Dietzel N, Kürten L, Karrer L, Reichold M, Köhler L, Nagel A, et al. Digital dementia registry Bavaria-digiDEM Bayern:
study protocol for a multicentre, prospective, longitudinal register study. BMJ Open 2021 Feb 08;11(2):e043473 [FREE
Full text] [doi: 10.1136/bmjopen-2020-043473] [Medline: 33558357]

24. Reichold M, Dietzel N, Chmelirsch C, Kolominsky-Rabas PL, Graessel E, Prokosch H. Designing and implementing an
IT architecture for a digital multicenter dementia registry: digiDEM Bayern. Appl Clin Inform 2021 May;12(3):551-563
[FREE Full text] [doi: 10.1055/s-0041-1731286] [Medline: 34134149]

25. Harris PA, Taylor R, Thielke R, Payne J, Gonzalez N, Conde JG. Research electronic data capture (REDCap)--a
metadata-driven methodology and workflow process for providing translational research informatics support. J Biomed
Inform 2009 Apr;42(2):377-381 [FREE Full text] [doi: 10.1016/j.jbi.2008.08.010] [Medline: 18929686]

26. Tolea MI, Morris JC, Galvin JE. Trajectory of mobility decline by type of dementia. Alzheimer Dis Assoc Disord
2016;30(1):60-66 [FREE Full text] [doi: 10.1097/WAD.0000000000000091] [Medline: 25886717]

27. Sylliaas H, Selbaek G, Bergland A. Do behavioral disturbances predict falls among nursing home residents? Aging Clin
Exp Res 2012 Jun;24(3):251-256. [doi: 10.1007/BF03325253] [Medline: 23114551]

28. Huxhold O, Otte K. Internetzugang und Internetnutzung in der zweiten Lebenshälfte. In: dza aktuell Deutscher Alterssurvey.
Berlin: Deutsches Zentrum für Altersfragen; 2019.

29. Initiative D21. D21-Digital-Index 2018 / 2019 - Jährliches Lagebild zur Digitalen Gesellschaft. Berlin: Initiative D21 e.
V; 2019.

30. REDCap Mobile App Guide. Vanderbilt University. 2016. URL: https://projectredcap.org/wp-content/uploads/2016/08/
REDCap-Mobile-App-Guide.docx [accessed 2021-08-22]

31. Harris PA, Taylor R, Minor BL, Elliott V, Fernandez M, O'Neal L, REDCap Consortium. The REDCap consortium: Building
an international community of software platform partners. J Biomed Inform 2019 Jul;95:103208 [FREE Full text] [doi:
10.1016/j.jbi.2019.103208] [Medline: 31078660]

32. Schoonenboom J, Johnson RB. How to construct a mixed methods research design. Kolner Z Soz Sozpsychol 2017;69(Suppl
2):107-131 [FREE Full text] [doi: 10.1007/s11577-017-0454-1] [Medline: 28989188]

33. Someren MV, Barnard Y, Sandberg J. The think aloud method: a practical guide to modelling cognitive processes. London:
Academic Press; 1994.

34. Leech NL, Onwuegbuzie AJ. A typology of mixed methods research designs. Qual Quant 2007 Mar 27;43(2):265-275.
[doi: 10.1007/s11135-007-9105-3]

35. Curry L, Nunez-Smith M. Mixed methods in health sciences research: a practical primer. Los Angeles: SAGE Publications;
2015.

36. Carayon P, Kianfar S, Li Y, Xie A, Alyousef B, Wooldridge A. A systematic review of mixed methods research on human
factors and ergonomics in health care. Appl Ergon 2015 Nov;51:291-321 [FREE Full text] [doi: 10.1016/j.apergo.2015.06.001]
[Medline: 26154228]

37. Maramba I, Chatterjee A, Newman C. Methods of usability testing in the development of eHealth applications: a scoping
review. Int J Med Inform 2019 Jun;126:95-104. [doi: 10.1016/j.ijmedinf.2019.03.018] [Medline: 31029270]

38. Sarodnick F, Brau H. Methoden der usability evaluation: wissenschaftliche grundlagen und praktische anwendung. 2.,
überarb. und aktualisierte Aufl. Bern: Huber; 2011.

39. Nielsen J, Clemmensen T, Yssing C. Getting access to what goes on in people's heads?: reflections on the think-aloud
technique. USA: Association for Computing Machinery; 2002 Presented at: NordiCHI '02: Second Nordic Conference on
Human-Computer Interaction; October 19-23, 2002; Aarhus, Denmark p. 101-110. [doi: 10.1145/572020.572033]

40. Boren T, Ramey J. Thinking aloud: reconciling theory and practice. IEEE Trans Profess Commun 2000;43(3):261-278.
[doi: 10.1109/47.867942]

41. Nisbett RE, Wilson TD. Telling more than we can know: Verbal reports on mental processes. Psychol Rev 1977
May;84(3):231-259. [doi: 10.1037/0033-295x.84.3.231]

42. Leiner D. SoSci Survey (Version 3). URL: https://www.soscisurvey.de [accessed 2021-08-22]
43. Brooke J. SUS: A “Quick and Dirty” Usability Scale. In: Jordan PW, Thomas B, McClelland IL, Weerdmeester B, editors.

Usability evaluation in industry. London: CRC Press; 1996:207-212.
44. Bangor A, Kortum PT, Miller JT. An empirical evaluation of the System Usability Scale. Int J Hum-Comput Interact 2008

Jul 30;24(6):574-594. [doi: 10.1080/10447310802205776]
45. Lewis JR, Sauro J. The factor structure of the System Usability Scale. Berlin Heidelberg; 2009 Presented at: HCD 2009

Human Centered Design; July 19-24, 2009; San Diego, CA p. 94-103. [doi: 10.1007/978-3-642-02806-9_12]
46. Tullis T, Stetson J. A comparison of questionnaires for assessing website usability. 2004 Presented at: Usability Professionala

Association (UPA); June 7-11, 2004; Minneapolis. [doi: 10.1007/978-1-84628-795-4_3]
47. Gao M, Kortum P, Oswald FL. Multi-Language Toolkit for the System Usability Scale. International Journal of

Human–Computer Interaction 2020;36(20):1883-1901. [doi: 10.1080/10447318.2020.1801173]
48. Davis FD. Perceived usefulness, perceived ease of use, and user acceptance of information technology. MIS Quart 1989

Sep;13(3):319-340. [doi: 10.2307/249008]
49. Rahimi B, Nadri H, Lotfnezhad Afshar H, Timpka T. A systematic review of the technology acceptance model in health

informatics. Appl Clin Inform 2018 Jul;9(3):604-634 [FREE Full text] [doi: 10.1055/s-0038-1668091] [Medline: 30112741]

JMIR Form Res 2021 | vol. 5 | iss. 11 | e31649 | p. 14https://formative.jmir.org/2021/11/e31649
(page number not for citation purposes)

Reichold et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=33558357
https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=33558357
http://dx.doi.org/10.1136/bmjopen-2020-043473
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33558357&dopt=Abstract
http://europepmc.org/abstract/MED/34134149
http://dx.doi.org/10.1055/s-0041-1731286
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34134149&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(08)00122-6
http://dx.doi.org/10.1016/j.jbi.2008.08.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18929686&dopt=Abstract
http://europepmc.org/abstract/MED/25886717
http://dx.doi.org/10.1097/WAD.0000000000000091
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25886717&dopt=Abstract
http://dx.doi.org/10.1007/BF03325253
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23114551&dopt=Abstract
https://projectredcap.org/wp-content/uploads/2016/08/REDCap-Mobile-App-Guide.docx
https://projectredcap.org/wp-content/uploads/2016/08/REDCap-Mobile-App-Guide.docx
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(19)30126-1
http://dx.doi.org/10.1016/j.jbi.2019.103208
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31078660&dopt=Abstract
http://europepmc.org/abstract/MED/28989188
http://dx.doi.org/10.1007/s11577-017-0454-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28989188&dopt=Abstract
http://dx.doi.org/10.1007/s11135-007-9105-3
http://europepmc.org/abstract/MED/26154228
http://dx.doi.org/10.1016/j.apergo.2015.06.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26154228&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2019.03.018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31029270&dopt=Abstract
http://dx.doi.org/10.1145/572020.572033
http://dx.doi.org/10.1109/47.867942
http://dx.doi.org/10.1037/0033-295x.84.3.231
https://www.soscisurvey.de
http://dx.doi.org/10.1080/10447310802205776
http://dx.doi.org/10.1007/978-3-642-02806-9_12
http://dx.doi.org/10.1007/978-1-84628-795-4_3
http://dx.doi.org/10.1080/10447318.2020.1801173
http://dx.doi.org/10.2307/249008
http://europepmc.org/abstract/MED/30112741
http://dx.doi.org/10.1055/s-0038-1668091
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30112741&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


50. Holden RJ, Karsh B. The technology acceptance model: its past and its future in health care. J Biomed Inform 2010
Feb;43(1):159-172 [FREE Full text] [doi: 10.1016/j.jbi.2009.07.002] [Medline: 19615467]

51. Ammenwerth E. Technology acceptance models in health informatics: TAM and UTAUT. Stud Health Technol Inform
2019 Jul 30;263:64-71. [doi: 10.3233/SHTI190111] [Medline: 31411153]

52. Saade R, Kira D. The emotional state of technology acceptance. 2006 Presented at: InSITE 2006: Informing Science + IT
Education Conference; June 25-28, 2006; Manchester. [doi: 10.28945/2945]

53. Dönmez-Turan A, Kır M. User anxiety as an external variable of technology acceptance model: A meta-analytic study.
Proc Comput Sci 2019;158:715-724. [doi: 10.1016/j.procs.2019.09.107]

54. Venkatesh V, Thong JYL, Xu X. Consumer acceptance and use of information technology: extending the unified theory
of acceptance and use of technology. MIS Quart 2012;36(1):157-178. [doi: 10.2307/41410412]

55. Venkatesh V, Davis FD. A theoretical extension of the technology acceptance model: four longitudinal field studies. Manag
Sci 2000 Feb;46(2):186-204. [doi: 10.1287/mnsc.46.2.186.11926]

56. Lee Y, Lee J, Lee Z. Social influence on technology acceptance behavior. SIGMIS Database 2006 Sep 19;37(2-3):60-75.
[doi: 10.1145/1161345.1161355]

57. Venkatesh V, Morris MG, Davis GB, Davis FD. User acceptance of information technology: toward a unified view. MIS
Quart 2003;27(3):425. [doi: 10.2307/30036540]

58. Spencer L, Ritchie J, Lewis J, Dillon L. Quality in qualitative evaluation: a framework for assessing research evidence - a
quality framework. London: Government Chief Social Researcher’s Office; 2003.

59. Sandelowski M. Sample size in qualitative research. Res Nurs Health 1995 Apr;18(2):179-183. [doi: 10.1002/nur.4770180211]
[Medline: 7899572]

60. Sonderegger A, Schmutz S, Sauer J. The influence of age in usability testing. Appl Ergon 2016 Jan;52:291-300. [doi:
10.1016/j.apergo.2015.06.012] [Medline: 26360221]

61. Geisen E, Bergstrom J. Usability testing for survey research. Cambridge, MA: Morgan Kaufmann Publishers; Feb 15, 2017.
62. Nielsen J. Usability inspection methods. 1994 Presented at: Conference Companion on Human Factors in Computing

Systems - CHI ’94; April 24-28, 1994; Boston.
63. Nielsen J. Usability engineering. London: Academic Press; 1993.
64. Mayring P. Qualitative inhaltsanalyse. In: Mey G, Mruck K, editors. Handbuch qualitative forschung in der psychologie.

Wiesbaden: VS Verlag für Sozialwissenschaften; 2010:601-613.
65. Elo S, Kääriäinen M, Kanste O, Pölkki T, Utriainen K, Kyngäs H. Qualitative content analysis: a focus on trustworthiness.

SAGE Open 2014 Feb 11;4(1):215824401452263. [doi: 10.1177/2158244014522633]
66. Kuckartz U. Qualitative inhaltsanalyse: methoden, praxis, computerunterstützung. Weinheim Basel: Beltz-Juventa; 2018.
67. Zapf D, Brodbeck F, Prümper J. Handlungsorientierte fehlertaxonomie in der mensch-computer interaktion. Zeitschrift für

Arbeits- und Organisationspsychologie 1989;33(4):178-187.
68. Prümper J. Fehlerbeurteilungen in der mensch-computer interaktion: reliabilitätsanalysen und training einer

handlungstheoretischen fehlertaxonomie. Münster: Waxmann; 1994.
69. Rödiger KH. Anwendungsbereiche lernen voneinander ... und woraus lernen wir? In: Software-Ergnomie '95. Stuttgart:

Vieweg+Teubner; 1995:43-60.
70. Noble H, Heale R. Triangulation in research, with examples. Evid Based Nurs 2019 Jul;22(3):67-68. [doi:

10.1136/ebnurs-2019-103145] [Medline: 31201209]
71. Wicks D. The coding manual for qualitative researchers (3rd edition). Res Organiz Manag 2017 Jun 12;12(2):169-170.

[doi: 10.1108/qrom-08-2016-1408]
72. Eysenbach G. The law of attrition. J Med Internet Res 2005 Mar 31;7(1):e11 [FREE Full text] [doi: 10.2196/jmir.7.1.e11]

[Medline: 15829473]
73. Juristo N, Moreno AM, Sanchez-Segura M. Analysing the impact of usability on software design. J Syst Soft 2007

Sep;80(9):1506-1516. [doi: 10.1016/j.jss.2007.01.006]
74. Ross J, Gao J. Overcoming the language barrier in mobile user interface design: A case study on a mobile health app. 2015

Presented at: Australasian Conference on Information Systems; 2015; Adelaide.
75. Nantel J, Glaser E. The impact of language and culture on perceived website usability. J Engineer Technol Manag 2008

Mar;25(1-2):112-122. [doi: 10.1016/j.jengtecman.2008.01.005]
76. Jamison RN, Gracely RH, Raymond SA, Levine JG, Marino B, Herrmann TJ, et al. Comparative study of electronic vs.

paper VAS ratings: a randomized, crossover trial using healthy volunteers. Pain 2002 Sep;99(1-2):341-347. [doi:
10.1016/s0304-3959(02)00178-1] [Medline: 12237213]

77. McIntosh S, Pérez-Ramos J, Demment MM, Vélez Vega C, Avendaño E, Ossip DJ, et al. Development and implementation
of culturally tailored offline mobile health surveys. JMIR Public Health Surveill 2016 Jun 02;2(1):e28 [FREE Full text]
[doi: 10.2196/publichealth.5408] [Medline: 27256208]

78. Lewis JR. The System Usability Scale: past, present, and future. Int J Hum–Comput Interact 2018 Mar 30;34(7):577-590.
[doi: 10.1080/10447318.2018.1455307]

79. Turner M, Kitchenham B, Brereton P, Charters S, Budgen D. Does the technology acceptance model predict actual use?
A systematic literature review. Inf Soft Technol 2010 May;52(5):463-479. [doi: 10.1016/j.infsof.2009.11.005]

JMIR Form Res 2021 | vol. 5 | iss. 11 | e31649 | p. 15https://formative.jmir.org/2021/11/e31649
(page number not for citation purposes)

Reichold et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(09)00096-3
http://dx.doi.org/10.1016/j.jbi.2009.07.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19615467&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190111
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31411153&dopt=Abstract
http://dx.doi.org/10.28945/2945
http://dx.doi.org/10.1016/j.procs.2019.09.107
http://dx.doi.org/10.2307/41410412
http://dx.doi.org/10.1287/mnsc.46.2.186.11926
http://dx.doi.org/10.1145/1161345.1161355
http://dx.doi.org/10.2307/30036540
http://dx.doi.org/10.1002/nur.4770180211
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7899572&dopt=Abstract
http://dx.doi.org/10.1016/j.apergo.2015.06.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26360221&dopt=Abstract
http://dx.doi.org/10.1177/2158244014522633
http://dx.doi.org/10.1136/ebnurs-2019-103145
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31201209&dopt=Abstract
http://dx.doi.org/10.1108/qrom-08-2016-1408
https://www.jmir.org/2005/1/e11/
http://dx.doi.org/10.2196/jmir.7.1.e11
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15829473&dopt=Abstract
http://dx.doi.org/10.1016/j.jss.2007.01.006
http://dx.doi.org/10.1016/j.jengtecman.2008.01.005
http://dx.doi.org/10.1016/s0304-3959(02)00178-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12237213&dopt=Abstract
https://publichealth.jmir.org/2016/1/e28/
http://dx.doi.org/10.2196/publichealth.5408
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27256208&dopt=Abstract
http://dx.doi.org/10.1080/10447318.2018.1455307
http://dx.doi.org/10.1016/j.infsof.2009.11.005
http://www.w3.org/Style/XSL
http://www.renderx.com/


80. Devaraj S, Kohli R. Performance impacts of information technology: is actual usage the missing link? Manag Sci 2003
Mar;49(3):273-289. [doi: 10.1287/mnsc.49.3.273.12736]

81. Sully BGO, Julious SA, Nicholl J. A reinvestigation of recruitment to randomised, controlled, multicenter trials: a review
of trials funded by two UK funding agencies. Trials 2013 Jun 09;14:166 [FREE Full text] [doi: 10.1186/1745-6215-14-166]
[Medline: 23758961]

82. Walters SJ, Bonacho Dos Anjos Henriques-Cadby I, Bortolami O, Flight L, Hind D, Jacques RM, et al. Recruitment and
retention of participants in randomised controlled trials: a review of trials funded and published by the United Kingdom
Health Technology Assessment Programme. BMJ Open 2017 Mar 20;7(3):e015276 [FREE Full text] [doi:
10.1136/bmjopen-2016-015276] [Medline: 28320800]

83. Behm M, Klenk T. Digitalisierung im Gesundheitssektor. Wiesbaden: Springer Fachmedien; 2019.
84. Caumanns J. For discussion: The state of digitization of the German healthcare system. Z Evid Fortbild Qual Gesundhwes

2019 Jun;143:22-29. [doi: 10.1016/j.zefq.2019.04.002] [Medline: 31204267]
85. Qiu Y, Yu P. Nursing information systems - applying usability testing to assess the training needs for nursing students.

Methods Inf Med 2007;46(4):416-419. [doi: 10.1160/me0437] [Medline: 17694234]
86. Nielsen J, Berger J, Gilutz S, Whitenton K. Return on investment (ROI) for usability. Fremont: Nielsen Norman Group;

2003.
87. Welker JA. Implementation of electronic data capture systems: barriers and solutions. Contemp Clin Trials 2007

May;28(3):329-336. [doi: 10.1016/j.cct.2007.01.001] [Medline: 17287151]
88. Guidance for Industry - Computerized systems used in clinical trials. US Food and Drug Administration. 2018 Mar 11.

URL: https://www.fda.gov/inspections-compliance-enforcement-and-criminal-investigations/
fda-bioresearch-monitoring-information/guidance-industry-computerized-systems-used-clinical-trials [accessed 2021-08-22]

89. Guideline on computerised systems and electronic data in clinical trials. European Medicines Agency. 2021. URL: https:/
/www.ema.europa.eu/en/documents/regulatory-procedural-guideline/
draft-guideline-computerised-systems-electronic-data-clinical-trials_en.pdf [accessed 2021-08-22]

90. Ndlovu K, Mauco KL, Grover S. Evaluation of REDCap as an alternative data management and quality improvement tool
for cutaneous lymphoma care in Botswana. 2019 Presented at: 12th Health Informatics in Africa Conference; November
20-22, 2019; Gaborone p. 51-57.

91. Dunn WD, Cobb J, Levey AI, Gutman DA. REDLetr: workflow and tools to support the migration of legacy clinical data
capture systems to REDCap. Int J Med Inform 2016 Sep;93:103-110 [FREE Full text] [doi: 10.1016/j.ijmedinf.2016.06.015]
[Medline: 27396629]

92. Nielsen J, Landauer T. A mathematical model of the finding of usability problems. 1993 Presented at: INTERCHI93:
Conference on Human Factors in Computing; April 24-29, 1993; Amsterdam. [doi: 10.1145/169059.169166]

93. Nielsen J. How many test users in a usability study? Nielsen Norman Group. 2012. URL: https://www.nngroup.com/articles/
how-many-test-users/ [accessed 2021-08-22]

94. Faulkner L. Beyond the five-user assumption: Benefits of increased sample sizes in usability testing. Behavior Res Methods
Instrument Comput 2003 Aug;35(3):379-383. [doi: 10.3758/BF03195514]

95. Hwang W, Salvendy G. Number of people required for usability evaluation. Commun ACM 2010 May 01;53(5):130-133.
[doi: 10.1145/1735223.1735255]

96. Tenzer F. Anteil der Nutzer von Tablets in Deutschland 2020. Statista. 2020. URL: https://de.statista.com/statistik/daten/
studie/319281/umfrage/anteil-der-tablet-nutzer-in-deutschland/ [accessed 2021-08-22]

97. Etchells E, Bailey C, Biason R, DeSousa S, Fowler L, Johnson K, et al. Human factors in action: getting "pumped" at a
nursing usability laboratory. Healthc Q 2006;9 Spec No:69-74 [FREE Full text] [doi: 10.12927/hcq.2013.18463] [Medline:
17087172]

98. Aiyegbusi OL. Key methodological considerations for usability testing of electronic patient-reported outcome (ePRO)
systems. Qual Life Res 2020 Feb;29(2):325-333 [FREE Full text] [doi: 10.1007/s11136-019-02329-z] [Medline: 31691202]

Abbreviations
digiDEM Bayern: Digital Dementia Registry Bavaria
EDC: electronic data capture
REDCap: Research Electronic Data Capture
SUS: System Usability Scale
TAM: Technology Acceptance Model

JMIR Form Res 2021 | vol. 5 | iss. 11 | e31649 | p. 16https://formative.jmir.org/2021/11/e31649
(page number not for citation purposes)

Reichold et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1287/mnsc.49.3.273.12736
https://trialsjournal.biomedcentral.com/articles/10.1186/1745-6215-14-166
http://dx.doi.org/10.1186/1745-6215-14-166
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23758961&dopt=Abstract
https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=28320800
http://dx.doi.org/10.1136/bmjopen-2016-015276
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28320800&dopt=Abstract
http://dx.doi.org/10.1016/j.zefq.2019.04.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31204267&dopt=Abstract
http://dx.doi.org/10.1160/me0437
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17694234&dopt=Abstract
http://dx.doi.org/10.1016/j.cct.2007.01.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17287151&dopt=Abstract
https://www.fda.gov/inspections-compliance-enforcement-and-criminal-investigations/fda-bioresearch-monitoring-information/guidance-industry-computerized-systems-used-clinical-trials
https://www.fda.gov/inspections-compliance-enforcement-and-criminal-investigations/fda-bioresearch-monitoring-information/guidance-industry-computerized-systems-used-clinical-trials
https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/draft-guideline-computerised-systems-electronic-data-clinical-trials_en.pdf
https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/draft-guideline-computerised-systems-electronic-data-clinical-trials_en.pdf
https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/draft-guideline-computerised-systems-electronic-data-clinical-trials_en.pdf
http://europepmc.org/abstract/MED/27396629
http://dx.doi.org/10.1016/j.ijmedinf.2016.06.015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27396629&dopt=Abstract
http://dx.doi.org/10.1145/169059.169166
https://www.nngroup.com/articles/how-many-test-users/
https://www.nngroup.com/articles/how-many-test-users/
http://dx.doi.org/10.3758/BF03195514
http://dx.doi.org/10.1145/1735223.1735255
https://de.statista.com/statistik/daten/studie/319281/umfrage/anteil-der-tablet-nutzer-in-deutschland/
https://de.statista.com/statistik/daten/studie/319281/umfrage/anteil-der-tablet-nutzer-in-deutschland/
http://www.longwoods.com/product.php?productid=18463
http://dx.doi.org/10.12927/hcq.2013.18463
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17087172&dopt=Abstract
http://europepmc.org/abstract/MED/31691202
http://dx.doi.org/10.1007/s11136-019-02329-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31691202&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by G Eysenbach; submitted 29.06.21; peer-reviewed by S Santini, M Broekhuis; comments to author 22.07.21; revised version
received 23.08.21; accepted 19.09.21; published 03.11.21

Please cite as:
Reichold M, Heß M, Kolominsky-Rabas P, Gräßel E, Prokosch HU
Usability Evaluation of an Offline Electronic Data Capture App in a Prospective Multicenter Dementia Registry (digiDEM Bayern):
Mixed Method Study
JMIR Form Res 2021;5(11):e31649
URL: https://formative.jmir.org/2021/11/e31649
doi: 10.2196/31649
PMID:

©Michael Reichold, Miriam Heß, Peter Kolominsky-Rabas, Elmar Gräßel, Hans-Ulrich Prokosch. Originally published in JMIR
Formative Research (https://formative.jmir.org), 03.11.2021. This is an open-access article distributed under the terms of the
Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The
complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and
license information must be included.

JMIR Form Res 2021 | vol. 5 | iss. 11 | e31649 | p. 17https://formative.jmir.org/2021/11/e31649
(page number not for citation purposes)

Reichold et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

https://formative.jmir.org/2021/11/e31649
http://dx.doi.org/10.2196/31649
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

