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Abstract

Background: Caregiving and self-care are challenging for Chinese immigrants in the United States due to limited accessible support and resources. Few interventions exist to assist Chinese immigrant caregivers in better performing self-care. To address this gap in the literature, our team developed the Care Me Too app to engage Chinese immigrant caregivers in self-care and conducted a user experience test to assess its usability and acceptability.

Objective: This paper aims to report the results of the app’s usability and acceptability testing with Chinese immigrant caregivers and to solicit participants’ feedback of the app design and functions.

Methods: A total of 22 Mandarin-speaking Chinese caregivers participated in the study, which consisted of 2 parts: the in-lab testing and the 1-week at-home testing. In-depth face-to-face interviews and follow-up phone interviews were used to assess user experience of the app’s usability and acceptability and to solicit feedback for app design and functions. Directed content analysis was used to analyze the qualitative data.

Results: Among the 22 participants, the average age was 60.5 (SD 8.1) years, ranging from 46 to 80 years; 17 (77%) participants were women and 14 (64%) had an associate degree or higher. Participants reported uniformly positive ratings of the usability and acceptability of the app and provided detailed suggestions for app improvement. We generated guidelines for mobile health (mHealth) app designs targeting immigrant caregivers, including weighing flexibility versus majority preferences, increasing text sizes, using colors effectively, providing engaging and playful visual designs and functions, simplifying navigation, simplifying the log-in process, improving access to and the content on the help document, designing functions to cater to the population’s context, and ensuring offline access.

Conclusions: The main contribution of this study is the improved understanding of Chinese caregivers’ user experiences with a language-appropriate mHealth app for a population that lacks accessible caregiving and self-care resources and support. It is recommended that future researchers and app designers consider the proposed guidelines when developing mHealth apps for their population to enhance user experience and harness mHealth’s value.

(JMIR Form Res 2020;4(12):e20325) doi:10.2196/20325
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Introduction

Asian American and Pacific Islander Caregivers’ Needs
Caring for others can be rewarding but also straining. The negative impact of caregiving is well documented in the literature, and it contributes to higher levels of stress and depression and lower levels of physical health and self-efficacy compared with noncaregivers [1-3]. Caregiving is especially challenging for Asian American and Pacific Islander populations. Asian American and Pacific Islander populations are the second fastest growing ethnic group among the aging population, with the number of older adults projected to increase by 145% from 2010 to 2030 [4]. However, stereotyped as the “model minority,” Asian American and Pacific Islander individuals’ caregiving and service needs are often overlooked [5]. According to a meta-analysis study in 2005, Asian American and Pacific Islander caregivers performed a higher number of caregiving tasks, were more depressed, had worse physical health, and used less formal support than White caregivers [6].

Language barriers, employment situations, and cultural beliefs heighten Asian American and Pacific Islander caregivers’ challenges. Asian American and Pacific Islander caregivers reported a lack of language-appropriate and culturally sensitive formal services [7-9]. Almost 1 in 5 Asian American and Pacific Islander caregivers preferred non-English to English materials [10]. Asian American and Pacific Islander family caregivers were more likely to work (67%) and work full-time (61%) compared with other ethnic groups [10]. It is common in Asian American and Pacific Islander cultures to not speak up about challenges faced or ask for external caregiving help due to a strong sense of pride in self-managing [8,11].

The Chinese population comprises the largest Asian group in the United States. [12]. Literature shows that Chinese immigrant caregivers face severe caregiving challenges [9,13]. Providing culturally and linguistically appropriate caregiving and self-care support is crucial for enhancing the well-being of Chinese immigrant caregivers, but resources specific to their needs are lacking. In an evidence-mapping study, only 7 training programs were found to be provided to Chinese immigrant caregivers; not all the programs included self-care topics [14].

To address this research gap, our team, consisting of experts from the fields of social work, nursing, and gerontology, developed an in-person Chinese caregiver self-care training program and pilot tested it in Los Angeles county. The program was based on the body-mind-spirit (BMS) model to address a caregiver’s holistic well-being [15]. The BMS model finds its roots in the Eastern philosophies of Taoism (eg, yin-yang perspectives) and Buddhism and focuses on the dynamics between individuals and the world and on mind-body and human-nature harmony. It also adopts relevant knowledge from traditional Chinese medicine. The model regards the physical, emotional, and spiritual as indivisible yet distinctly different aspects of the same reality. With these concepts being familiar to Chinese populations, the BMS model is believed to cater to the unique needs of Chinese immigrants, with cultural adaptability and consistency [15]. Researchers have used the BMS model in developing interventions and obtained preliminary evidence that sheds light on the feasibility of using the BMS model to tackle the stress and vulnerability inherent in the process of caring [16].

During the pilot testing of the in-person training, the team encountered challenges in recruitment and scheduling because of caregivers’ time constraints and transportation barriers, making the training difficult to access for our target audience. This calls for training delivery that allows flexibility in access options to respond to the special needs of Chinese immigrants.

Mobile Health Apps for Caregivers
An increasing number of web-based interventions and mobile health (mHealth) apps have been developed to deliver more accessible resources for older adults and caregivers [17]. According to 2 systematic review studies (one with 7 studies and the other with 14 studies), web-based interventions and mHealth apps were effective in decreasing caregivers’ depression and anxiety levels and increasing self-efficacy [18,19]. A study found that 7 out of 10 caregivers were somewhat or very receptive to using smartphone apps to assist them in caregiving [20]. However, in 2017, only 44 out of over 200,000 mHealth apps were designed especially for caregivers, and only 10 included self-care support functions, such as app-based support groups, a stress tracker, and health maintenance advice [17]. To the best of our knowledge, there is no app designed for Chinese immigrant caregivers of limited English proficiency to help them better care for their physical and psychological well-being.

Using a co-design approach in collaboration with local Chinese immigrant caregivers, our team of researchers, consisting of experts from the fields of social work, nursing, gerontology, engineering, and information technology, developed the Care Me Too app in Chinese for promoting caregivers’ self-care. The team followed a traditional 5-stage design thinking process in co-designing the app: emphasize (develop understanding of the users’ needs), define (frame the issue in a human-centric manner), ideate (develop a breadth of ideas), prototype (produce a sample or prototype), and test (test the components of the overall app design and study the feasibility of the app as a solution for caregivers’ self-care) [21,22]. We conducted the design thinking process in 3 phases of participant co-design. In phase 1, the conceptual design phase, we interviewed 7 Chinese immigrant caregivers to emphasize, define, and ideate user needs. The research team then designed a Care Me Too app prototype. In the phase 2, the prototype testing phase, we interviewed the same 7 participants plus 5 additional Chinese immigrant caregivers to review the prototype design and gauge feasibility to help caregiver self-care. The interviews helped the research team further emphasize, define, and ideate user needs to refine the app design. The research team then developed the functional Care Me Too app. In phase 3, the user experience testing phase, the team assessed the usability, acceptability, and at-home use of the Care Me Too app and its specific functions. Figure 1 illustrates these 3 phases. This paper aims to report the results of the app’s user experience testing with Chinese immigrant caregivers, in which existing literature is limited, and to solicit participants’ feedback for app design and functions.
When designing the Care Me Too app, the team took into consideration Nielsen’s 10 usability heuristics [23] to enhance the interaction design. Those heuristics most relevant to our app included match between the system and the real world (speak the users’ language and use words, phrases, and concepts familiar to them), user control and freedom (a clearly marked “emergency exit” to leave the unwanted state or to undo), consistency and standards (use the same words and actions for the same thing to decrease confusion), aesthetic and minimalist design (decrease irrelevant information), and help and documentation (easy-to-search help and documentation should be provided).

Methods

Care Me Too App Description

In the current literature, the most widely adopted functions in web-based interventions for caregivers included information and resources, assistance in problem solving, peer psychosocial support, professional psychosocial support, and family communication and care coordination [17,19]. Based on the research team’s health promotion and digital expertise, we designed the app with 6 functions: required readings, BMS exercise videos, extended readings, a chat room, coaching, and a community resource inventory. The content of the required readings, which focused on self-care knowledge and skills, was modified after evaluating our BMS in-person caregiver training program and was divided into 4 chapters: (1) the role and stress of caregivers (e.g., different caregiving duties, boundary issues, sources of stress, and an overview of using the BMS model to achieve holistic health); (2) diet, exercise, sleep, and medication management (e.g., how to achieve a balanced diet, how to correctly store and use medication); (3) problem-solving skills (e.g., how to increase self-enhancing thinking, a 7-step guide to problem solving with 2 real-life examples); and (4) how-to information on using formal and informal support resources (e.g., what formal and informal resources are, things to pay attention to when immigrants use these resources). Interactive graphs were also used to better illustrate the information. For example, a healthy eating plate was used to visually assist caregivers in achieving a balanced diet [24]. After a user clicks a type of food on the plate (e.g., fruits), a textbox pops up and describes its nutrition and recommended serving per day.

The BMS videos were visual demonstrations of exercises aiming to promote exercise and help relieve caregiving stress, such as head and neck self-massage, breathing exercises, and guided imagery. Extended readings addressed caregiving knowledge and skills, such as communication, oral health, legal issues, and more.

Social features have been employed in mHealth apps and have been shown to be effective in helping users gain social support and decrease stress related to their illnesses [25-27]. Therefore, we developed 2 functions, a chat room and coaching, to promote communication among caregivers and between caregivers and health coaches (health care professionals or researchers). To reduce learning burden in the testing stage, instead of building a new in-app chat room, we chose to use WeChat, a commonly used messaging and social media app among Chinese populations. For the coaching function, caregivers could schedule a meeting to consult a coach about health or caregiving-related questions; however, no real coaching took place during the testing.

The community resource inventory contained a variety of local and national resources available to Chinese caregivers and older adults, such as the Chinese American Coalition for Compassionate Care. Each organization was presented with a brief introduction, their website link, and their contact information. Figure 2 shows the app’s home screen.
Participants and Recruitment

Caregivers were recruited in the Los Angeles area from January to April 2019. The inclusion criteria were (1) 18 years or older, (2) ability to speak and understand Mandarin Chinese, (3) experience caring for someone aged 65 or older for at least 3 months, (4) experience assisting the care recipient with at least one activity of daily living or a medical task, and (5) possession of an iPhone (the team could provide one if a caregiver did not have an iPhone). A participant could either be a formal caregiver (eg, home care aide) or an informal caregiver (eg, family member, friend).

The team sent out flyers to community-based organizations with Chinese immigrant clients (eg, senior housing, community service centers, adult day health care centers) and asked their staff members to help recruit participants. Contact information for those interested in participating was directed to the project coordinator for eligibility screening. The coordinator then scheduled an interview time with caregivers who were eligible. Potential participants were also encouraged to refer their friends to participate. A total of 22 caregivers were recruited and participated in the testing.

User Experience Testing

The testing consisted of 2 parts: the 1- to 2-hour in-lab testing and the 1-week at-home testing. In the in-lab testing, which was observed by team members, participants could verbalize their feelings and thoughts while using the app prototype. The at-home testing provided participants with an opportunity to fully explore the app prototype and read the health literacy content.

Each in-lab testing was conducted in Mandarin Chinese either in a private room in a university or a private office at a local senior housing site by 2 Chinese-speaking graduate student research assistants, one serving as the instructor and interviewer and the other as the notetaker. There was a total of 5 research assistants involved, all trained by senior researchers in the team on qualitative interviews. They strictly followed the predesigned task lists and interview guides (described below) to ensure fidelity. The instructor explained the project once again before the participant signed the informed consent and reported their sociodemographic information. After that, the instructor helped download the app to the participant’s cell phone and introduced app functions based on a predesigned task list (eg, read a portion of the content, turn pages, view in-text graphics). This 12-item task list was developed by team members with an engineering background based on the app prototype functions. A hard copy help document in Chinese was presented to the participants for their reference. After hearing instructions, the participant went through the same task list on their own to show mastery of each task. During this process, the instructor provided assistance only if needed. For example, if a participant forgot how to go back to the home screen, the instructor reminded the participant of the icon that looked like a house. The participant needed to master all tasks before moving on to the next step. In the end, the interviewer interviewed the participant using a predesigned interview guide.
interview guide (see Multimedia Appendix 1). Specifically, a 10-item app usability scale modified after the System Usability Scale [28] was used to measure usability; open-ended interview questions were also used to elicit participants’ opinions on the app prototype design and functions, such as the usefulness and ease of use of each app function, the visual appeal, the advantages and disadvantages of using an app to receive training, and the barriers to and facilitators of using the app. Sample questions were “Do you feel it was easy or difficult to use the following functions? Why?” and “What will help you use this app more conveniently?” Participants also provided detailed feedback on the health literacy reading content and its cultural sensitivity, with results reported in a future paper. The whole process was audio- and videorecorded. The notetaker took notes during the whole process. Upon completion of the in-lab testing, each participant was given a US $50 gift card for a commonly used grocery store among Chinese immigrants.

After the in-lab testing, the participant went home with a different 8-item app use task list (eg, complete one assigned chapter of the required readings, watch exercise videos) to be completed in the next 7 days. After a week, either the instructor or the notetaker who conducted the in-lab testing with the participant called the participant to complete a 30-minute phone interview for further evaluation of the app. Closed- and open-ended questions were used regarding the participant’s actual use of the app, ratings of and more detailed suggestions for each app function, and the overall app’s helpfulness, usefulness, and visual appeal (see Multimedia Appendix 2). Each participant was given a US $100 grocery store gift card upon completion of the 1-week at-home testing and the phone interview. After finishing all interviews, the research team summarized findings in a table and forwarded the table to participants for confirmation and further feedback, if any.

Analysis

All 22 in-lab testing interviews were transcribed verbatim in Chinese. The team adopted the directed content analysis approach proposed by Hsieh and Shannon [29] for the analysis of the qualitative data. Two investigators (ML and TJ), who were graduate students and had been trained by senior researchers on qualitative analysis, developed the initial coding scheme based on existing app functions and Nielsen’s 10 usability heuristics [23]. After that, they began to independently code transcripts using the predetermined codes. As new information emerged from the transcripts, the coders either modified their current coding scheme or created new codes. The 2 coders discussed their coding results and identified disagreements twice a week. Any unresolvable discrepancies were discussed at the weekly meetings with the research team until a final decision was achieved. All 22 transcripts were separately and independently coded by 2 coders, with a \( \kappa \) coefficient of 0.92. NVivo 12.1.0 software (QSR International) was used for analysis. After deciding the final findings and making results tables, ML translated the findings into English; findings tables in English were then reviewed by the whole research team, including the investigator MJM, a native English speaker. Questions regarding English terms and phrases used were resolved in team meetings.

All activities were approved by the university’s institutional review board.

Results

Participant Characteristics

The participants’ average age was 60.5 (SD 8.1) years, ranging from 46 to 80 years. Of the 22 participants, 17 (77%) were women and 14 (64%) had an associate degree or higher. A total of 16 of the 22 (73%) participants were formal nonfamily caregivers and 6 (27%) were family caregivers. On average, the participants had lived in the United States for 20.4 (SD 10.2) years, ranging from 5 to 40 years. In addition, 14 of the 22 (64%) participants spoke little or no English. All had experiences using an iPhone even though 2 were using an Android phone during the interview. Of the 22 caregivers, 11 (50%) used an iPad or a tablet and 10 (45%) used a computer or a laptop in daily life.

Feedback for Specific App Functions During In-Lab Testing

Participants’ positive feedback and suggestions for specific app functions during the in-lab testing are summarized in Table 1 (quotes are available upon request). Participants reported that the current 5 functions could be beneficial to them in gaining knowledge on caregiving, self-care, exercising, enhancing their communication, connection, and obtaining support from other caregivers and the coaches. They provided detailed improvement suggestions for each function, such as making the content audible; being able to highlight, copy, save, and share the content; being reminded to exercise; categorizing coaches based on their sociodemographic background or expertise; and categorizing community resources based on the type of service. They also suggested alternative format preferences. For example, to communicate with coaches, instead of using video chat (as originally considered), some preferred talking on the phone and some preferred texting. Participants hoped to add a certificate function that would allow them to be awarded a certificate whenever they completed a skill training (eg, blood pressure measuring) to show to a potential employer. One participant suggested adding in-app games that care recipients and caregivers could play together to gain reward points. See Table 1 for a detailed list of comments.
Table 1. Feedback for app functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Positive feedback</th>
<th>Suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Required and extended readings</strong></td>
<td>1. Participants could learn how to better care for themselves and care recipients.</td>
<td>1. Be able to highlight, copy, and save content in the app and share it with others.</td>
</tr>
<tr>
<td></td>
<td>- 1.1. Participants gained a better understanding of holistic health: body, mind, and spirit.</td>
<td>2. Be able to print the content from one’s phone.</td>
</tr>
<tr>
<td><strong>BMS² videos</strong></td>
<td>1. Short BMS videos would assist caregivers in exercising conveniently.</td>
<td>3. Have a place in the app to show all the latest content updates.</td>
</tr>
<tr>
<td></td>
<td>2. The video content was credible.</td>
<td>4. Use less text.</td>
</tr>
<tr>
<td></td>
<td>3. Watching videos was more fun than reading the text.</td>
<td>5. Some participants preferred listening to over viewing the text; some suggested using videos to illustrate the content; some suggested having multiple formats (text, audio, and video) from which participants could choose.</td>
</tr>
<tr>
<td><strong>Coaching</strong></td>
<td>1. Participants could ask questions and get expert advice.</td>
<td>- 5.1. If audio is used, it should be in a storytelling style.</td>
</tr>
<tr>
<td></td>
<td>2. Participants could gain connection and emotional support.</td>
<td>1. Encourage caregivers and care recipients to exercise together.</td>
</tr>
<tr>
<td><strong>Chat room (WeChat as platform)</strong></td>
<td>1. WeChat group could enhance caregivers' communication on caregiving and health-related issues.</td>
<td>2. Some participants wanted to be reminded to exercise. However, reminders should be fun and entertaining.</td>
</tr>
<tr>
<td></td>
<td>2. It was a platform for asking app-related questions and providing feedback to the research team.</td>
<td>3. Change name tags in the chat group to indicate whether the user is a research team member or caregiver.</td>
</tr>
<tr>
<td><strong>Community resource inventory</strong></td>
<td>The function could assist caregivers in seeking help and gaining support.</td>
<td>4. Some did not want to talk to strangers and thus might not use the chat room function; some would only talk when asking questions; some preferred one-on-one communication to group chat.</td>
</tr>
<tr>
<td><strong>Certificate (brought up by participants)</strong></td>
<td>A certificate would be proof of skill training.</td>
<td>1. Provide a clear function description, such as the purpose of having a caregiver WeChat group.</td>
</tr>
<tr>
<td><strong>Games and rewards (brought up by participants)</strong></td>
<td>N/A⁷</td>
<td>2. Monitor the content of the discussion.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Change name tags in the chat group to indicate whether the user is a research team member or caregiver.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Some did not want to talk to strangers and thus might not use the chat room function; some would only talk when asking questions; some preferred one-on-one communication to group chat.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. Provide a clear function description, such as the purpose of having a caregiver WeChat group.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Monitor the content of the discussion.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Change name tags in the chat group to indicate whether the user is a research team member or caregiver.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Some did not want to talk to strangers and thus might not use the chat room function; some would only talk when asking questions; some preferred one-on-one communication to group chat.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. Provide a clear function description, such as the purpose of having a caregiver WeChat group.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Monitor the content of the discussion.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Change name tags in the chat group to indicate whether the user is a research team member or caregiver.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Some did not want to talk to strangers and thus might not use the chat room function; some would only talk when asking questions; some preferred one-on-one communication to group chat.</td>
</tr>
</tbody>
</table>

⁷BMS: body-mind-soul.
⁸N/A: not applicable.

**Feedback and Reflection on Overall App Design During In-Lab Testing**

Participants’ feedback for the overall app design during the in-lab testing is summarized in Table 2 under the categories of visibility, navigation and error prevention, password and privacy, language and terms, and help and documentation (participants’ direct quotes are available upon request). Overall, the majority of participants reported that it was easy to navigate the app and use the current help document. Many liked the current color theme (ie, cardinal, gold, and blue). Participants provided detailed feedback to improve the app design, such as enlarging the font size in different ways, using lighter colors, having a clear log-out icon, and using terms and phrases that are less professional. Again, participants expressed alternative design preferences. For example, there were suggestions regarding the format of the help documentation. In-app text, in-app instruction videos, and a PDF file on the computer were mentioned to replace the current hard copy help document. For the password, some preferred to have a password while others stated that a password was not necessary.
Table 2. Feedback for overall app design.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Design heuristics</th>
<th>Positive feedback</th>
<th>Suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility</td>
<td>1. Aesthetic and minimalist design</td>
<td>Some participants liked the current color theme.</td>
<td>1. Font:</td>
</tr>
<tr>
<td></td>
<td>2. Match between system and the real world</td>
<td></td>
<td>- 1.1. Use a bigger font size.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 1.2. Have a function to change the font size.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 1.3. Be able to view horizontally</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 1.4. Develop an iPad version of the app.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 1.5. Connect the phone to a television.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2. Color:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 2.1. Use lighter colors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 2.2. Use more green.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 2.3. Use comforting colors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 2.4. Increase contrast.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3. Add the university’s logo.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4. Make the appearance more interesting, such as adding pictures.</td>
</tr>
<tr>
<td>Navigation and error</td>
<td>1. Flexibility and efficiency of use</td>
<td>1. It was easy to navigate the app.</td>
<td>1. Have a table of contents to go directly to a specific page.</td>
</tr>
<tr>
<td>error prevention</td>
<td>2. Match between system and the real world</td>
<td>- 1.1. Easy to use the home button, go forward and backward, and scroll up and down</td>
<td>2. Have a clear log-out icon.</td>
</tr>
<tr>
<td></td>
<td>3. Error prevention</td>
<td>2. Navigation was familiar from other apps.</td>
<td>3. Use pop-ups for additional information in the readings.</td>
</tr>
<tr>
<td></td>
<td>4. Help users recognize, diagnose, and recover from errors.</td>
<td></td>
<td>4. Use the scrolling bar instead of a drop-down list to select date and time for the meeting.</td>
</tr>
<tr>
<td>Password and privacy</td>
<td>Recognition rather than recall</td>
<td>The password requirement was valued by some participants.</td>
<td>5. For the “reselect” icon in answers for case studies:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 5.1. Darken its color.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 5.2. Make it more visible.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6. For clickable text in graphics:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 6.1. Have a clear “close page” icon.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- 6.2. Use arrows or other ways to highlight what to click.</td>
</tr>
<tr>
<td>Language and terms</td>
<td>Match between systems and real world</td>
<td>Some participants said the terms and expressions used were understandable.</td>
<td>1. Pay attention to different expressions in different regions of China.</td>
</tr>
<tr>
<td>Help and documentation</td>
<td>Help and documentation (hard copy) was easy to use.</td>
<td></td>
<td>2. Use language and terms that are less professional.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1. Some preferred a hard copy; some preferred the in-app text version; some wanted an in-person</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>orientation; some preferred an instruction video; some wanted to have a PDF document on the</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>computer.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2. Some participants wanted a more comprehensive help document, while some said a help document</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>was not needed.</td>
</tr>
</tbody>
</table>

Participants reported that three main advantages of using a mobile app for receiving training were convenience, having thorough educational content in one place, and enhancing communication with others through content sharing. The disadvantage was the lack of personal contact with other participants. Their perceived biggest barrier to using the app was a caregiver’s busy work and personal life; other barriers included having no Wi-Fi or cellular data plan and the potential cost of use in the future. Perceived facilitators to app use to be enhanced in future versions included (1) an app introduction that clearly explains the app’s purposes and potential benefits to caregivers, (2) enhancing the app’s relevance to care recipients, (3) delivering different training content based on caregivers’ backgrounds, (4) maintaining a reasonable reading load or letting caregivers learn at their own pace, and (5) providing a sense of accomplishment, which could be fulfilled by the certificate function.

**Usability Scale Results**

As assessed by the 10 items of the usability scale, participants were generally positive about the app’s usability, with the mean score for each item ranging from 3.86 to 4.32 (score range of 1-5, with higher scores being better). The 3 items that scored...
below 4 were “Most people would learn to use this app very quickly,” “I need a technical person’s support to be able to use the app,” and “There was too much inconsistency in this app” (reversed score).

**Participants’ App Use at Home and Follow-up Assessment**

The 1-week at-home testing and follow-up assessment were completed by 21 of the 22 participants; 1 participant did not complete the testing due to her busy schedule. On average, participants reported that they used the app 5.6 days in 1 week (range of 1-7, median of 7) and spent 26.8 minutes on it per day (range of 10-90, median of 20). All but 1 participant rated the app “good” or “very good.” A total of 76% (16/21) of participants thought the app’s color was appealing. Almost half (10/21), however, thought the font size was too small. In addition, 90% (19/21) of participants were interested in using this app in the future after it is fully developed, and all participants were willing to recommend the app to other people. See Table 3 for detailed information.
Table 3. App ratings after the 1-week at-home use.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>How many days in the past week did you use the app, mean (SD)</td>
<td>5.6 (2.0)</td>
</tr>
<tr>
<td>On average, how many minutes per day did you use the app, mean (SD)</td>
<td>26.8 (19.4)</td>
</tr>
<tr>
<td>Overall, how would you rate our app, n (%)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Good</td>
<td>9 (43)</td>
</tr>
<tr>
<td>So-so</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Is the app’s font size appropriate, n (%)</td>
<td></td>
</tr>
<tr>
<td>Appropriate</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Too small</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Is the app’s color appropriate, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (76)</td>
</tr>
<tr>
<td>No</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Did you use the app all by yourself, n (%)</td>
<td></td>
</tr>
<tr>
<td>All by myself</td>
<td>20 (95)</td>
</tr>
<tr>
<td>Needed a lot of help from others</td>
<td>1 (5)</td>
</tr>
<tr>
<td>What do you like the most about this app, n (%)</td>
<td></td>
</tr>
<tr>
<td>Curriculum</td>
<td>14 (67)</td>
</tr>
<tr>
<td>Functions</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Navigation</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Speed</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other (convenience, can communicate issues with others, like all above)</td>
<td>3 (14)</td>
</tr>
<tr>
<td>What do you dislike the most about this app, n (%)</td>
<td></td>
</tr>
<tr>
<td>Visual appeal and feeling</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Other (prefer to listen; need more updates of the content; would like to have more consultations regarding health, diet, and healthy recipes; exercise videos not easy to find)</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Nothing disliked</td>
<td>9 (43)</td>
</tr>
<tr>
<td>Have you ever used other similar health apps, such as “Health” on an iPhone, n (%)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (81)</td>
</tr>
<tr>
<td>No</td>
<td></td>
</tr>
<tr>
<td>(If answered “yes” to previous question) How is our app compared to other health apps, n (%)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>As good as other apps</td>
<td></td>
</tr>
<tr>
<td>Better than other apps</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Are you interested in using this app in the future, n (%)</td>
<td></td>
</tr>
<tr>
<td>Interested</td>
<td>19 (91)</td>
</tr>
<tr>
<td>Not sure</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Not interested (reason: already learned the content)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Will you recommend this app to others in the future (yes), n (%)</td>
<td>21 (100)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, participants reported uniformly positive ratings of usability and acceptability of the Care Me Too app and its functions. Besides the current functions, participants hoped the team could add a certificate function and a game function in future versions to increase the app’s usefulness and ability to engage. They reported that convenience was the biggest advantage of learning through an app because the format catered to their busy schedules. This is consistent with the literature,
which time restraints have been well documented for Chinese caregivers [30].

Participants provided a range of ideas and suggestions for designing a self-care app for Chinese immigrant caregivers. We summarized their suggestions into general mHealth app development guidelines to enrich the app design literature and benefit other immigrant caregiver populations.

**General: Weigh Flexibility Versus Majority Preferences**

Participants had various preferences for the functions and designs of this app. They reported that it would be convenient if we provided different options so that they could choose the most appropriate one depending on their context. For example, one participant stated she would prefer video chatting with the coach if she were not busy; if she were busy, she would text the coach her questions and wait for the reply while continuing with her work. This is consistent with previous research, in which Mortenson and colleagues [26] reported that formal caregivers desired flexibility in the tools within a user self-management app so that the tools could be tailored to users’ individual needs. Thus, researchers need to weigh flexibility versus majority preferences; they can either provide as many options as possible or choose the most widely accepted option, whichever is more appropriate after considering the team’s resources and technical challenges. In the future, researchers and app developers might begin by inventorying resource constraints and weighting them when choosing functions, add-ons, and the degree of tailoring possible.

**Visibility**

*Increase Text Sizes*

In the app, we used 14-point font for titles and 12-point font for text, but some participants reported these font sizes to be small. There could be two explanations. First, our participants were middle-aged and older adults. Only 5 of 22 were 50 years or younger, and several reported declining vision. Morey et al [31] reviewed mHealth apps for older adults and suggested that apps for older adults use at least 20-point font [31]. Second, Chinese characters use strokes, which make characters complex and detailed. Also, unlike in English, where there is space between words, no space exists between Chinese characters in one sentence. Thus, text can be cluttered if the font size is too small [32]. A font size larger than 14 points for caregiver mHealth apps in the future might make the app more accessible, considering that many family caregivers are older care recipients’ spouses [10]. Overly providing functions for choosing the font size or zooming in on the text would be an alternative.

*Use Colors Effectively*

Participants provided different opinions on alternatives to our current app color theme. Some liked the current colors, as they were simple and plain, while some hoped for lighter colors, indicating a desire to allow customization. Participants reported low contrast in some textboxes, which made text difficult to read. For example, for the healthy eating plate, participants reported a lack of contrast between text and some textboxes’ background colors, as well as between the exit icon and the background colors. Morey et al [31] also noted that color contrast for text and background and for icons and background should be high enough that text and icons are easily seen [31]. In short, colors for an app should be selected to enhance user interface design and support usability and engagement.

**Provide Engaging and Playful Visual Designs and Functions**

Another suggestion from participants was to increase user engagement and the app’s playfulness by using more pictures, using kittens and puppies for BMS exercise reminders instead of an alarm, and adding in-app games that caregivers and care recipients could play together to gain points. Adinugroho [33] observed that playfulness was important for improving the “stickiness” of digital products among Asian populations, with icons and emoticons being comical, cute, and cartoony [33]. For game-oriented designs, our finding is consistent with Jessen et al [34], which found that app users welcomed “gameful” designs, such as having one’s own avatars, setting goals to accomplish, and earning rewards, such as points and badges [34]. Meanwhile, gamefully designed tools need to fit users and the context in which they will be used [34]. In our case, participants spend much time with care recipients, and thus, in-app games could be designed for mHealth apps to allow collaboration between caregivers and care recipients so that they learn and have fun together.

**App Navigation**

*Simplify Navigation*

Participants confirmed that our app had simple navigation design features that could facilitate universal user uptake. The match between the system for a new app and the real world is clearly significant for users to master the use of a new app and reduce cognitive burden. Our participants reported many of our app designs to be consistent with those in apps that they had used previously, which increased the efficiency of learning to use our app. These features included a home page to allow seeing everything on one screen, a clear home button to quickly get back to the home page if a user gets lost, a scroll bar to move up and down, and arrows to go forward and backward between chapters and sections. Participants also preferred to use a scroll bar, as in the iPhone’s alarm function, instead of using the current drop-down list to select the date and time for coach meetings. Features for us to improve and for others to consider included adding a clear app log-out icon and ensuring crucial information is seen without the need to scroll down. For example, in the current case study textboxes, the reselect icon was sometimes outside of one screen, and participants did not know to scroll down to see the icon without the team members’ assistance. Morey et al [31] also suggested using a back icon instead of a back arrow to decrease confusion, although our participants appeared satisfied with the back arrows in our app.

*Simplify Log-in Process*

Privacy has been a concern in previous mHealth literature for apps in which participants’ information was recorded in the app and shared with health care professionals [35]. However, in this study, privacy did not appear to be an issue, perhaps because...
our current app does not have a health tracker function and participants did not need to input their personal information (except for their mobile phone number, which was used to log in to the app). Thus, some participants stated there was no need for a log-in password. Some other participants welcomed the use of their phone number as the log-in password. This is similar to smart phone users’ habits in China, where many websites and apps also use mobile phone numbers as the primary identifier for logging in and password recovery [32]. Some participants hoped the app would automatically remember the password if one were required. In brief, a simple and clear log-in process would save users time and make the app use more efficient for caregivers if no privacy concerns exist.

**Improve Access to and Content of the Help Document**

Instead of using a hard copy of the help document, participants proposed that the next version could use a variety of formats, including a hard copy option, in-app text, introduction videos, and a PDF document that they could save on their computer. Some participants also wanted to see a more detailed help document. Considering that future users of our app and other mHealth apps could be novice or inexperienced smartphone users, it is important to provide a step-by-step guide for first-time users. Additional walk-through instructions, such as bubbles for using a new function, could be used, as suggested in previous research [31].

**Function**

**Design Functions to Cater to the Population’s Context**

It is crucial to consider locomotion (i.e., mobile users use their device while on the move) in the app design to enhance user experiences [36,37]. Our caregivers reported a desire to listen to education materials instead of reading the text so that they could learn while doing household chores. Another context dimension to consider is the immediacy, meaning that mobile users expect to have the right app at the right time [36]. This was manifested in our study when participants reported wanting to add emergency information, such as a 911 link, to the front page of the community resource inventory because of health and medical emergency concerns when caring for older adults. Finally, for mHealth apps, it is important to design app functions with a social circle beyond direct users in mind. In our case, caregiver participants wanted to use the app as a tool to meaningfully spend time with care recipients and suggested adding in-app multiplayer games, as discussed above, as well as changing the title of “BMS exercises” to “BMS exercises that caregivers can do with their care recipients.” They also wanted to have a function to share the educational content with others, such as family members or caregiver colleagues, even though they were not directly related to their caregiving job. This finding is consistent with previous literature on web-based support for Chinese caregivers of dementia patients, in which participants liked to share information with other people in their social network to enhance mutual support [30].

**Ensure Offline Access**

One reported barrier to the use of our app was having no data or Wi-Fi at home or in certain locations. Ensuring offline access would entail that information and resources be downloadable once participants logged in to the app. The BMS videos could not be watched without Wi-Fi or data use because YouTube was the platform used. Chat room and coaching functions could not be used without Wi-Fi or data streaming, either. In the future, there may be legal ways to store YouTube videos to increase accessibility across geographic locations.

**Strengths and Limitations**

This study had multiple strengths. One was using a sample consisting of both family and nonfamily caregivers. Previous Chinese caregiver literature tended to focus on the needs of family caregivers only, but nonfamily caregivers are crucial to providing support for older Chinese immigrants, and they experience indistinct boundaries between themselves and their care recipients, with shifts from an occupational relationship to a personalized connection, such that the caregiving relationship becomes similar to a mother-daughter relationship [38]. This creates similarities between Chinese family and nonfamily caregivers. The second was the research team’s expectation of a co-design model, which was shared with participants. The research team had extensive experience in working with older adults and Chinese immigrants.

There were also limitations. The app is currently only available on the iOS platform and in Chinese; due to time restraints of the pilot study, some standard features were not included in the tested version, such as in-app adjustment of the font sizes and a text-to-speech function, which generated much feedback from participants. The assessments were self-reported, and thus, our participants may have reported more positive findings. We did not collect any information on behavior changes activated by app use.

**Conclusions**

There is a need to design and develop mHealth apps for caregivers of all populations to help them take care of themselves. This will require attention not only to content but to functionality, ease of use, and pleasure in the use of the app. In this study, using both in-person and at-home testing, we elicited Chinese caregiver participants’ feedback on the functions and design of the Care Me Too app. Caregivers gave positive ratings to the overall experience of using the app. The researcher–expert designers made adjustments in a formative design model and developed guidelines intended to enhance the design, usage, and usability characteristics of subsequent versions and, potentially, of other mHealth apps for immigrants and caregivers. In the future, we will include ways to measure the impact of using the app on caregivers’ health promotion behaviors and changes in their work with care recipients. We will examine ways to incorporate changes proposed by the co-designer immigrant participants to increase engagement, minimize burden, and promote behavior change. Later, we will test the effectiveness of the Care Me Too app in increasing caregivers’ caregiving and self-care knowledge, skills, and self-efficacy and on decreasing negative psycho-socio-spiritual outcomes. We recommend that future researchers and app designers consider the proposed guidelines when developing mHealth apps for their populations to enhance user experience and harness mHealth’s value.
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Abstract

Background: With the growing burden of noncommunicable diseases in low- and middle- income countries, the World Health Organization recommended a stepwise approach of surveillance for noncommunicable diseases. This is expensive to conduct on a frequent basis and using interactive voice response mobile phone surveys has been put forth as an alternative. However, there is limited evidence on how to design and deliver interactive voice response calls that are robust and acceptable to respondents.

Objective: This study aimed to explore user perceptions and experiences of receiving and responding to an interactive voice response call in Uganda in order to adapt and refine the instrument prior to national deployment.

Methods: A qualitative study design was used and comprised a locally translated audiorecorded interactive voice response survey delivered in 4 languages to 59 purposively selected participants' mobile phones in 5 survey rounds guided by data saturation. The interactive voice response survey had modules on sociodemographic characteristics, physical activity, fruit and vegetable consumption, diabetes, and hypertension. After the interactive voice response survey, study staff called participants back and used a semistructured interview to collect information on the participant’s perceptions of interactive voice response call audibility, instruction clarity, interview pace, language courtesy and appropriateness, the validity of questions, and the lottery incentive. Descriptive statistics were used for the interactive voice response survey, while a framework analysis was used to analyze qualitative data.

Results: Key findings that favored interactive voice response survey participation or completion included preference for brief surveys of 10 minutes or shorter, preference for evening calls between 6 PM and 10 PM, preference for courteous language, and favorable perceptions of the lottery-type incentive. While key findings curtailing participation were suspicion about the caller's identity, unclear voice, confusing skip patterns, difficulty with the phone interface such as for selecting inappropriate digits for both ordinary and smartphones, and poor network connectivity for remote and rural participants.

Conclusions: Interactive voice response surveys should be as brief as possible and considerate of local preferences to increase completion rates. Caller credibility needs to be enhanced through either masking the caller or prior community mobilization. There is need to evaluate the preferred timing of interactive voice response calls, as the finding of evening call preference is inconclusive and might be contextual.

(JMIR Form Res 2020;4(12):e21671) doi:10.2196/21671
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Introduction

Low- and middle-income country populations suffer approximately 75% of all noncommunicable disease deaths annually (approximately 32 million deaths) [1,2]. Moreover, over 15 million of the noncommunicable disease deaths occurring in the low- and middle-income countries are premature (affecting people aged 30 to 69 years), accounting for about 85% of the global premature deaths from noncommunicable diseases [2].

The use of mobile phone surveys to collect data is expected to increase, leveraging the growing ownership of mobile phones in low- and middle-income countries, although the evidence of this utility is still limited [3,4]. Mobile phone surveys could complement existing noncommunicable disease risk factor surveys such as the World Health Organization (WHO) recommended stepwise approach for surveillance of noncommunicable diseases [5]. Interactive voice response (IVR) surveys are one type of mobile phone survey that could be used. IVR surveys use prerecorded audio files that ask participants to use the keypad on their mobile phone to answer questions. IVRs are mainly known for their use in customer service and public health work and have been used in the United States since the 1970s [6] but are also increasingly being used for continuity of patient health care beyond the hospital setting [7-9]. More recently in low- and middle-income countries, international development work has used IVRs, alongside other multimedia such as radio, with the former offering advantages for interactive reach to their audiences to stimulate behavior change [6].

IVR technology has been piloted and used mainly in health care settings in high-income countries dating back to the early 2000s [7,8], but IVR use is still limited in low- and middle-income countries [10,11]. Within high-income countries, IVR use is generally limited to exploring aspects of self-care [12,13], follow-up of patient care [7,14,15], and evaluating patient-provider interactions in clinical settings [9] but is rarely used for research or surveillance purposes [8,16,17]. Since mobile phone surveys are a relatively new methodology, particularly for low- and middle-income countries, evidence from community respondents on their perceptions on mobile phone surveys and possible reasons for taking the survey and nonresponse can contribute to better future mobile phone survey design and programming efforts.

A qualitative study [10] in Ghana that used focus groups to evaluate the experience of caregiver’s health care seeking for their sick child, based on receiving health information through an IVR, reported that all the 37 participants were naïve to IVR but held favorable perceptions about its use for symptom screening and providing guidance for care seeking. Negative perceptions included the fear for nonhuman interaction in using the IVR, a lack of familiarity with IVR, and the related cost [9,18]. Small-scale studies [19-22] have reported IVR use in low- and middle-income countries mainly for monitoring medication adherence, such as for tuberculosis and HIV. Within sub-Saharan Africa, sectors other than health, such as agriculture and social development have successfully used IVR for surveillance and community engagement [6,23].

It is unclear why some respondents complete surveillance questions using IVR and why some do not. We sought to explore user perceptions and experiences of receiving and responding to an interactive voice response mobile phone survey for noncommunicable disease risk factors, to inform the design and delivery of future surveys delivered using mobile phones.

Methods

Researcher Reflexivity

RT the first author was the interviewer for all interviews of this study, collected field notes, transcribed, and led the coding and data analysis. RT is a public health physician, a native of the country of this study. About a third of the participants were known to the researcher, while the rest were obtained through his networks.

Study Design

A qualitative study design [24] was used to elicit the experiences of participants who had completed a structured interview on noncommunicable disease risk factors using an IVR survey delivered to respondents who owned or had access to a mobile phone [16]. This entailed call-backs to all the phone numbers of respondents to the initial automated IVR survey, irrespective of their response status. Those who answered and consented to being interviewed through follow-up calls delivered by a human caller were administered an in-depth interview over the phone to explore reasons for the initial response or nonresponse.

Development and Adaptation of Survey Tools

The study deployed an adapted questionnaire based on an English-language version of questions selected by a joint team from the Johns Hopkins University, WHO, and the United States Centers for Disease Control and Prevention [16]. These questions had been derived from the WHO stepwise approach for surveillance of noncommunicable diseases survey [5], behavioral risk factor surveys [25,26], and the Tobacco Questions for Surveys [27]. The questions were adapted to the local Ugandan context and included local examples of fruits and vegetables, questions on smoking and tobacco use, alcohol consumption, physical activity, and history of checking for high blood pressure or blood glucose level. Although English is one of the official languages in Uganda, a significant portion of the population does not speak English, and in order to increase the reach of the survey, the adapted questionnaire was translated and back-translated into 3 of the 6 other major languages spoken in various regions of the country: Luganda, Runyakitara, and Luo. The 4 language versions of the questionnaire (including English) were digitally audiorecorded and loaded onto an IVR platform. The audiorecorded questionnaire had 69 items and was delivered to all participants via an IVR platform (Viamo).

The IVR platform was a software interface developed by a global social enterprise. The platform used connectivity through the local mobile network operators registered and active in Uganda and pregenerated random-digit dialing codes (such as 0777XXXXXX, or 070XXXXXXX) to dial across different
mobile network operators, with a prerecorded voice IVR. The platform used a call-in number to randomly call across the network operators to access survey participants.

This platform delivery mechanism required pretesting to assess feasibility and aspects of acceptability. The survey also informed participants of a chance to win an airtime incentive (in a lottery) after completion of the IVR, as described elsewhere [28], specifically the possibility of winning the equivalent of US $0, $1.35, or $2.70. Figure 1 summarizes the process of conducting the pilot study prior to the main mobile phone survey.

**Figure 1.** Process of IVR development and testing.

![IVR development and testing diagram](image)

**Study Population and Sample Size**

The study population comprised adults who could understand or potentially speak any of the 4 languages in which the survey was deployed. Through contacts with communities in and around Kampala, Uganda. A purposive sample of 60 volunteers, was recruited to target 15 participants for each of the 4 languages of the questionnaire. The phone contact information of each of the 60 volunteers was uploaded onto the IVR platform, which then delivered an IVR call (up to 3 call attempts per testing round, if there was no answer). For example, surveys were programmed to call out at 4 PM, then for all unanswered calls, 2 hours and 4 hours later. Any incomplete IVR surveys, following the 3 attempts were not repeated. The IVR call was followed by a human caller to all the 60 volunteering participants, irrespective of their IVR response or completion status. The purpose of the human caller was to explore participants' feedback on their experiences with the IVR encounter and perceptions about the survey. Responses were recorded from 59 participants, representing a response rate of 98.3%.

**Data Collection**

The IVR survey and interview guide were pilot tested on 3 researchers in English prior to study deployment. Thereafter, as depicted in Figure 2, IVR survey testing and qualitative interviews were conducted iteratively in 5 rounds guided by data saturation. All rounds occurred in April and May 2018. There were a minimum of 2 native speakers taking the survey in each language in each of the first 3 rounds of the survey, designed to validate any differences in opinion for the same reported finding/query from the survey. However, after 3 rounds of piloting, participants were selected purposively from within the network of the study coordinator and were not necessarily informed that they would receive a survey call, to mimic the
real-life context in which prior survey booking may be impractical.

Following survey delivery, a research assistant called each IVR call recipient using the same language in which the IVR had been delivered and asked about their perception on whether or not the IVR was audible, if the subject in the questions was clear, if the pace was right, if the language was polite and courteous, and if the questions were understandable and appeared to be relevant based on the information provided at the beginning of the survey. Respondents were also asked about the difficulties they faced in receiving and navigating the survey, for example, if the instructions for responses such as pressing phone digits were comprehended, if they felt they were in control of the survey, and if they had any other feedback for the survey team. Survey testing rounds 1 to 5 were conducted in all languages, as depicted in Table 1.

**Figure 2.** Data collection process.

**Table 1.** Characteristics of IVR survey participants (n=59).

<table>
<thead>
<tr>
<th>Respondents</th>
<th>Interactive voice response round</th>
<th>Survey status</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Luganda</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Runyakitara</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Luo</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

$^a$Cancelled or no answer.

$^b$Wrong language selected: 7/31, 22.5% (English 0; Luganda 2; Runyakitara 1; Luo 4).

**Data and Theoretical Analysis Approach**

A framework analysis, as first described by Ritchie and Spencer [29], was used to explore the themes [30] in the study related to audibility, question clarity, pacing of the study, language courtesy, and validity of questions. Framework analysis is advantageous in that it is purposive in nature (is not bounded to a specific epistemological position) guiding a researcher to identify themes that speak to specific objectives within a study, while exploring experiences within the narratives of participants [29-31]. In essence, both a priori coding from the objectives, and in vivo coding from emergent data are pursued in framework analysis [29,31]. Further to identifying themes within the study, we then explored for variability and the meaning of such divergent views using Janus-face theoretical constructs [32], thereby introducing postante codes to complement some apriori codes.

Janus-faced theory [32] (metaphorical perspective) on mobile phones was used to understand the interaction of participants with the mobile phone survey. The theory was chosen based on its simplicity for exploring distinct characteristics along the continuum from high- or low-interest regarding a naïve individual’s behavioral response while engaging with a technology [32]. We conceptualize the encounter of a naïve IVR user as likely to elicit a multiplicity of reactions, which may take the form of either acceptance or rejection of the IVR technology-interface. There were explanatory limitations for the use of potential alternative behavior change theories.
specifically, the Theory of Reasoned Action, The Theory of Planned Behavior, and the Social Exchange Theory [33-35]. Notably, the trio were limited in their assumption of and individual’s prior positive behavioral exposure, thus the choice of the Janus-faced theory [33-35].

The Janus-faces model proposed by Arnold [32] is derived from the metaphor of the Roman deity Janus who was cursed and blessed with 2 faces—each facing a different direction (backward and forward at the same time) [32,36]. The significance is that, while mobile phones and other technologies are designed and built to direct a specific purpose, in reality, a growing evidence base reports sociotechnical system of interaction findings that people’s reactions to technology, its use, and adoption can be ironic and paradoxical rather than unified and purposeful [36,37].

An example of the theory’s application to mobile phone utility and performance is presented in Figure 3. System performance criteria includes on the one-hand, issues such as call dialed, call ringing (reached), call connected, while on the other hand, it includes things such as—call failed, caller unreachable, call disconnected or dropped, which could be perceived by a user as either advantageous or not.

Ethics approvals were obtained from the Makerere University School of Public Health and the Uganda National Council for Science and Technology, while participant informed consent was embedded within the IVR. The process is published elsewhere [38].

Figure 3. Janus-faced mobile phone utility.

Results

Survey Calls

Table 1 below shows the characteristics of respondents who took the IVR survey (including the language selected) and who later were interviewed qualitatively; 59 of the respondents provided feedback to the IVR and participated in the qualitative interviews. Nearly a half of the participants were female 44% (26/59), and the age ranged between 23 to 47 years (median age was 31 years and 35 years for female and male respondents, respectively).

Qualitative Interview Findings

For the qualitative interviews, the majority of the respondents did not complete their surveys on the first attempt but rather on the second or third call attempt. However, in summary, and as depicted in Table 2, reasons that were stated for survey completion were related to the perceived credibility of the institution providing the survey (Makerere University); the fact that the survey was health-related; the clarity of questions, language, and instructions; being of short duration (10 minutes or less); and the possibility of winning an airtime incentive. On the other hand, the reasons reported for noncompletion were
related to being busy, poor network connectivity, and suspicion because of the unknown identity of the caller.

The summary findings in Table 2 are synthesized according to 6 emergent themes related to the process of IVR survey delivery: timing of the survey, call quality, language-related issues, phone type used, survey duration, network connectivity, and perceptions on the incentives. Within each of these themes, we explore the concepts of overall experience with the survey, audibility, question and language clarity, courtesy and question validity. Furthermore, we contrast successful and unsuccessful encounters, from the provider standpoint of intended survey delivery.

Table 2. Summary of themes and issues related to survey completion or non-completion.

<table>
<thead>
<tr>
<th>Theme/issue</th>
<th>Observation/comment</th>
<th>Possible impact or implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing of survey</td>
<td>Evening times between 6 PM and 10 PM were preferred.</td>
<td>Timing of IVR(^a) surveys should be evaluated for increasing reach and completion rate.</td>
</tr>
<tr>
<td>Call quality and credibility of the caller</td>
<td>Inaudibility and challenges with skip patterns compromised receiving calls. The credibility of the caller was paramount for motivating participation.</td>
<td>Platform programming should be tested and piloted for robustness prior to rolling out IVR surveys. Caller credibility should be ascertained in the IVR introduction.</td>
</tr>
<tr>
<td>Language-related issues</td>
<td>Language courtesy provided favorable IVR experiences, while wrong language selection affected validity of responses.</td>
<td>A double prompt for the selection of appropriate language is essential. Piloting should ensure courteous translations.</td>
</tr>
<tr>
<td>Phone type used</td>
<td>Both ordinary and smart phone users encountered similar challenges with IVR instructions, such as pressing the wrong digits.</td>
<td>User-technology interface is a barrier to the validity of IVR surveys, whose impact requires continuous evaluation.</td>
</tr>
<tr>
<td>Survey duration</td>
<td>Shorter realistic survey duration such as 10 minutes is preferred.</td>
<td>IVR surveys need not last longer than 10 minutes.</td>
</tr>
<tr>
<td>Mobile network connectivity</td>
<td>Rural respondents, and those located geographically distant from the Capital City had mobile connectivity challenges.</td>
<td>IVR surveys require additional strategies for reaching rural and remote populations, such oversampling.</td>
</tr>
<tr>
<td>Perceptions about the incentive</td>
<td>The lottery-type incentive for airtime was perceived favorably by participants.</td>
<td>There is need to evaluate various IVR incentive thresholds to find which one increases survey completion.</td>
</tr>
</tbody>
</table>

\(^a\)IVR: interactive voice response.

**Timing of the Survey**

Several volunteer participants preferred their surveys in the evening (between 6 PM and 10 PM local time), because they were less busy then, off their day’s commitments.

*It is very difficult for me to receive any call for a survey during the day, because I am not in charge of my schedule at work* [P4 English]

*I saw the call, it actually came in twice, but I was in the field, and I merely ignored it. Maybe next time, if you call me in the evening, I may pick the call* [P13 Runyakitara]

In general, calls that were sent in the evening within the first 2 rounds of delivery had higher response rates than those sent out during the day (9/15 compared to 4/15 of the total 20 participants in the first 2 rounds including failed calls).

Once the call got received, some encounters (participant-phone interaction) were either successful—resulting in a completed call or were unsuccessful—resulting in early termination or nonacceptance. Details of call receipt are described in the subsequent phrases.

**Call Quality and Credibility of Caller**

**Successful Encounters**

Successful call recipients were mostly those who received their calls in the evenings between 6 PM and 10 PM local time. Also, repeat calls had higher chances of acceptance compared to initial calls. Informing participants to expect the calls beforehand—although requested by some—did not seem to increase successful encounters. Also, from the final 2 rounds of the pilot, the majority of the recipients reported that a health-related survey from the Ministry of Health and Makerere University School of Public Health interested them and motivated their participation.

However, 2 participants who experienced an early termination of the survey, for unknown reasons, voiced dissatisfaction with the follow-up call because it commenced the interview afresh.

*My survey stopped abruptly, but when I received the next call introducing the same survey, it just begun afresh, and this was really disappointing. Hmmm, because it meant that I had to spend more time on your survey* [P15 Luganda]

**Unsuccessful Encounters**

Within the first round of pilot interviews, there were 4 main reported reasons for call failure, including missing calls due to
wrong timing, inaudibility, challenges with the skip pattern, and also suspicion and skepticism as to the identity of the caller for some.

Several of the volunteer participants who missed their calls, requested to receive call backs later to take the survey. At least 17/39 participants made this request. A majority of the participants took their call during the second call attempt. Several participants explained that this was because they did not have the phone with them all the time. In fact, some participants shared their phones with other members of their household.

I am at home focusing on some other chores, after work, so I had forgotten that I had an important in-coming call, I am sorry [P7 Luganda]

I saw the calls, they came in twice, but I did not know that I had to take the call. The caller number looked strange, it was not a usual call, so I thought it might be a conman from [location named], or another country [P26 Runyakitara]

Eight call recipients (2 for each different language) reported inaudible calls during the first round of the pilot survey. They all struggled to listen in to make sense of what the survey was about, irrespective of the survey language. When we scrutinized these participants, some held ordinary mobile phones, while others used smart phones. However, all of them were in a rural setting, although based on routine phone calls, the network connectivity was fine. An alteration within the platform, improved audibility with the second and subsequent rounds of the pilot survey. Two participants discussed the difficulties they encountered with skip patterns, which either altered the flow of the survey or curtailed their ability to complete the survey.

The tobacco screening question kept repeating itself, whether I pressed that I was a smoker, or not. It did not allow me to proceed to the next set of questions. Each time I punched in 1 or 3, it merely repeated the question until I was fed up and ended the survey [P9 English]

The survey kept asking me what my age was, and as an example to enter 18 on the phone’s keyboard if my age was eighteen. However, each time I entered my age, it kept on asking me the same question [P16 English]

Similarly, the initial calls for other languages other than Luo (English, Luganda, and Runyakitara) had challenges with skip patterns, such as automatically moving to the next question irrespective of the selection of a prompted answer option. These required altering from the programming side within the IVR platform, following which the challenge of skip patterns was resolved, for subsequent survey testing rounds. There were also varied experiences of IVR-mobile phone survey participation related to the language of delivery itself.

Language-Related Issues

Successful Encounters

Within the first round of the pilot survey, 2 Luo speakers reported that their survey went very well. It was audible, it was clear, the timing was appropriate, the skip patterns worked very well, and the survey was easy to comprehend.

However, none of the participants who took the survey in any of the other 3 languages of the IVR described it as courteous. On the whole, after providing feedback to the recording studio and rerecording, the second round and subsequent rounds attained the required benchmark for language courtesy, question clarity, appropriate pace, audibility, and validity as gauged from the participant’s feedback.

Unsuccessful Encounters

At least 7 respondents reported taking the survey in the wrong language which they could not comprehend, although the introduction of the IVR provided for selecting an appropriate language option. The quote below exemplifies the challenge of selecting the wrong language.

I am a Swahili speaker, but I received the survey and took it in Luganda. I am not sure if my answer options were accurate or not [P33 Luganda]

Mobile Network Connectivity

Limited clarity of survey questions was only consistently reported by participants who were in rural locations—either on the farm, in a University, or in homes that were more than 250 km distant from the Capital city. Their mobile phone survey was generally inaudible, and it self-terminated after a couple of attempts of replying. The survey team therefore interpreted this as due to poor mobile network connectivity.

Survey Duration

Three participants responding in English voiced strong opinions based on their experience with the IVR survey lasting about 10 minutes that the information about the survey’s duration in the introduction need to be altered from 20 to the realistic 10 minutes, to manage a participant’s expectations. When asked how long the survey took, the majority of the participants who had completed the survey responded:

...about ten minutes... [P7 English]

Thus, resonating well with the experiences of those voicing the concern on survey duration.

Perceptions About Study Incentives

When asked about what they thought of the method of incentive, all the participants were pleased about the promised lottery-type incentive for receiving airtime. Some also reported that it encouraged them complete the survey, as they stood a chance of winning this incentive. Furthermore, it was reported by a few that this type of incentive in research was generally new to them, but it did not really matter.
Discussion

General

This pilot survey aimed to explore the perceptions of users of and nonresponses to the survey. The key findings that favored IVR survey participation or completion included preference for short surveys of 10 minutes or shorter, preference for evening calls between 6 PM and 10 PM, preference for courteous language, caller’s credibility, and favorable perceptions of the lottery-type incentive. While key findings curtailing participation or survey completion included if the voice was unclear, skip patterns were confusing, difficulties in interfacing with the phone to complete the survey, such as erroneous selection of digits for response options on both the ordinary and smart phones, suspicion about the caller’s identity, and poor network connectivity for remote and rural participants.

Most of the participants in this study preferred their IVR calls between 6 PM and 10 PM, suggesting a preference for calls outside normal working hours. Intuitively, late evening call preference is related to a period of limited interruption from the rest of the day’s competing demands. As reported from other studies [3,39,40], from a cultural perspective, it seems disruptive to receive a call while at work, especially if conducting formal work requiring team-effort, such as teaching in class, working in an operation theatre among others. In rural places where phone-charging is rationed to locations where there is power. It could be that phones are charged during part of the day making them inaccessible to a user, while in the evening the user catches up with missed phone calls. Similarly, if a phone is shared between a couple or household members, the individual that did not have it during the day might only have access in the evening when the phone holding partner or family member returns [3,39,40].

While for the majority, audible calls that were clear were received favorably, thus offering a promise to the acceptability of the mobile phone survey, the inaudible IVR calls, and those where skip patterns had errors compromised call completion. Considering that an IVR recipient requires to first listen to the voice call then to accurately interact with the phone to complete provided instructions. A high voice quality call that has simple and clear instructions is likely to maintain a respondent’s interest. Future IVR surveys require an extensive piloting phase to ensure the qualities of voice clarity, simplicity, nonambiguity, and respondent’s motivation or captivation for guaranteeing a successful IVR survey—as evidenced from other studies in sub-Saharan Africa decrying the IVR interaction [10,18-20].

Relatedly, a major finding in this study is that the quality of call reception (both the audibility and skip patterns) was related to programming challenges. In this IVR-mobile phone survey, the audios did not require rerecording, rather, an adjustment within the platform to increase their audibility. Likewise, the skip pattern errors were rectified within the platform, rather than with the audiorecording. This goes to confirm that in a software-based interface, programming, testing, and verifying appropriateness is important before roll-out of a software mobile health program, in this case the IVR-mobile phone survey platform. Contrary to the Janus-faced theory, which anticipates varied responses for each scenario [32,36,37], for the case of errors in the platform development, the resulting unintended errors elicited laborious encounters with the IVR survey for participants. Essentially, irrespective of the participant or their phone type, it appeared that errors in IVR delivery elicited annoyance and a poor experience with the IVR. Therefore, as with all communication strategies, piloting of IVR platforms (the communication channel) is important prior to mobile phone survey delivery for ensuring the expected quality of the IVR for recipients and the appropriate delivery of the intended message.

We found that caller credibility was crucially important as a motivator for survey participation. About a third of the participants reported that this survey from the Makerere University, with the Ministry of Health motivated their interest and participation. On the other hand, there was a sense of skepticism for some regarding responding to IVR (automated voice) calls because of fears of privacy—related to capturing individual’s identity, commen—relating to potential fraud, and political interests that were unwelcome, as reported elsewhere [38]. This finding demands the prior sensitization of a community about planned research, including conducting community mobilization, an important first step in routine house-to-house surveys such as the census. Regarding IVR-mobile phone surveys, considering the competing agents using the automated voice calls for information dissemination, or mobilization, an alternative of a prior SMS text message clarifying the intent of an IVR-mobile phone survey, the planned survey timelines, and clearly stating the authority sanctioning the survey will be useful for increasing survey participation. If resources are inadequate for prior community mobilization or SMS messaging, a viable alternative might be for caller masking, such as using a label “Health Survey from Organization X” instead of an identifiable caller phone number that is unfamiliar to recipients.

Perceiving the language as courteous motivated participation and survey completion. This finding appears related to the social connectivity with one’s local language—an important aspect of communication. Since IVR survey delivery mimics a human interaction, the quality of experience is important for motivating participation and completion, as reported in a Ghanaian study [10,18]. Therefore, language courtesy should be an important attribute considered in IVR survey development, piloting, and testing, prior to roll-out. Relatedly, although infrequent in this survey, taking the survey in an inappropriate language for recipients and the appropriate delivery of the intended survey delivery for ensuring the expected quality of the IVR (the communication channel) is important prior to mobile phone survey delivery for ensuring the expected quality of the IVR for recipients and the appropriate delivery of the intended message.

Network connectivity was responsible in some instances for dropped calls. To explore the magnitude of this, a stratified
analysis (for network operators) was conducted to assess the dropped calls. Among the 4 mobile phone providers, one had higher prevalence in the rural compared to others, and their call drop rate was considerably lower. Relatively, the limited clarity of survey questions, alongside dropped calls was consistently reported by volunteers that were in rural locations—either on the farm, in a University, or in homes that are more than 250 km distant from the capital city. Their mobile phone survey was generally not too audible, and it self-terminated after a couple of attempts at talking back. We concluded that this was due to limited network connectivity. Mobile phone network coverage in Uganda is best in urban locations, likely due to economic motives of capturing high-density communities—thus depicting economies of scale. Therefore, developers and implementers of IVR surveys require strategies that capture rural populations, when representativeness is critical for answering survey objectives—such as considering oversampling of the rural remote populations.

Our finding for the preference for surveys lasting 10 minutes or shorter suggests existing competing work or leisure demands, thereby requiring shorter and precise mobile phone survey, as evidenced from the main Uganda IVR-mobile phone survey which lasted an average of 13 minutes, yet with a low completion rate of 35.2% [28]. While routine face-to-face surveys such as the Demographic and Health Survey conducted every 5 years in low- and middle-income countries may last an average of 1 hour. The absence of physical human interaction in the IVR encounter tends to remove the normative desire of avoiding disappointing the interviewer, lest the participant be judged as rude—frontstage, back-stage acting. IVR participants are in control of their survey’s continuation or termination, which might shield their fears for potential retribution. Also, the lack of human interaction negates the opportunity to negotiate the timing and duration of the IVR. Therefore, commencing the IVR might somewhat rely on the curiosity of a respondent wanting to discover what the survey is about. However, considering that the average survey duration was about 10 minutes in this pilot, and there were no complaints that it took very long, this finding strongly implies that IVRs require brevity to maintain the interest of participants.

Conclusions and Recommendations
Our findings show the willingness of participants to take an IVR survey. Key attributes of an IVR survey with promise for high uptake and completion within a multilingual context include: a preference for evening calls, of high voice quality and clear instructions, lasting 10 minutes or shorter, from a credible caller, and in a courteous language.

Findings emphasize the need for extensive platform development in the testing period to ensure stability, prior to roll-out of an IVR survey. There is need to further evaluate these attributes to increase IVR acceptability and completion rates in such settings.

It appears from our findings that both ordinary and smartphone users encounter interactive challenges with an IVR call, thus emphasizing a need for education of the community on use of IVRs. Suspicion as to the credibility of the survey authority suggests a need for caller masking. There is need for further research to explore reasons for low completion rates of IVRs compared to face-to-face surveys and whether language selection and education status affect the quality of surveys.

Study Limitations
While this study used a qualitative methodology, user perceptions on IVR and nonresponse were collected through a phone interview and were not validated physically, which within the context of the study could have introduced some sociodesirability bias; however, phone interviews are a widely accepted method in qualitative research [24].

The pilot was limited to 3 nationally representative languages in addition to English, although 4 languages would have been more representative. Being an explorative study, the nuances from the findings might apply to the rest of the country, given that the cultural context is similar.

Additionally, at least a third of the participants were known to the first author who did the recruitment. This could have positively affected participation in the IVR and the qualitative interviews. However, both procedures followed standard research ethical practice after obtaining informed consent.
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Abstract

Background: WalkIT Arizona was a 2×2 factorial trial examining the effects of goal type (adaptive versus static) and reinforcement type (immediate versus delayed) to increase moderate to vigorous physical activity (MVPA) among insufficiently active adults. The 12-month intervention combined mobile health (mHealth) technology with behavioral strategies to test scalable population-health approaches to increasing MVPA. Self-reported physical activity provided domain-specific information to help contextualize the intervention effects.

Objective: The aim of this study was to report on the secondary outcomes of self-reported walking for transportation and leisure over the course of the 12-month WalkIT intervention.

Methods: A total of 512 participants aged 19 to 60 years (n=330 [64.5%] women; n=425 [83%] Caucasian/white, n=96 [18.8%] Hispanic/Latinx) were randomized into interventions based on type of goals and reinforcements. The International Physical Activity Questionnaire-long form assessed walking for transportation and leisure at baseline, and at 6 months and 12 months of the intervention. Negative binomial hurdle models were used to examine the effects of goal and reinforcement type on (1) odds of reporting any (versus no) walking/week and (2) total reported minutes of walking/week, adjusted for neighborhood walkability and socioeconomic status. Separate analyses were conducted for transportation and leisure walking, using complete cases and multiple imputation.

Results: All intervention groups reported increased walking at 12 months relative to baseline. Effects of the intervention differed by domain: a significant three-way goal by reinforcement by time interaction was observed for total minutes of leisure walking/week, whereas time was the only significant factor that contributed to transportation walking. A sensitivity analysis indicated minimal differences between complete case analysis and multiple imputation.

Conclusions: This study is the first to report differential effects of adaptive versus static goals for self-reported walking by domain. Results support the premise that individual-level PA interventions are domain- and context-specific and may be helpful in guiding further intervention refinement.

Trial Registration: Preregistered at clinicaltrials.gov: (NCT02717663) https://clinicaltrials.gov/ct2/show/NCT02717663

International Registered Report Identifier (IRRID): RR2-10.1016/j.cct.2019.05.001

doi:10.2196/19863
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Introduction

Few adults meet the recommended physical activity (PA) guidelines, despite evidence of a strong dose-response relationship between PA and a range of health benefits, including decreased mortality [1], improved fitness, improved physical and mental functioning, and enhanced quality of life [2,3]. To date, interventions to increase PA have primarily focused on individual behavior change and had limited impact on population health [4]. Accordingly, there remains a need to develop potent interventions capable of producing an impact on a broader scale.

Mobile health (mHealth) technology provides a platform for increasing intervention reach and quickly tailoring content in response to an individual’s behavior and preferences, but it requires evidence-based and scalable interventions to improve population health. Evidence suggests that behavioral strategies (eg, goal setting, financial reinforcement, feedback on performance) tend to be more effective than cognitive strategies (eg, education, motivation enhancement, self-belief) to increase PA in adults, yet no single strategy has consistently outperformed the rest [1]. It remains unclear how behavioral components may interact with each other in multicomponent interventions.

The WalkIT Arizona trial was designed to address this gap in the literature by studying the effects of an mHealth intervention that combined two evidence-based behavioral strategies—goal setting and positive reinforcement through the use of financial incentives—on objectively measured PA [5]. This paper reports on the study’s secondary outcome: self-reported PA comprised of walking for transportation and leisure, and biking for transportation. Observational research has identified differences in the prevalence and correlates of domain-specific physical activities not otherwise captured via objective measures [6-9].

Thus, we examined intervention effects separately for transportation and leisure and for activity type (walking versus biking). Although studies suggest that participants’ reported PA is less accurate than objective measures [10,11], self-reported data provide additional context that may be useful for understanding participant behavior and guiding the refinement of interventions.

We hypothesized that there would be significant main effects of goal type and reinforcement timing consistent with previous studies: those with adaptive goals would report more PA than those with static goals [12,13], and those receiving immediate reinforcement would report more PA than those receiving delayed reinforcement [13]. We further hypothesized that we would see a combined effect of the two intervention parameters, such that participants receiving adaptive goals and immediate reinforcement would report more walking than all other intervention groups. As the intervention did not specifically target any particular domain or type of PA, we hypothesized that there would be similar effects for transportation and leisure walking, and for transportation biking.

Methods

Study Design

WalkIT Arizona was a 2×2 factorial randomized trial evaluating the effects of goal setting (adaptive versus static goals) combined with financial incentives (immediate versus delayed reinforcement) to increase moderate-to-vigorous PA (MVPA) among insufficiently active adults. Participant selection was balanced across geographic information system–measured neighborhood walkability (high/low) and socioeconomic status (high/low) at the census block group level, with recruitment balanced across calendar months to adjust for seasonal effects. These design factors were important to the broader study testing multilevel interactions between individual-level intervention components and neighborhood design factors for PA maintenance during the follow-up period. The study was powered to detect a 2.1 minute/day difference in main effects and 4.2 minute/day difference in interaction effects between groups using accelerometer-measured MVPA, with a sample size of 120 participants per group. Participants completed a 12-month intervention followed by a 12-month observational follow-up period. Self-reported data were collected at baseline and at 6, 12, 18, and 24 months. Analyses presented here were conducted following completion of the 12-month intervention. This study was approved by the local institutional review board; further study details are published elsewhere [5].

Participants

Insufficiently active adults aged 19 to 60 years (N=512) were randomized for participation between May 2016 and May 2018. Participants were screened online and via phone interview prior to attending an office visit. Inactive status was verified following a 10-day baseline period in which participants were asked to wear a wrist-worn accelerometer during their normal activities. Baseline was extended beyond the scheduled 10 days for some participants due to issues with the accelerometer, problems with the mobile app, nonadherence to accelerometer wear protocol, or illness. Participants were told they would receive one of four different PA interventions. Baseline participant characteristics are displayed in Table 1.
### Table 1. Baseline participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=512)</th>
<th>Adaptive goal + immediate reinforcement (n=128)</th>
<th>Static goal + immediate reinforcement (n=128)</th>
<th>Adaptive goal + delayed reinforcement (n=128)</th>
<th>Static goal + delayed reinforcement (n=128)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>45.5 (9.1)</td>
<td>45.6 (9.5)</td>
<td>46.0 (8.9)</td>
<td>46.7 (8.6)</td>
<td>43.5 (9.3)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>33.9 (7.1)</td>
<td>33.7 (7.3)</td>
<td>33.8 (7.3)</td>
<td>33.6 (7.0)</td>
<td>34.5 (7.6)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>330 (64.5)</td>
<td>82 (64.1)</td>
<td>80 (62.5)</td>
<td>81 (63.3)</td>
<td>87 (68.0)</td>
</tr>
</tbody>
</table>

**Race and ethnicity**, n (%)

- White: 425 (84.0), 108 (84.4), 106 (82.8), 105 (82.0), 106 (82.8)
- Black: 31 (6.1), 5 (3.9), 9 (7.0), 9 (7.0), 8 (6.3)
- American Indian or Alaskan Native: 14 (2.7), 4 (3.1), 3 (2.3), 2 (1.6), 5 (3.9)
- Asian: 12 (2.3), 4 (3.1), 3 (2.3), 3 (2.3), 2 (1.6)
- Native Hawaiian or other Pacific Islander: 7 (1.4), 3 (2.3), 1 (0.8), 2 (1.6), 1 (0.8)
- Hispanic or Latinx: 96 (18.8), 22 (17.2), 26 (20.3), 24 (18.8), 24 (18.8)
- Prefer not to answer: 32 (6.3), 5 (3.9), 8 (6.3), 10 (7.8), 9 (7.0)
- Current tobacco smoker, n (%): 26 (5.1), 3 (2.4), 10 (7.8), 5 (3.9), 8 (6.3)
- Current e-smoker, n (%): 10 (2.0), 2 (1.6), 3 (2.4), 1 (0.8), 4 (3.2)
- Married/living with partner, n (%): 346 (67.6), 82 (64.1), 85 (66.4), 93 (72.7), 86 (67.2)

**Residence type**, n (%)

- Single family house: 392 (76.6), 94 (73.4), 93 (72.7), 104 (81.3), 101 (78.9)
- Apartment: 66 (12.9), 16 (12.5), 18 (14.1), 15 (11.7), 17 (13.3)
- Years at current residence, mean (SD): 7.3 (7.4), 7.5 (7.9), 7.3 (7.5), 8.2 (7.0), 6.4 (7.1)
- Children residing in household, n (%): 251 (49.0), 61 (47.7), 61 (47.5), 64 (50.0), 65 (50.8)
- Number of children in household, mean (SD): 1.0 (1.2), 1.0 (1.2), 1.0 (1.3), 1.0 (1.3), 1.0 (1.1)
- Household income, median: $60,000-$79,999, $80,000-$99,999, $60,000-$79,999, $60,000-$99,999, $80,000-$99,999
- Education, median: College graduate, College graduate, College graduate, College graduate, College graduate
- Employed full time, n (%): 390 (76.2), 98 (76.6), 97 (75.8), 94 (73.4), 101 (78.9)
- Distance from home to work (meters), median: 16,316, 15,368, 16,718, 15,597, 16,926

---

**Intervention Components**

WalkIT Arizona intervention components have been described in detail elsewhere [5]. Briefly, participants in all four groups were provided with an activity monitor, which they were asked to wear on their wrist for 1 year, and a set of educational materials on the first intervention day. Throughout the intervention phase, participants could receive feedback via text message at any time on their accumulated MVPA minutes once they synced their activity monitor to the automated mHealth servers. All groups also received daily antecedent prompts using a pool of messages from our preliminary studies to evoke motivation, overcome barriers, remind about benefits, and provide other general health advice based on previous research. Text messaging was the primary communication channel between the mHealth system and participants. All feedback, goals, and reinforcement were communicated via this channel. In addition, participants were randomized to receive one of two types of daily goals (adaptive or static) and one of two types of financial incentives (immediate or delayed reinforcement).

**Goal Setting**

Participants allocated to the static goal group were asked to accumulate 30 minutes or more of MVPA daily throughout the 1-year intervention phase (eg, “Goal for 4/1 is 30 minutes”). A static goal of 30 minutes daily on at least 5 days per week aligns with current PA guidelines to obtain 150 minutes/week. Participants allocated to the adaptive goal group were assigned...

---

*aRace/ethnicity cumulative is greater than 100%, as participants were asked to select all that applied.*
a goal daily based on a previously tested percentile-rank algorithm [12-14]. Unlike a static goal, adaptive goals had the potential to adjust down, up, or stay the same, depending on each participant’s unique performance over the previous 9 accelerometer-measured observations (eg, “Goal for 4/1 is 7 minutes”). Each new adaptive goal was valid for the single day only. Regardless of goal type or financial reinforcement timing, participants were praised for meeting their goals (eg, “Well done! Goal met! 32 minutes today…goal for 4/2 is 15 minutes”).

Reinforcement Timing

Participants allocated to the delayed, noncontingent reinforcement group received escalating financial reinforcement on a 60-day schedule (ie, US $15 in month 2, US $30 in month 4, US $50 in month 6, US $75 in month 8, and US $95 in month 10) for participating and syncing their accelerometer. Participants allocated to the immediate reinforcement group earned points for meeting PA goals as described elsewhere [5]. For example, “Cheers, James! Goal met! 63 minutes yesterday. Reward points=100! Balance is 400 points. Goal for 7/1 is 35 minutes.” Points were worth US $0.01, and participants in the immediate reinforcement group were sent e-gift cards each time they accumulated US $5.00, since this was the minimum denomination for most gift cards. Participants in both the immediate and delayed reinforcement groups could select from a catalog of available e-gift card retailers (eg, Amazon, Target, Sephora, Home Depot, Walmart, Starbucks, etc) available from Tango Inc and change their selection at any time. E-gift cards were sent to participants using our automated mHealth system that was online 24 hours/day, 365 days per year.

Measures

Self-reported PA was assessed using sections 2, 4, and 5 of the International Physical Activity Questionnaire (IPAQ)-long form. The IPAQ was part of a larger battery of self-reported measures given at baseline, 6 months, and 12 months. Total self-reported minutes of walking per week were calculated separately for transportation and leisure domains; total self-reported minutes of biking per week were collected for transportation only using IPAQ scoring guidelines. The IPAQ has demonstrated comparable reliability and validity with other self-reported measures of PA [15] and provided an opportunity to examine changes to domain-specific physical activities not otherwise captured via objective measures.

Demographic information was collected via self-report at screening and baseline. Categories for assessing gender, race, and ethnicity were based on National Institutes of Health guidelines. Participants also reported their date of birth, education, marital status, residence type (single family house, apartment), number of adults and children in the household, and years residing at the current address.

Statistical Analyses

A generalized linear mixed model approach was used to examine intervention effects across treatment groups. Model selection was guided by distributional properties of outcome data. The outcome was total minutes of self-reported PA: time spent walking in the last week was computed separately for transportation and leisure, while time spent biking was limited to the transportation domain. All data distributions were positively skewed, with a relatively large number of zero values at each time point. We determined that hurdle models provided a better conceptual fit than zero-inflation models, as zero values could only result from remaining inactive during the intervention. Hurdle models contain two parts: a binary logit model, or hurdle, which estimated the likelihood of participants reporting 0 minutes/week of activity, and a truncated count regression model, which estimated the total number of reported minutes of activity in the last week (for those reporting values greater than 0). All count models were truncated at zero and used a negative binomial distribution to address overdispersion of data. Separate analyses were used to examine PA by activity type (walking versus biking) and domain (transportation versus leisure).

Negative binomial hurdle (NBH) models provided a nuanced examination of differences across intervention groups by activity type and domain. NBH models tested main effects and interactions among intervention parameters (goal type, reinforcement timing, time) with a random intercept allowed to vary by participant. Models 1 and 2 examined two-way interactions and included the third intervention parameter (ie, goal type or reinforcement timing) as a covariate. Model 3 examined a three-way goal by reinforcement by time interaction but had less power due to the additional interaction term. Time was specified as an ordered factor to allow for examination of linear and quadratic trends over the course of the intervention, as intervention components were assumed to have nonlinear effects at the individual level. All models were adjusted for census block-level socioeconomic status and neighborhood walkability since these factors were part of the broader research design. Predictor variables were kept consistent for hurdle and count models. All models were estimated using the generalized linear mixed models using template model builder (glmmTMB) package in R [16] and utilized the truncated_nbinom2 family for error distribution.

As glmmTMB models are estimated using only complete cases, we conducted a sensitivity analysis to examine the impact of missing data. Original analyses were compared to models estimated using (1) baseline values carried forward and (2) multiple imputation. Multiple imputation was performed using the multivariate imputation by chained equations (MICE) package [17] with 12 iterations, corresponding to the percentage of missing data [18]. Effects were pooled separately for count and hurdle models. The effects package [19,20] was used to visualize interactions.

Results

Participant flow is depicted in Figure 1. Participants reported a similar pattern of unadjusted walking activity across intervention groups: both leisure and transportation walking time increased from baseline to 6 months, then decreased from 6 months to 12 months. Across groups, reported walking time at 12 months remained greater than baseline for both leisure ($F_{1.9,764.5}^{}=35.79$; $P<.001$; partial eta-square=0.08) and transportation ($F_{1.6,653.7}=15.63$; $P<.001$; partial eta-square=0.04). Biking for transportation was reported by a small subset of participants at
each time point. Mean reported transportation biking for the entire sample showed a nonsignificant increase from baseline to 12 months; the trajectory of unadjusted transportation biking varied by intervention group. Participants with at least 1 missing self-reported PA data point (121/512, 23.6%) were more likely to report living with a partner but did not significantly differ from those with complete data on any other demographic characteristic. Split violin plots comparing the distribution of self-reported walking time by goal and reinforcement type are depicted in Figure 2. Mean self-reported PA times by intervention group, activity type, and domain are shown in Table 2.

Figure 1. Participant flow.
**Figure 2.** Split violin plots showing distribution of self-reported walking at baseline (BL), 6 months (6M), and 12 months (12M). Horizontal lines indicate 25th, 50th, and 75th percentiles computed from density estimates.
<table>
<thead>
<tr>
<th>Self-reported physical activity</th>
<th>Total (N=512)</th>
<th>Adaptive goal + immediate reinforcement (n=128)</th>
<th>Static goal + immediate reinforcement (n=128)</th>
<th>Adaptive goal + delayed reinforcement (n=128)</th>
<th>Static goal + delayed reinforcement (n=128)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Leisure walking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meana (SD)</td>
<td>45.3 (77.0)</td>
<td>41.1 (93.5)</td>
<td>36.6 (61.7)</td>
<td>37.9 (87.6)</td>
<td>53.3 (115.0)</td>
</tr>
<tr>
<td>Reported &gt;0 minb, n (%)c</td>
<td>296 (57.8)</td>
<td>73 (57.0)</td>
<td>75 (58.6)</td>
<td>70 (54.7)</td>
<td>78 (60.9)</td>
</tr>
<tr>
<td><strong>6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>97.3 (128.2)</td>
<td>78.7 (155.2)</td>
<td>102.6 (196.2)</td>
<td>80.1 (170.6)</td>
<td>80.1 (100.8)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>331 (76.6)</td>
<td>80 (20.0)</td>
<td>79 (71.2)</td>
<td>91 (80.5)</td>
<td>81 (75.0)</td>
</tr>
<tr>
<td><strong>12 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>89.8 (110.3)</td>
<td>78.0 (113.0)</td>
<td>65.7 (87.9)</td>
<td>58.5 (92.4)</td>
<td>58.0 (78.7)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>329 (78.7)</td>
<td>76 (79.2)</td>
<td>79 (76.0)</td>
<td>95 (83.3)</td>
<td>79 (76.0)</td>
</tr>
<tr>
<td><strong>Transportation walking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>42.2 (91.4)</td>
<td>40.2 (51.5)</td>
<td>38.0 (48.9)</td>
<td>39.4 (62.1)</td>
<td>63.4 (120.6)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>297 (58.0)</td>
<td>76 (59.4)</td>
<td>73 (57.0)</td>
<td>67 (52.3)</td>
<td>81 (63.3)</td>
</tr>
<tr>
<td><strong>6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>85.5 (160.0)</td>
<td>93.2 (113.5)</td>
<td>117.6 (155.7)</td>
<td>92.9 (126.2)</td>
<td>84.9 (110.0)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>305 (70.0)</td>
<td>67 (66.3)</td>
<td>80 (71.4)</td>
<td>77 (67.0)</td>
<td>81 (75.0)</td>
</tr>
<tr>
<td><strong>12 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>64.6 (93.4)</td>
<td>83.8 (95.6)</td>
<td>102.2 (133.1)</td>
<td>86.8 (102.2)</td>
<td>86.4 (106.9)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>296 (70.6)</td>
<td>67 (69.8)</td>
<td>74 (71.2)</td>
<td>78 (67.8)</td>
<td>77 (74.0)</td>
</tr>
<tr>
<td><strong>Transportation biking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.6 (25.8)</td>
<td>9.3 (43.1)</td>
<td>4.9 (23.2)</td>
<td>2.9 (11.1)</td>
<td>1.0 (9.4)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>33 (6.4)</td>
<td>12 (9.1)</td>
<td>9 (6.9)</td>
<td>9 (7.0)</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td><strong>6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.4 (29.2)</td>
<td>5.5 (22.8)</td>
<td>4.2 (22.9)</td>
<td>4.5 (18.6)</td>
<td>7.7 (45.5)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>33 (7.5)</td>
<td>11 (10.6)</td>
<td>6 (5.3)</td>
<td>10 (8.7)</td>
<td>6 (5.6)</td>
</tr>
<tr>
<td><strong>12 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.6 (25.7)</td>
<td>3.9 (17.0)</td>
<td>2.6 (10.8)</td>
<td>9.9 (35.8)</td>
<td>5.4 (29.5)</td>
</tr>
<tr>
<td>Reported &gt;0 min, n (%)</td>
<td>34 (8.0)</td>
<td>6 (6.1)</td>
<td>9 (8.5)</td>
<td>13 (11.3)</td>
<td>6 (5.8)</td>
</tr>
</tbody>
</table>

aCalculated means include respondents reporting no physical activity (ie, 0 minutes).
bmin: minutes.
cPercentages are based on total number of participant responses received for each time point.

The subheadings below indicate the interaction specified in NBH models, with other remaining parameters entered as covariates. As sensitivity analysis revealed little impact of missing data, the results discussed below are for complete cases; model parameters using multiple imputation are presented in Multimedia Appendices 1 to 6. Any differences between complete case analysis and multiple imputation results are noted below.

**Leisure Walking**

**Model 1: Goal by Time**

The overall proportion of participants reporting any (versus no) leisure walking increased from 57.8% (296/512) at baseline to 78.7% (329/418) at 12 months, as shown in Table 2. NBH model results are displayed as odds and risk ratios in Multimedia Appendix 7. For the hurdle model, participants with static goals had greater odds of reporting any (versus no) leisure walking.
at baseline, whereas those with adaptive goals had greater odds of reporting any (versus no) leisure walking at 6 and 12 months, although this interaction was nonsignificant (P=.08). For the count model, consisting only of participants who reported leisure walking, those who received adaptive goals reported 17% fewer minutes of leisure walking compared to those with static goals (95% CI 0.72-0.95). Lack of a significant goal by time interaction indicated that leisure walking did not differ by goal type across time points.

**Model 2: Reinforcement by Time**

NBH model results displaying odds and risk ratios are shown in Multimedia Appendix 8. For the hurdle model, there was no difference in the odds of reporting any (versus no) leisure walking based on reinforcement type, nor was there any significant goal by time interaction effect. For the count model, consisting only of participants who reported leisure walking, there was a significant reinforcement by time interaction, indicating both linear (risk ratio [RR]=1.22, 95% CI 1.02-1.46) and quadratic (RR=0.79, 95% CI 0.67-0.94) effects. As shown in Figure 3, while all participants reported increased leisure walking time from baseline to 6 months, this increase was greater among participants who received immediate compared with delayed reinforcement. From 6 to 12 months, those with immediate reinforcement reported a decrease in time spent walking for leisure, whereas those with static reinforcement reported a very slight increase.

**Model 3: Goal by Reinforcement by Time**

Conditional estimates for an NBH model testing a three-way goal by reinforcement by time interaction and nested two-way interactions for leisure walking are displayed in Table 3. For the hurdle model, the results mirrored model 1: participants with static goals had greater odds of reporting any leisure walking at baseline, whereas those with adaptive goals had greater odds of reporting any leisure walking at 6 and 12 months, although this goal by time interaction was nonsignificant (P=.07). For the count model, which consisted only of participants who endorsed leisure walking, the mean reported time was 96.84 minutes/week (95% CI 81.65-114.84). Figure 4 shows a significant three-way interaction in which the reinforcement timing by linear time interaction effect varied significantly by goal type (RR=0.68, 95% CI 0.48-0.97).
Table 3. Negative binomial hurdle model examining goal by reinforcement by time (model 3) for leisure walking.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Zero hurdle model</th>
<th>Count model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^b,c) (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.45 (2.30-5.18)</td>
<td>&lt;.001****</td>
</tr>
<tr>
<td>Socioeconomic status block (high)</td>
<td>0.82 (0.60-1.12)</td>
<td>.165</td>
</tr>
<tr>
<td>Walkability block (high)</td>
<td>0.94 (0.69-1.29)</td>
<td>.641</td>
</tr>
<tr>
<td>Goal (adaptive)</td>
<td>1.15 (0.74-1.80)</td>
<td>.540</td>
</tr>
<tr>
<td>Reinforcement (immediate)</td>
<td>0.88 (0.57-1.37)</td>
<td>.512</td>
</tr>
<tr>
<td>Time: linear</td>
<td>1.80 (1.15-2.81)</td>
<td>.009****</td>
</tr>
<tr>
<td>Time: quadratic</td>
<td>0.70 (0.43-1.11)</td>
<td>.129</td>
</tr>
<tr>
<td>Goal by time: linear</td>
<td>1.79 (0.95-3.39)</td>
<td>.073*</td>
</tr>
<tr>
<td>Goal by time: quadratic</td>
<td>0.90 (0.46-1.79)</td>
<td>.771</td>
</tr>
<tr>
<td>Reinforcement by time: linear</td>
<td>1.07 (0.57-2.02)</td>
<td>.875</td>
</tr>
<tr>
<td>Reinforcement by time: quadratic</td>
<td>1.14 (0.60-2.20)</td>
<td>.678</td>
</tr>
<tr>
<td>Goal by reinforcement</td>
<td>1.07 (0.57-2.00)</td>
<td>.746</td>
</tr>
<tr>
<td>Goal by reinforcement by time: linear</td>
<td>0.69 (0.28-1.71)</td>
<td>.465</td>
</tr>
<tr>
<td>Goal by reinforcement by time: quadratic</td>
<td>0.80 (0.31-2.08)</td>
<td>.711</td>
</tr>
</tbody>
</table>

\(^a\)Referent groups for parameters are listed in parentheses.
\(^b\)Odds ratio (OR) reflects the odds of reporting any leisure walking (versus none).
\(^c\)OR, risk ratio (RR), and 95% CI are exponentiated coefficients of conditional estimates.
\(^d\)RR reflects the proportional increase (values >1) or decrease (values <1) in non-zero leisure walking minutes/week associated with a one unit change in the predictor.

\(*P<.1\)
\(**P<.05,\)
\(***P<.01,\)
\(****P<.001.\)

Figure 4. Goal by reinforcement by time interaction in negative binomial count model 3 for leisure walking at baseline (BL), 6 months (6M), and 12 months (12M).
Transportation Walking

Model 1: Goal by Time

The overall proportion of participants reporting any (versus no) transportation walking increased from 58.0% (297/512) at baseline to 70.6% (296/419) at 12 months, as shown in Table 2. NBH model results are displayed as odds and risk ratios in Multimedia Appendix 9. For the hurdle model, there was no significant difference in odds of reporting any transportation walking by goal type, nor were there any significant goal by time interaction effects. For the count model, which consisted only of participants who reported transportation walking, there were no significant differences in reported transportation walking time by goal type, nor were there any significant goal by time interaction effects.

Model 2: Reinforcement by Time

NBH model results are shown as odds and risk ratios in Multimedia Appendix 10. For the hurdle model, there was no significant difference in odds of reporting any transportation walking by reinforcement type, nor was there any significant reinforcement by time interaction effect. For the count model, which consisted only of participants who endorsed transportation walking, time spent walking for transportation did not differ by reinforcement type. As shown in Figure 5, there was a significant reinforcement by time interaction such that participants with immediate reinforcements outperformed those with delayed reinforcements, with a greater increase in transportation walking from baseline to 6 months, and a smaller decrease from 6 to 12 months. However, this effect was no longer significant in multiple imputation analysis ($P=.07$).

Figure 5. Reinforcement by time interaction in negative binomial count model 2 for transportation walking at baseline (BL), 6 months (6M), and 12 months (12M).

Model 3: Goal by Reinforcement by Time

Conditional estimates for an NBH model testing a three-way goal by reinforcement by time interaction and nested two-way interactions for transportation walking are shown in Table 4. For the hurdle model, there were no independent or interaction effects for goal type or reinforcement timing on odds of reporting any (versus no) transportation walking. Among participants who endorsed transportation walking in the count model, mean reported time was 81.98 minutes/week (95% CI 66.04-101.77). There were no significant independent or interaction effects for goal type or reinforcement timing on reported transportation walking minutes/week.
Table 4. Negative binomial hurdle model examining goal by reinforcement by time (model 3) for transportation walking.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Zero hurdle model</th>
<th>Count model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^b,c) (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.00 (1.80-4.98)</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Socioeconomic status block (high)</td>
<td>0.79 (0.54-1.17)</td>
<td>.240</td>
</tr>
<tr>
<td>Walkability block (high)</td>
<td>1.83 (1.23-2.71)</td>
<td>.003**</td>
</tr>
<tr>
<td>Goal (adaptive)</td>
<td>0.65 (0.37-1.13)</td>
<td>.132</td>
</tr>
<tr>
<td>Reinforcement (immediate)</td>
<td>0.81 (0.46-1.43)</td>
<td>.417</td>
</tr>
<tr>
<td>Time: linear</td>
<td>1.67 (1.03-2.72)</td>
<td>.038*</td>
</tr>
<tr>
<td>Time: quadratic</td>
<td>0.75 (0.45-1.25)</td>
<td>.270</td>
</tr>
<tr>
<td>Goal by time: linear</td>
<td>1.24 (0.64-2.41)</td>
<td>.526</td>
</tr>
<tr>
<td>Goal by time: quadratic</td>
<td>0.81 (0.40-1.64)</td>
<td>.557</td>
</tr>
<tr>
<td>Reinforcement by time: linear</td>
<td>1.13 (0.58-2.22)</td>
<td>.745</td>
</tr>
<tr>
<td>Reinforcement by time: quadratic</td>
<td>0.79 (0.39-1.63)</td>
<td>.545</td>
</tr>
<tr>
<td>Goal by reinforcement</td>
<td>1.39 (0.63-3.06)</td>
<td>.299</td>
</tr>
<tr>
<td>Goal by reinforcement by time: linear</td>
<td>0.67 (0.26-1.75)</td>
<td>.416</td>
</tr>
<tr>
<td>Goal by reinforcement by time: quadratic</td>
<td>1.72 (0.63-4.70)</td>
<td>.292</td>
</tr>
</tbody>
</table>

\(^a\)Referent groups for parameters are listed in parentheses.
\(^b\)Odds ratio (OR) reflects the odds of reporting any leisure walking (versus none).
\(^c\)OR, risk ratio (RR), and 95% CI are exponentiated coefficients of conditional estimates.
\(^d\)RR reflects the proportional increase (values >1) or decrease (values <1) in non-zero transportation walking minutes/week associated with a one unit change in the predictor.

\(*P<.05.\)

\(**P<.01.\)

\(***P<.001.\)

**Transportation Biking**

**Model 1: Goal by Time**

The overall proportion of participants reporting any (versus no) transportation biking increased from 6.4% (33/512) at baseline to 8.0% (34/425) at 12 months, as shown in Table 2. NBH model results are displayed as odds and risk ratios in Multimedia Appendix 11. For the hurdle model, there was no significant difference in odds of reporting any transportation biking by goal type, nor was there any significant goal by time interaction effect. For the count model, which consisted only of participants who reported transportation biking, there was no significant difference in reported transportation biking time by goal type. There was a significant goal by time interaction such that participants with static goals reported more transportation biking than those with adaptive goals at baseline and 6 months, whereas participants with adaptive goals reported more transportation biking than those with static goals at 12 months, as shown in Figure 6.
Figure 6. Goal by time interaction in negative binomial count model 1 for transportation biking at baseline (BL), 6 months (6M), and 12 months (12M).

Model 2: Reinforcement by Time

NBH model results are shown as odds and risk ratios in Multimedia Appendix 12. For the hurdle model, there was no significant difference in odds of reporting any transportation biking by reinforcement type, nor was there any significant reinforcement by time interaction effect. For the count model, which consisted only of participants who endorsed transportation biking, there was no significant difference in transportation biking by reinforcement type. There was a significant reinforcement by time interaction such that participants with immediate reinforcement reported more transportation biking than those with delayed reinforcement at baseline, whereas participants with delayed reinforcement reported more transportation biking than those with immediate reinforcement at 6 and 12 months, as shown in Figure 7.

Figure 7. Reinforcement by time interaction in negative binomial count model 2 for transportation biking at baseline (BL), 6 months (6M), and 12 months (12M).
**Model 3: Goal by Reinforcement by Time**

Conditional estimates for an NBH model testing a three-way goal by reinforcement by time interaction and nested two-way interactions for transportation biking are shown in Table 5. For the hurdle model, there was no independent effect of goal or reinforcement type on odds of reporting any (versus no) transportation biking. There was a significant three-way interaction for the hurdle model such that likelihood of reporting any biking varied over time by reinforcement and goal type, as shown in Figure 8. Among participants who endorsed transportation biking in the count model, the mean reported time was 53.31 minutes/week (95% CI 30.19-94.14). There were no significant independent effects of goal or reinforcement type on transportation biking minutes/week. There was a significant three-way interaction for the count model, such that the effect of reinforcement differed by goal and time (RR=3.79, 95% CI 1.71-8.40). As shown in Figure 9, participants with delayed reinforcement and static goals reported the greatest increase in transportation biking from baseline to 12 months, whereas those with immediate reinforcement and static goals were the only group to report a decrease in transportation biking time. Immediate reinforcement had the opposite effect from 6 to 12 months among participants with adaptive goals.

**Figure 8.** Goal by reinforcement by time interaction for negative binomial hurdle model 3 for transportation biking at baseline (BL), 6 months (6M), and 12 months (12M).
Figure 9. Goal by reinforcement by time interaction in negative binomial count model 3 for transportation biking at baseline (BL), 6 months (6M), and 12 months (12M).

Table 5. Negative binomial hurdle model examining goal by reinforcement by time (model 3) for transportation biking.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Zero hurdle model</th>
<th></th>
<th>Count model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR^{b,c} (95% CI)</td>
<td>P value</td>
<td>RR^{d} (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.016 (0.00002-0.001)</td>
<td>&lt;.001****</td>
<td>53.31 (30.19-94.14)</td>
<td>&lt;.001****</td>
</tr>
<tr>
<td>Socioeconomic status block (high)</td>
<td>1.32 (0.40-4.36)</td>
<td>.651</td>
<td>0.74 (0.52-1.06)</td>
<td>.104</td>
</tr>
<tr>
<td>Walkability block (high)</td>
<td>0.85 (0.26-2.79)</td>
<td>.794</td>
<td>1.30 (0.91-1.85)</td>
<td>.151</td>
</tr>
<tr>
<td>Goal (adaptive)</td>
<td>3.87 (0.57-26.16)</td>
<td>.165</td>
<td>0.96 (0.56-1.66)</td>
<td>.895</td>
</tr>
<tr>
<td>Reinforcement (immediate)</td>
<td>2.25 (0.30-16.93)</td>
<td>.432</td>
<td>0.82 (0.45-1.47)</td>
<td>.496</td>
</tr>
<tr>
<td>Time: linear</td>
<td>10.22 (1.27-82.43)</td>
<td>.029**</td>
<td>2.26 (1.38-3.69)</td>
<td>.001***</td>
</tr>
<tr>
<td>Time: quadratic</td>
<td>0.39 (0.08-1.95)</td>
<td>.250</td>
<td>0.67 (0.44-1.01)</td>
<td>.055</td>
</tr>
<tr>
<td>Goal by time: linear</td>
<td>0.21 (0.02-2.05)</td>
<td>.182</td>
<td>0.58 (0.32-1.06)</td>
<td>.076</td>
</tr>
<tr>
<td>Goal by time: quadratic</td>
<td>2.68 (0.42-17.12)</td>
<td>.297</td>
<td>1.84 (1.05-3.23)</td>
<td>.034**</td>
</tr>
<tr>
<td>Reinforcement by time: linear</td>
<td>0.17 (0.02-1.85)</td>
<td>.147</td>
<td>0.32 (0.18-0.59)</td>
<td>&lt;.001****</td>
</tr>
<tr>
<td>Reinforcement by time: quadratic</td>
<td>5.10 (0.67-39.07)</td>
<td>.117</td>
<td>1.16 (0.68-1.99)</td>
<td>.590</td>
</tr>
<tr>
<td>Goal by reinforcement</td>
<td>0.36 (0.03-4.69)</td>
<td>.436</td>
<td>1.19 (0.57-2.49)</td>
<td>.637</td>
</tr>
<tr>
<td>Goal by reinforcement by time: linear</td>
<td>1.91 (0.12-29.97)</td>
<td>.645</td>
<td>3.79 (1.71-8.40)</td>
<td>.001***</td>
</tr>
<tr>
<td>Goal by reinforcement by time: quadratic</td>
<td>0.08 (0.01-0.99)</td>
<td>.049**</td>
<td>0.82 (0.39-1.70)</td>
<td>.588</td>
</tr>
</tbody>
</table>

^{a}Referent groups for parameters are listed in parentheses.

^{b}Odds ratio (OR) reflects the odds of reporting any leisure walking (versus none).

^{c}OR, risk ratio (RR), and 95% CI are exponentiated coefficients of conditional estimates.

^{d}RR reflects the proportional increase (values >1) or decrease (values <1) in non-zero transportation biking minutes/week associated with a one unit change in the predictor.

*P<.1.

*P<.05.

**P<.01.

***P<.001.
Discussion

Principal Findings

This study reported the secondary outcomes of the WalkIT Arizona trial, a 12-month mHealth intervention combining goal setting (adaptive versus static goals) with financial reinforcement (immediate versus delayed) to increase PA among insufficiently active adults. Analyses examined differences in self-reported PA by intervention group, activity type (walking, biking), and activity domain (transportation, leisure). It is notable that only a small subset of participants (no more than 8% of the sample at any time point) reported biking, which was limited to the transportation domain. While walking was an activity readily accessible to all participants, biking required additional equipment and skills, including perceived comfort and safety while riding. Biking for transportation likely also required additional planning with regard to route, weather, and storage. For these reasons, we have focused our discussion on walking, as these findings represent a larger proportion of the study sample and are more likely to be generalizable.

All intervention groups reported greater time walking at 12 months relative to baseline for both leisure and transportation, with differences in the trajectory of walking time observed by group and domain. Closer examination of effects using NBH count models indicated differences in duration of walking time by domain: the independent effect of goal (model 1), a reinforcement by time interaction (models 2 and 3), and a three-way goal by reinforcement by time interaction (model 3) were only significant for leisure walking. Time was the only significant independent factor contributing to the count model for reported transportation walking in both complete case and multiple imputation analyses. Prior studies that have shown this effect for goal type [12,13] have utilized objective data to capture MVPA. This study is the first to report differential effects of adaptive versus static goals for self-reported walking domains.

Although the WalkIT Arizona intervention did not target any specific domain of activity, differential effects were observed for transportation and leisure walking, and our hypotheses regarding similar intervention effects across leisure and transportation domains were not supported. However, these findings show that adaptive goals alone were similarly effective to static goals at increasing reported leisure and transportation activities over time. Immediate reinforcement alone or combined with goal setting were more effective than delayed reinforcement at increasing leisure walking at 12 months but not transportation-related walking. It is possible that immediate financial reinforcement is a stronger intervention stimulus to promote leisure walking than delayed reinforcement, but not a strong enough stimulus to overcome barriers (eg, low walkability) to adopting transportation walking. While we adjusted models for block-level walkability, we did not account for distance between participants’ home and work, or walkability surrounding their workplace. These factors may further explain some of our findings, as this study occurred in a large, sprawling metropolitan area. These results support the premise that individual-level PA interventions are domain- and context specific and could be helpful in guiding further multilevel intervention refinement.

It is interesting to compare these findings with primary study outcomes that utilized accelerometer-measured MVPA. In primary analyses, a main effect of goal type was significant such that those with adaptive goals had a greater probability of initiating any MVPA bout minutes/day (versus none), whereas a main effect of reinforcement was significant such that immediate reinforcement was more successful at increasing total MVPA bout minutes/day. Interactions between goal type and reinforcement timing on MVPA bout minutes/day indicated that the group with adaptive goals combined with immediate reinforcement outperformed other groups, except for the group with static goals combined with immediate reinforcement. Analyses with self-reported data also indicated differences between hurdle and count models, although these findings were less robust. For hurdle models, a goal by time effect was observed only for leisure walking and was nonsignificant. Count models showed a main effect for goal type favoring static goals and a main effect for reinforcement timing favoring immediate reinforcement, as well as a goal by reinforcement by time interaction supporting static or adaptive goals combined with immediate reinforcement. These results were also only significant for leisure walking. There were no significant effects of intervention parameters for reported minutes of transportation walking; an observed reinforcement by time interaction was no longer significant in multiple imputation analyses.

Our registered secondary aim referred to self-reported PA as measured by the IPAQ but was not specific to walking or cycling. Although self-reported PA may be less accurate than objective data, the examination of domain-specific PA (eg, transportation versus leisure walking) provides a better conceptual alignment and allows for a more comprehensive understanding of participant behavior within a walking intervention, which may be useful in guiding intervention refinement. The WalkIT Arizona intervention maintained a broad focus on increasing ambulatory activities at a moderate intensity or greater. While there was little difference in the proportion of participants who endorsed any walking for leisure versus transportation, reported duration of walking increased significantly more for leisure walking than transportation walking at 12 months. These findings are consistent with prior studies indicating the prevalence and correlates of leisure walking differ from those of transportation walking [7,8,21,22]. Some studies have suggested that gender may impact the domain of activity, with women being more likely to report walking for leisure and men to report walking for transportation, despite no gender difference observed in total walking for any purpose [6]. The fact that 64.5% (330/512) of the current sample were women may have contributed to a greater increase in leisure walking compared with transportation walking. Other research has noted that leisure walking tends to increase with age [22], while attributes of the built environment (eg, walkability) have consistently been shown to impact transportation walking more than leisure walking. These latter points may suggest greater flexibility with leisure walking, suggesting this domain may be more receptive to change with these individual-level intervention components. As such, an mHealth intervention utilizing goals...
and reinforcement, without intervening on walking destinations and access to transit, was less effective at increasing transportation PA.

**Study Limitations**
The reported findings should be considered in the context of several limitations. As this study reported on secondary outcomes, the WalkIT Arizona trial was powered to detect effects using accelerometer data and not self-reported PA, which has greater variability. We elected to examine main effects of parameter by time using two-way interactions in models 1 and 2, as these models had greater power than model 3, which included a third interaction term. Lack of power may have also contributed to differences in findings between these analyses and the primary outcomes. Concerns have also been raised regarding the accuracy and sensitivity of self-reported PA, as correlations with objective measures tend to be low to moderate [11]. However, self-reported PA offered a unique opportunity to capture the context of participants walking activity, an aspect not readily accessible through objective measures in this study. Notably, self-reported PA was collected at only three time points that inquired about behavior over the previous week and may not necessarily have reflected more nuanced variability in PA over the course of the intervention. We used an intent-to-treat approach to preserve randomization and performed a sensitivity analysis comparing complete cases to multiple imputation. Results from complete case analysis and multiple imputation analyses were more consistent for leisure walking than for transportation walking.

**Conclusion**
This is the first study to report differential effects of adaptive versus static goals and immediate versus delayed reinforcement for self-reported walking by domain. Despite limited power for these secondary analyses, the results support the premise that individual-level PA interventions are domain- and context-specific. This information may be helpful in guiding intervention refinement and increasing generalizability to other populations.
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Abstract

Background: Tobacco use is disproportionately higher in people who smoke cannabis than in the general population, increasing the severity of dependence for cannabis use, decreasing the likelihood of successful quit attempts for both cannabis and tobacco, and increasing the risk of relapse for both substances. Opportunities to address tobacco use in people using cannabis are being missed.

Objective: This study aims to investigate the feasibility of engaging tobacco smokers who were accessing treatment for cannabis, with a tobacco-focused internet-based Healthy Lifestyle Program (iHeLP; 4 modules). It was hypothesized that iHeLP completion would be associated with decreases in tobacco use and improved quality of life (QoL) and psychological health. It was also hypothesized that iHeLP completion would be higher in those who additionally received telephone support. Given that iHeLP aimed to improve healthy lifestyle behaviors, it was also hypothesized that there would be reductions in cannabis use.

Methods: A total of 13 smokers seeking treatment for cannabis use were randomly allocated to iHeLP alone or iHeLP plus telephone support. Participants were engaged in iHeLP over 8 weeks and completed a 12-week follow-up assessment.

Results: Results from 10 participants who completed the follow-up indicated that the acceptability of iHeLP was high—very high in terms of general satisfaction, appropriateness of services, effectiveness, and met need. Additional telephone support increased modal module completion rates for iHeLP from 0 to 2 but did not provide any other significant advantages over iHeLP alone in terms of cannabis use, tobacco use, QoL, or psychological health. Participants in the iHeLP-alone condition (n=4) reported a mean reduction of 5.5 (SD 9.00) tobacco cigarettes per day between baseline and follow-up, with a concomitant mean reduction in expired carbon monoxide (CO) of 5.5 parts per million (ppm, SD 6.91). The iHeLP plus telephone support group (n=6) reported a mean reduction of 1.13 (SD 4.88) tobacco cigarettes per day and a mean reduction of 9.337 ppm of expired CO (SD 5.65). A urinalysis indicated that abstinence from cannabis was achieved by 2 participants in the iHeLP-alone group and three participants in the iHeLP plus telephone support group. Between baseline and follow-up assessments, iHeLP-alone participants reported a mean reduction in days of use of cannabis in the prior month of 6.17 days (SD 13.30). The average reduction in the number of days of cannabis use for the iHeLP plus telephone support group was also 6.17 days (SD 13.59).

Conclusions: Despite the small sample size, this study provides preliminary support for the use of internet-delivered, tobacco-focused interventions in tobacco smokers seeking treatment for cannabis use.

(JMIR Form Res 2020;4(12):e14344) doi:10.2196/14344
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Introduction

Cannabis is the most widely used illicit drug in the world [1], with up to 227 million people worldwide reporting the use of cannabis [2]. Australia has one of the highest rates of cannabis use in the world, with 10% of Australians older than 14 years reporting the use of cannabis in the previous 12 months [3].

Tobacco is another commonly used substance worldwide. It is estimated that in 2015, 21% of the adult population smoked tobacco in that year [4]. In Australia, 12.8% of people aged older than 14 years smoke tobacco, a reduction from 15.1% in 2010 [3]. Despite this, a number of subgroups in the Australian population still report relatively high rates of tobacco use. One such subgroup is the substance-using treatment-seeking population, with concurrent tobacco use estimates ranging from 74% to 100% [5].

There are generally high rates of tobacco smoking in people who smoke cannabis, including both concurrent and simultaneous uses. It is estimated that 50% of adults with cannabis use disorders are currently smoking tobacco, increasing a number of risks. Rates of dependence on cannabis when smoking tobacco are higher than when smoking cannabis only [6-8]. Combined cannabis and tobacco use also increases the dependence on tobacco [9], decreases successful quit attempts for both cannabis and tobacco [10-12], and increases the chance of relapse for both substances [13]. Combined cannabis and tobacco use also increases the risk of respiratory issues compared with smoking cannabis alone [8,14].

Only a small percentage of cannabis users access treatment [15,16]. Barriers to accessing treatment include the perception that cannabis use is not problematic enough to warrant treatment; concerns that quitting may exacerbate mental health and sleep- or pain-related issues [17,18]; reluctance to engage in traditional alcohol/other drug treatment services; notion that there are no specific treatment services for cannabis [19]; and avoidance of the stigma associated with being a drug user [18]. In contrast, cannabis users perceive tobacco as toxic and addictive [20] and rank it more harmful than alcohol or cannabis [21]. The majority of cannabis users report a clear intent to stop tobacco use [20], providing an opportunity for engaging them in discussions about their current lifestyle.

A large body of evidence exists for effective interventions that reduce and cease tobacco use, including pharmacotherapy and psychosocial therapies. For example, in a review of tobacco treatment research, Prochaska and Benowitz [22] reported that psychotherapies, delivered in both individual and group counseling settings, demonstrated effectiveness for tobacco cessation compared with self-help treatment. The appeal of psychosocial treatment is that strategies can be applied to both cannabis use and tobacco use simultaneously, providing a promising approach to addressing the co-occurrence of these behaviors. For example, Hoffman et al [23] conducted a review of 106 representative meta-analyses of cognitive behavioral therapy (CBT) for numerous disorders, including substance dependence. They found that similar CBT strategies were effective in the treatment of cannabis and nicotine dependence.

In the only study of its kind to date, Lee et al [24] investigated concurrent cannabis and tobacco computer-delivered treatment. They compared 32 cannabis-dependent adults who received treatment focused on both cannabis and tobacco to 54 participants, from a previous study, who had received either therapist- (n=28) or computer-delivered (n=26) treatment focusing only on cannabis. The treatment involved CBT, contingency management, and nicotine replacement therapy (NRT). The results indicated that the majority of participants were interested in receiving a tobacco intervention and that concurrent treatment for tobacco use did not compromise cannabis use outcomes. The tobacco intervention did not yield a high rate of abstinence at the end of treatment; however, it did motivate more than half the smokers to at least attempt to quit using tobacco.

A number of reviews have assessed the efficacy of internet-based treatment for tobacco use. Rooke et al [25] conducted a meta-analysis of 34 studies of 10,632 participants, and found that computer-delivered interventions significantly reduced tobacco and alcohol use overall, and that the magnitude of this change was comparable to individual counseling provided for tobacco use. In a Cochrane review of tobacco cessation programs, Civljak et al [26] analyzed 28 trials with over 45,000 participants involving any internet intervention. The comparison groups could include both internet and noninternet interventions. The results revealed that internet interventions that were tailored to the individual and interactive were more likely to aid in smoking cessation at 6 months posttreatment than those that did not. The authors suggested that younger people and women may be specifically interested in internet treatment; however, this requires more research.

A large study of adult tobacco smokers in the United States compared an internet-only intervention, where access to the internet-based intervention was given for 6 months, with an internet plus telephone support intervention for which the internet intervention was accompanied by five phone calls. The internet plus telephone support group reported significantly better outcomes up to 12 months of follow-up, suggesting that the addition of telephone support helped participants quit at an earlier time point that in turn had related health benefits [27].

Our team has recently developed an internet-delivered Healthy Lifestyle Program (iHeLP) that targets tobacco use, in addition to other lifestyle factors of physical activity and healthy eating. The internet is increasingly becoming an option to deliver psychological treatment, especially CBT and motivational interviewing (MI), which are psychosocial treatment strategies with the strongest evidence for reducing both cannabis and tobacco use [28]. This study aimed to assess the feasibility of using iHeLP among tobacco smokers seeking treatment for cannabis use disorder by engaging with Specialist Cannabis Clinics in New South Wales (NSW) Health, Australia. Another aim of this study was to examine the role of telephone support in encouraging the uptake of iHeLP and to determine whether the use of the iHeLP program is associated with reductions in both cannabis and tobacco use.
Methods

Ethics
This study was designed as a feasibility study. It was approved by the Hunter New England Research Ethics and Governance Unit (HNEHREC Ref No: 15/05/20/4.06).

Participants
Participants included 13 adults (7/13, 54% men; 6/13, 46% women) recruited from 2 Cannabis Clinics, one based within the Hunter New England Local Health District (HNELHD) and the other in the Central Coast Local Health District in NSW, Australia. Participants were aged between 20 and 50 years (mean age 34.15, SD 8.48 years). The eligibility criteria were patients older than 18 years, who had access to the internet via a personal device (computer, laptop, or mobile phone), who smoked at least five tobacco cigarettes per day, and who were not experiencing active psychosis at the time of recruitment. Intention to quit tobacco or cannabis was not a requirement for study participation. Participants could be at any stage of treatment for their cannabis use disorder, as long as they were currently attending appointments at the Specialist Cannabis Clinics [29].

Procedure
Treating clinicians at both services initially screened patients for eligibility for the study. Those who met the eligibility criteria and were interested in participating were contacted within a week by the researcher (JH) to schedule an initial appointment and answer any questions regarding the study.

After obtaining informed consent, participants completed a 1-hour baseline face-to-face assessment. They were then randomized into one of the following 2 conditions: access to iHeLP (an internet-based healthy lifestyle program) with no support or access to iHeLP with telephone support. These interventions are described later. Research clinicians were blinded to treatment allocation until the conclusion of the baseline assessment was obtained.

Participants were provided with individual log-in details following randomization and had access to the iHeLP program for a period of 8 weeks. The participants were asked to complete the tobacco section of the program at a minimum and could choose to complete as many other sections as relevant. The participants were given Aus $20 (US $13.75) gift card for participation in the baseline assessment. Access to iHeLP and phone-based services were provided free of charge.

A follow-up face-to-face assessment was conducted at 12 weeks postbaseline. An Aus $20 (US $13.75) gift card was also offered to the participants who attended the follow-up appointment.

Treatment
Participants were randomized to iHeLP alone versus iHeLP plus telephone support. iHeLP targets tobacco use (2 modules), diet quality (1 module), and physical activity (including sedentary behavior; 1 module). Internet sessions are based on MI techniques and CBT strategies, as recommended for maximizing compliance. Within iHeLP, participants were asked to at least complete the tobacco modules as a starting point and then work their way through the remaining modules (physical activity and diet quality) in a sequence of their own, choosing over the 8-week treatment period. Automated emails were programmed to prompt module completion after a period of nonactivity. Participants accessed the treatment package from their home computer (or a preferred internet access port). The iHeLP intervention was not tailored for people using cannabis who also smoke tobacco, rather it incorporates standard tobacco cessation strategies and approaches that have demonstrated benefits in the general population and in people with mental health problems [30]. Please see Multimedia Appendix 1 for screenshots of the iHeLP program.

Telephone Support
Telephone support was provided to half of the study participants and involved 8 weekly phone calls on a set day and time to support access to and completion of iHeLP. Each call was limited to a duration of 10 min and was carried out manually. The content of such a phone call included reviewing the previous week, reinforcing the importance of making healthy lifestyle decisions, increasing adherence to the iHeLP modules, and discussing tobacco cessation attempts, including the use of NRT to manage tobacco cravings and withdrawal.

Measures
Demographic information was collected at the baseline assessment. This included age, gender, education level, indigenous status, living arrangements, employment status, and source of income. The frequency of internet access was also measured. In addition, the following measurements were taken.

Depression Anxiety Stress Scale 21
The Depression Anxiety Stress Scale 21 (DASS 21) [31] was used at baseline and follow-up to assess current symptoms of depression (eg, “I felt I had nothing to look forward to”), anxiety (eg, “I felt I was close to panic”), and stress (eg, “?”). The validity and reliability of DASS 21 is sound, and a Cronbach of .90 was reported in existing literature for the depression subscale, and a Cronbach of .82 was reported for the anxiety subscale [32].

The Fagerstrom Test for Nicotine Dependence
The Fagerstrom Test for Nicotine Dependence (FTND) [33] was used for both assessments. FTND is a six-item scale, with scores ranging from 0 to 10, with higher scores indicating greater dependence. The reliability of FTND is good, with an acceptable Cronbach of .72 and a test-retest correlation of 0.82 [34].

Eurohis-Qol 8 Item
The Eurohis-Qol 8-item index [35] is a shortened version of the World Health Organization Quality of Life Instrument–Abbreviated Version and was used in both assessments. It measures the psychological, physical, social, and environmental domains on a 5-point Likert scale (0-5), with a total score between 8 and 40. In previous research, this instrument was found to have an acceptable Cronbach of .78 [35].
Australian Treatment Outcome Profile

The Australian Treatment Outcome Profile (ATOP) [36] is a standardized self-report measure used within the HNELHD Drug and Alcohol Clinical Services in NSW. It measures drug and alcohol use in the prior 4 weeks in terms of days used (frequency) and the average amount used (quantity). Self-reported frequency and quantity of cannabis and tobacco use in the prior 4 weeks were measured for all participants at baseline and follow-up. It should be noted that for this study, a cone (ie, standard unit) was used to estimate the quantity of cannabis use smoked on a use occasion. Cannabis can be shaped into a cone and smoked using a pipe or bong. Using this method, typically, one cone of cannabis is used per bong/pipe. Cannabis can also be rolled into a cigarette shape (a joint) and smoked like tobacco. For this study, it was estimated that the equivalent of 3 cones of cannabis was used per joint. Participants were asked to estimate the number of cones of cannabis they used per use occasion across both bongs/pipes and joints. A use occasion was defined as a period of using cannabis from the time a person started smoking until the time they finished smoking. A person could report more than one use occasion in a day. ATOP also contains questions regarding days worked and studied in the previous 4 weeks. It has yes/no questions regarding housing situations, children in care, violence, and arrests in the past 4 weeks. It uses a 10-point Likert scale (0-10) to measure the psychological health, physical health, and overall quality of life (QoL). The scale has an acceptable concurrent validity and interrater reliability in the established literature [36].

Credibility/Expectancy Questionnaire

The Credibility/Expectancy Questionnaire [37] was administered at baseline only to determine the extent to which participants perceived internet-based treatments as a credible form of treatment for substance use and to ask them to estimate the expected outcomes associated with the completed treatment for substance use internet-based. Responses were rated on a 9-point Likert scale (eg, 1=not at all logical/confident/useful to 9=very logical/confident/useful), and estimated improvements were nominated from 0% to 100%. The psychometric properties have been previously reported, and it was found that the expectancy factor had a standardized alpha of between .79 and .90, the credibility factor had a Cronbach between .81 and .86, and the whole scale had a standardized alpha of between .84 and .85 [37].

Client Satisfaction Questionnaire

The Client Service Questionnaire (CSQ) [38] was administered at follow-up only. This is an eight-item measure that includes both numerical questions and the possibility of providing feedback on the treatment received. All response options are based on a four-point scale. The psychometric properties have been previously assessed [38] with high internal consistency (Cronbach = .93) and construct validity (ranging from 0.6 to 0.8) reported.

Expired Carbon Monoxide

The Bedfont piCO+Smokerlyzer (Bedfont Scientific) was used to assess expired carbon monoxide (CO) at baseline and follow-up assessments and is an objective measure of the current tobacco use status. Previous research has shown that expired CO is a reliable measure for validating self-reported tobacco use [39]. A reading of 10 parts per million (ppm) or higher is indicative of continued tobacco use.

Urinalysis

A urinalysis was used to confirm self-reported abstinence from illicit substance use at both assessments. DipScan measures amphetamines, benzodiazepines, cocaine metabolites, methamphetamines, opiates, and cannabis metabolites at cutoff levels defined by the Australian Standard AS/NZS 4380:2008.

iHeLP Website Analytics

The iHeLP program tracked the participant’s progress through each module to obtain an objective measure of the extent of engagement (ie, program completion) associated with the program.

Statistical Analysis

The main focus of the statistical analysis was descriptive and was conducted using SPSS Statistics Software (version 22.0, IBM Corporation). To address engagement and completion of iHeLP, module completion rates were calculated for each condition (iHeLP vs iHeLP plus telephone support), based on the number of modules completed (not attempted or started=0).

To address changes in cannabis use (ATOP), tobacco (ATOP), QoL scores, DASS 21, and DASS 21 anxiety scores, paired sample t tests were used to analyze baseline to follow-up changes in each variable for the sample as a whole. Statistical tests for differential changes in these variables as a function of treatment allocation were not performed due to the small sample size. Instead, descriptive statistics were reported for each of these variables for baseline and follow-up completers according to treatment allocation.

Results

Demographics

A total of 13 participants were enrolled in the program over a period of 3 months and completed the baseline assessment. The mean age of the sample was 34.15 years (SD 8.48 years; range 20-50 years), and there were 7 men and 6 women. As indicated in Table 1, 3 (3/13, 23%) participants were identified as being Aboriginal or Torres Strait Islander. The majority of participants were unemployed, 2 had full-time jobs, and 2 had part-time jobs (Table 1). The mean number of days worked in the last 4 weeks was 6.15 (SD 8.69 days; range 0-20 days), and the average number of days studied in the previous 4 weeks was 2.00 (SD 5.65 days; range 0-20 days). At baseline, internet access ranged from several times a day, every day, and several times a week to once a month or less. See Table 1 for demographic details of the participants.
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Table 1. Baseline participant characteristics (n=13).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.15 (8.484)</td>
</tr>
<tr>
<td>Gender (male), n</td>
<td>7</td>
</tr>
<tr>
<td>Aboriginal or Torres Strait Islander, n</td>
<td>3</td>
</tr>
<tr>
<td>Highest level of education, n</td>
<td></td>
</tr>
<tr>
<td>Technical College (technical diploma/certificate)</td>
<td>9</td>
</tr>
<tr>
<td>High school</td>
<td>2</td>
</tr>
<tr>
<td>Did not complete high school</td>
<td>2</td>
</tr>
<tr>
<td>Employment status, n</td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>2</td>
</tr>
<tr>
<td>Part-time work</td>
<td>2</td>
</tr>
<tr>
<td>Household duties</td>
<td>1</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8</td>
</tr>
<tr>
<td>Source of income, n</td>
<td></td>
</tr>
<tr>
<td>Wage/salary</td>
<td>3</td>
</tr>
<tr>
<td>Own business</td>
<td>1</td>
</tr>
<tr>
<td>Government benefits</td>
<td>7</td>
</tr>
<tr>
<td>Family payments (government)</td>
<td>2</td>
</tr>
<tr>
<td>Internet access, n</td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>6</td>
</tr>
<tr>
<td>Every day</td>
<td>2</td>
</tr>
<tr>
<td>Several times a week</td>
<td>4</td>
</tr>
<tr>
<td>Once a month or less</td>
<td>1</td>
</tr>
</tbody>
</table>

Of the 13 people recruited to the study, 6 were randomized to iHeLP alone, while 7 were randomized to the iHeLP plus telephone support group. Of those who entered the study, 4 from the iHeLP alone and 6 from the iHeLP plus telephone support group completed the study. The recruitment and study enrollment details are shown in Figure 1.
Substance Use
At baseline, the mean value for FTND was 5.15 (SD 2.30; range 0-9; medium dependence), the average expired CO was 25.00 (SD 12.65; range 4-53), and the average tobacco use for the past month was 16.77 (SD 7.88; range 5-30) cigarettes per day. The average number of days of cannabis use in the past month was 17.54 (SD 13.14 days), and the average amount of cannabis consumed in each use occasion was 11.08 (SD 11.94 cones).

Participants’ Engagement and Acceptance of iHeLP
Participants in the iHeLP-alone condition attended a mean of 6.75 sessions (SD 5.25) at their respective cannabis clinics. Participants in the iHeLP plus telephone support condition attended a mean of 6.83 sessions (SD 3.37). The mean number of modules completed by the iHeLP program for the iHeLP-alone group was 1.17 modules (SD 1.33; range 0-3) and 1.85 modules (SD 1.46; range 0-4) for the iHeLP plus telephone support group. Participants in the iHeLP plus telephone support group received an average of 6.83 (SD 0.98) supportive phone calls over the 8-week treatment period, lasting for an average of 5.50 (SD 1.76) min each.

People in the iHeLP-alone condition reported a modal session completion of 0 (median 1.00; SD 1.17). In the iHeLP plus telephone support group, 2 modal modules were completed (median 2.00; mean 1.85, SD 1.12; Table 2).
Table 2. Frequency of participants completing each module of the iHeLP program as a function of study condition (iHeLP alone versus iHeLP enhanced).

<table>
<thead>
<tr>
<th>Module number completed</th>
<th>iHeLP alone</th>
<th>iHeLP enhanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Overall, the participants reported being satisfied with iHeLP. As can be seen in Table 3, all mean satisfaction scores on the CSQ were between 3 and 4 for both the iHeLP-alone and iHeLP plus telephone support conditions. This indicates that there was a high to very high satisfaction with the program. Average general satisfaction was rated by iHeLP-alone participants as 4.00 (very satisfied) and iHeLP plus telephone support as 3.83 (SD 0.41; mostly satisfied to very satisfied; n=6). Average appropriateness of services was rated by iHeLP-alone participants as 4.00 (highly appropriate) and as 3.83 for the iHeLP plus telephone support group (SD 0.41; generally appropriate to highly appropriate; n=6). Table 3 displays the satisfaction ratings across all domains measured according to the treatment allocation.

Table 3. Mean ratings on the Client Service Questionnaire provided by participants, as a function of study condition (iHeLP alone versus iHeLP enhanced)\(^{a}\)

<table>
<thead>
<tr>
<th>Program</th>
<th>Promptness</th>
<th>Focused on helping versus procedures</th>
<th>Quality of service</th>
<th>Service aligned with wants</th>
<th>Service met needs</th>
<th>Recommend service to a friend?</th>
<th>Satisfaction with help received</th>
<th>Services helped deal with problems more effectively</th>
<th>Overall satisfaction with services</th>
<th>Would you return?</th>
<th>Service appropriate</th>
<th>Problems now?</th>
<th>Kept info private?</th>
</tr>
</thead>
<tbody>
<tr>
<td>iHeLP alone</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>3.25</td>
<td>4.00</td>
<td>4.00</td>
<td>3.50</td>
<td>3.75</td>
<td>4.00</td>
<td>3.75</td>
<td>3.50</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td>iHeLP enhanced</td>
<td>3.67</td>
<td>3.50</td>
<td>3.83</td>
<td>3.33</td>
<td>3.83</td>
<td>3.83</td>
<td>3.50</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>3.33</td>
<td>4.00</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Response categories range from 1 to 4, with higher scores indicating higher satisfaction.

Changes in Tobacco Use Over Time

Paired sample \(t\) tests for the overall sample (n=10) revealed that FTND scores decreased from 5.7 (SD 1.95) at baseline to 4.6 (SD 2.55) at follow-up. This difference was statistically significant (\(t\)=2.283; \(P=0.048\)). The 4 participants in the iHeLP-alone group reported an FTND baseline mean of 5.750 (SD 1.03), and at follow-up, this had decreased to a mean of 4.00 (SD 1.32). The iHeLP plus telephone support group reported an FTND baseline mean of 5.67 (SD 0.84), which decreased to 5.00 (SD 1.08; Figure 2).
For the 10 participants completing follow-up assessments, the number of tobacco cigarettes smoked per day decreased from a mean of 18.4 (SD 7.53) at baseline to 15.5 (SD 6.40) at follow-up. Participants also reported a reduction in days of tobacco use in the month before assessment, decreasing from a mean at baseline of 28 (SD 0.00) days to 26.40 (SD 5.06) days at 12-week follow-up. Objective measures of expired CO supported these self-reported reductions in tobacco, with the mean expired CO for the 10 participants decreasing from 25.60 ppm (SD 14.546) at baseline to 17.80 ppm (SD 13.054) at follow-up.

The 4 iHeLP-alone participants who completed follow-up assessments reported a baseline mean expired CO reading of 22.50 ppm (SD 7.58), which reduced to 17.00 ppm at follow-up (SD 6.91). The iHeLP plus telephone support group reduced from 27.667 ppm expired CO (SD 6.19) at baseline to 18.33 ppm (SD 5.65) at follow-up.

At baseline, the 4 iHeLP-alone participants who completed both assessments reported a mean daily cigarette consumption in the prior month of 20.00 (SD 12.25). This reduced to a mean of 14.50 (SD 9.00) at follow-up assessment. The 6 iHeLP plus telephone support participants who completed both assessments reported a reduction in past month cigarettes per day from a mean of 17.33 (SD 2.94) at baseline to a mean of 16.17 (SD 4.88) at follow-up (Figure 3).
Changes in Cannabis Use Over Time
The 10 participants providing follow-up data reported a median of 10.00 cannabis cones (mean 11.08, SD 11.94) per day at baseline in the month before the assessment, and this reduced to a median of 3 (mean 7.0, SD 11.56) per day at follow-up. Participants also reported a reduction in cannabis use days in the month before the assessment with a median at baseline of 28 days (mean 17.54, SD 13.14), which reduced to a median of 4 days (mean 10.90, SD 12.88). The urinalysis confirmed self-reported abstinence from cannabis use on all occasions. Of the 10 follow-up participants, 8 provided follow-up urine samples for analysis, of which 5 self-reported abstinence from cannabis, and the urinalysis was negative. Of the remaining patients, 3 self-reported continued use of cannabis, and all returned a positive urinalysis, indicating continued use. The 2 patients who declined to provide a urine sample self-reported continued use of cannabis at follow-up.

For the 4 participants in iHeLP alone who provided follow-up data, cannabis use in the prior month remained reasonably constant, with a baseline mean of 5 cones per day (mean 5.25, SD 6.58) and a mean of 5.25 cones per day (SD 6.08) at follow-up. Two participants in the iHeLP-alone group returned a negative urine sample, indicating abstinence from cannabis. The iHeLP plus telephone support group (n=6) reported reductions from a mean of 11 cones per day (mean 11.33, SD 6.58) at baseline to a mean of 8 cones per day (mean 8.18, SD 4.96) at follow-up. A negative urinalysis was returned for 3 of these participants, indicating abstinence from cannabis use.

The number of days cannabis was used in the iHeLP-alone group (n=4) reduced from a median of 16 days at baseline (mean 14.67, SD 13.125) to 3 days (mean 8.50, SD 13.30) at follow-up. The iHeLP plus telephone support group (n=6) reported a reduction in days of cannabis use from a median of 28 (mean 18.67, SD 14.46) days at baseline to a median of 10 (mean 12.50, SD 13.59) days at follow-up.

Participant Quality of Life Over Time
The participants who provided follow-up data (n=10) reported a mean of 22.6 (SD 4.6) at baseline for their current QoL, and this significantly increased to 27.40 (SD 4.12) at follow-up. For the 4 participants in iHeLP alone, QoL ratings increased from 20.50 (SD 2.24) at baseline to 29.50 (SD 1.96) at follow-up. The iHeLP plus telephone support group also reported an increase in QoL scores from 24.00 (SD 1.83) at baseline to 26.00 (SD 1.6) at follow-up.

DASS-21 Scores Over Time
The 10 participants providing follow-up data reported mean DASS 21 scores of 12.60 (median 12.00, SD 11.74) at baseline, and this decreased to 7.40 (median 8.00, SD 6.33) at follow-up. For the 4 iHeLP-alone participants, the mean baseline DASS-21 depression scores were 21.00 (median 20, SD 4.91) and 10.00 (median 11, SD 3.14) at follow-up. The iHeLP plus telephone support group reported a mean DASS-21 depression score of 7.00 (median 4, SD 4.01) at baseline, and this decreased to 5.67 (median 6, SD 2.56) at follow-up.

For DASS-21–anxiety, the 10 participants providing follow-up assessments reported a mean baseline score of 11.40 (median 10, SD 10.16), which decreased to 5.60 (median 5, SD 4.40) at follow-up ($t_{9}=1.99; P=0.08$). Within the iHeLP-alone group (n=4), the mean baseline DASS-21–anxiety scores were 18.00 (median 19, SD 4.47), which decreased to a mean of 5.50 (median 4, SD 2.33) at follow-up. The iHeLP plus telephone support group (n=6) reported at baseline a DASS-21–anxiety score of 7.00 (median 8, SD 3.65), which decreased at follow-up to 5.67 (median 6, SD 1.91).
Discussion

Principal Findings

This study is the first of its kind to explore the use of an internet lifestyle intervention in tobacco smokers seeking treatment for cannabis use disorder. It has shown that participants offered the program would engage with the program even if they are not seeking treatment for lifestyle factors such as tobacco use. It has also been shown to have benefits for tobacco use and QoL.

The primary aim of this study is to explore the feasibility of iHeLP among tobacco smokers who were accessing treatment for cannabis use. The secondary aim was to evaluate if additional telephone support provided by a psychologist increased the engagement and completion rates of iHeLP in this sample. The clinical outcomes of interest were cannabis and tobacco use as well as QoL and psychological health, hypothesizing that cannabis and tobacco use would decrease while QoL and psychological health would improve over the course of the study.

The main finding of this study was that iHeLP was highly acceptable as seen by the high levels of satisfaction reported by the participants. The study also found that the participants did access iHeLP, with half of the total number of participants completing at least one module, which comprised the tobacco-related component of the internet-based program. This is significant, given that the participants were accessing the cannabis treatment clinic for their cannabis use specifically and were not seeking treatment for their tobacco use. This provides some initial support for the value of offering cannabis users an opportunistic intervention for tobacco use when they present for treatment. Although half of the study participants reported use of the internet every day (and for some, several times a day), 5 out of 13 participants were less frequent users of the internet at the beginning of the study. Internet access at baseline was not associated with the uptake or use of the iHeLP program, demonstrating the potential of internet-delivered interventions even with infrequent users of this technology.

Comparison With Prior Work

When participants had the addition of telephone support from a psychologist to iHeLP (iHeLP plus telephone support), there were no apparent increases in the rates of module completion. However, when looking at the modal number of sessions completed in each treatment group, those in the iHeLP plus telephone support group were most likely to complete two modules, with the mode for the iHeLP-alone group being 0. Thus, there is some suggestion here that therapist assistance (even as little as 5 min per week as provided in this study) did seem to coincide with the greater uptake with iHeLP. This is consistent with the previous research in internet-based interventions, which indicates that the addition of therapist support is associated with higher quit rates and more active involvement in the program [40,41].

Reductions in both tobacco dependence scores and the amount of tobacco smoked per day were reported by participants across both iHeLP conditions. In the total sample providing follow-up data (n=10), this reduction corresponded to dependence scores of medium at baseline to low dependence at 12-week follow-up, a clinically significant change in levels of tobacco dependence. Previous research has indicated that internet interventions can be as effective as counseling in producing a reduction in tobacco use, and those that are interactive and tailored to the individual produce better results [42,43]. This study adds to this existing research by demonstrating that internet interventions for tobacco use are feasible and can be considered as another treatment option for people accessing treatment for cannabis.

Cannabis use did decrease between baseline and follow-up, in terms of actual cannabis consumption and days of use. This is expected, given that participants were actively engaged in treatment for their cannabis use throughout the study, and had attended an average of 6 sessions with the specialist cannabis clinic. These cannabis reduction rates are consistent with other studies and highlight the difficulties clinicians and individuals face in encouraging changes in cannabis use [44]. These difficulties include retention in treatment and engagement [45]. Together, this body of evidence suggests that a continued and major effort is required to better understand the nature of cannabis use and how to encourage change in cannabis use in those seeking treatment.

QoL ratings improved for the sample providing follow-up data, indicating the potentially broader benefits of a lifestyle intervention in tobacco smokers seeking treatment for cannabis use disorders. Important clinical improvements were also reported by the participants in terms of their depression and anxiety over time. For DASS-21–depression, the iHeLP-alone group in particular were in the severe range at baseline, and this dropped to a mild rating at follow-up. This pattern was also observed in the iHeLP-alone group for DASS-21–anxiety, who decreased from a severe rating at baseline to a mild rating at follow-up. As there is a large difference between baseline scores for depression in the 2 groups in this study, future studies should consider using depression as a stratification variable or control for depression in the analysis.

Limitations

This study had a number of methodological issues. The major limitation of this study was the small sample size; therefore, the results need to be interpreted with caution. Recruitment proved difficult for a number of reasons. A large percentage of clients were unable to access the internet, with 26.7% of eligible clients reporting no access. This is in line with previous concerns regarding the limitations of internet interventions for this particular patient population [46]. Although catering to the proportion of cannabis users without internet access is critically important, internet interventions can be accessed by a large proportion of cannabis users. It should also be noted that at this stage, the iHeLP program was not accessible on mobile devices and this may have prevented some potential and willing participants from engaging with the study. Of the eligible sample with internet access in this study, despite reporting significant social disadvantage, 82% (10/13) reported at least weekly use of the internet. This provides at least partial support for the further exploration of internet-based treatment programs in people seeking treatment for cannabis use. Over half (58.6%) of individuals screened for this study did not meet the criteria for depression in the analysis.
for tobacco use. This percentage was much higher than expected from previous research [47]. This may be indicative of the knowledge that participants in studies comparing the perceptions of cannabis and tobacco have found that tobacco is perceived as harmful and toxic, and accordingly, cannabis users have already modified their tobacco use [21,48].

It should be noted that the researcher of this study (JH) was also a treating clinician for a percentage of participants (30%) at one of the recruitment sites for the study. While steps were taken, in line with ethics approvals, to reduce the perceptions of the coercion, these results may be subject to bias and should be interpreted with caution.

Finally, this study was conducted with cannabis users who already sought treatment for their cannabis use. It is not known how an internet intervention for tobacco use might appeal to or engage in nontreatment seekers for cannabis use and similarly whether internet access exists for cannabis users not accessing treatment.

Clinical Implications

Notwithstanding the significant limitations of this study, there is some initial support for the clinical value of integrating internet tobacco programs into substance use services, particularly in encouraging tobacco reduction in cannabis users. Future studies could investigate the efficacy of NRT in conjunction with internet programs to evaluate the efficacy of these treatment options in encouraging abstinence from tobacco in people using cannabis. It is also important to investigate the role of additional support alongside the internet-based treatment to increase adherence to and completion of similar internet-based programs for cannabis users.

As shown in previous studies, those accessing treatment for cannabis usually present with a more complex profile than those cannabis users who do not present for treatment [49]. Thus, this study should be replicated with a non–treatment-seeking sample of cannabis users who are concerned about their tobacco consumption. It is well documented that tobacco is perceived as more harmful than cannabis by cannabis smokers [20,50] and thus may be a more acceptable treatment option for cannabis users not accessing treatment. Early success with tobacco cessation, particularly via a broader healthy lifestyle approach, may act as a gateway to considering changes in other lifestyle areas (eg, cannabis use), thus encouraging treatment seeking.

Conclusions

The results from this study support the acceptability of an internet-based iHeLP (lifestyle-focused) program for tobacco smokers seeking treatment for cannabis use disorders. The addition of telephone support by a psychologist did not produce any significant advantages, apart from a higher modal completion rate in those with additional therapist support. There was a statistically significant reduction in nicotine dependence over the study period, which has significant public health and physical health implications. The results of this study are encouraging regarding the acceptability of the iHeLP program on a subgroup of the population who are both difficult to engage and often excluded from research studies.
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Abstract

Background: In the domain of dietary assessment, there has been an increasing amount of criticism of memory-based techniques such as food frequency questionnaires or 24 hour recalls. One alternative is logging pictures of consumed food followed by an automatic image recognition analysis that provides information on type and amount of food in the picture. However, it is currently unknown how well commercial image recognition platforms perform and whether they could indeed be used for dietary assessment.

Objective: This is a comparative performance study of commercial image recognition platforms.

Methods: A variety of foods and beverages were photographed in a range of standardized settings. All pictures (n=185) were uploaded to selected recognition platforms (n=7), and estimates were saved. Accuracy was determined along with totality of the estimate in the case of multiple component dishes.

Results: Top 1 accuracies ranged from 63% for the application programming interface (API) of the Calorie Mama app to 9% for the Google Vision API. None of the platforms were capable of estimating the amount of food. These results demonstrate that certain platforms perform poorly while others perform decently.

Conclusions: Important obstacles to the accurate estimation of food quantity need to be overcome before these commercial platforms can be used as a real alternative for traditional dietary assessment methods.

(JMIR Form Res 2020;4(12):e15602) doi:10.2196/15602
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a high level of literacy or the recall of what was eaten in the past [15]. Additionally, it would reduce the systematic bias that is almost inherent to self-reporting of dietary intake toward what is socially preferred [11].

Nonetheless, automated image recognition of food along with the estimation of the amount of food shown in the image is not an easy task. Food items usually do not have a set shape or structure. Instead, they are deformable in nature. Additionally, similar foods can look very different (high intraclass variance) while different foods can look quite similar (interclass variance). Beverages are especially difficult to assess because only a limited amount of information can be acquired visually [16].

Multiple groups have tried to tackle the challenge that image recognition of food poses. Usually these groups also conduct tests on the performance of their final product. Often they report quite good results with accuracies ranging from 44% to 97.2% [8,13,16-21]. However, they often test their system in ideal conditions (eg, a well-lit room, food on a white plate nicely photographed in the frame) [13]. Another option is that they test their system on pictures from a food dataset, sometimes the same dataset that was used for training of the recognition system, so called cross-validation of machine learning [16,18,20,21]. Several food image recognition platforms have been created, but it is important to choose or create a dataset representative of food consumed in real-life situations [18]. The latter is key in the future development of mobile health apps that would assist patients in the context of dietary management of specific pathologies. A recent paper reviewed the possibilities of different food object recognition systems for use on a mobile phone. Based on their findings, they provided a categorization of mobile food recognition systems but reported that it is difficult to conduct an objective comparison between different systems as they all use different testing scenarios [22]. Therefore, a comparative study was set up to determine how well commercially available food image recognition systems currently perform in different settings and what the biggest challenges are when striving for accurate identifications.

Methods

Study Design

A comparative study on the accuracy of image recognition platforms for the recognition of food and beverages was conducted. Relevant application programming interfaces (APIs) and apps were searched for and all were submitted for pretesting. The tested platforms are described in Table 1. Amazon Rekognition was not tested because this platform does not offer a demo version. Additionally, Snappy Meal was incompatible with our system and could therefore not be tested. All pictures used in this study were taken on the same device, a Galaxy Tab A6 (Samsung Electronics Co Ltd) tablet.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Version</th>
<th>Specifically developed for food</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Vision API</td>
<td>Unknown</td>
<td>No</td>
</tr>
<tr>
<td>IBM Watson Recognition</td>
<td>Unknown</td>
<td>No; employs a food module when estimating food in general model</td>
</tr>
<tr>
<td>Amazon Rekognition</td>
<td>Unknown</td>
<td>No</td>
</tr>
<tr>
<td>LogMeal</td>
<td>Unknown</td>
<td>Yes</td>
</tr>
<tr>
<td>FoodAI</td>
<td>Unknown</td>
<td>Yes</td>
</tr>
<tr>
<td>Clarifai</td>
<td>1</td>
<td>No; we used the included module developed specifically for food</td>
</tr>
<tr>
<td>Snappy Meal</td>
<td>0.0.1</td>
<td>Yes</td>
</tr>
<tr>
<td>Lose It</td>
<td>9.6.14</td>
<td>Yes</td>
</tr>
<tr>
<td>Bitesnap</td>
<td>1.5.6</td>
<td>Yes</td>
</tr>
<tr>
<td>Foodvisor</td>
<td>2.3</td>
<td>Yes</td>
</tr>
<tr>
<td>Calorie Mama API</td>
<td>Unknown</td>
<td>Yes</td>
</tr>
</tbody>
</table>

aAPI: application program interface.

Pretesting

Pretesting was done in order to select those platforms that could recognize 3 well-known food items considered easy to recognize (a whole banana, one slice of white bread, one round cookie); a clementine was also included in the test. These food items were photographed with a tablet by the same researcher. Foods were presented on a white round plate in a well-lit room on a table free of clutter. The whole plate was always in frame. Pictures were taken in 3264×2448 pixel size. The same picture of each food item was fed into all recognition platforms in random order on 1 day. Calorie Mama API required pictures to be resized to 544×544 pixels. Hence, for Calorie Mama API, the pictures were first resized using Pixlr Express web tool. Identifications of the image recognition process were gathered. If a recognition platform succeeded in the correct top 1 identifications of at least 1 out of 3 food items combined with at least some form of recognition of the clementine as being a citrus, orange, or tangerine, it would be selected for more thorough testing.

Photographing Foods and Beverages

For further detailed testing of the image recognition platforms, pictures of a wide range of foods and beverages were taken in
different settings. The ideal setting is in line with the guidelines defined by Rhyner et al [23]. As illumination and occlusion can play a role in the quality of the picture and consequently in the possibility of recognizing a food image, different conditions have been created. Both settings (eg, light, angle, height) and circumstances (eg, other objects on a table) can decrease the quality of the food image recognition. Using a stepwise approach, we have created different conditions. The settings used are defined in Table 2, and examples are shown in Figure 1. The use of different settings allowed us to compare the performance of the image recognition platforms in specific circumstances.

The original size of all pictures was 1920×1920 pixels, and all were resized to 544×544 pixels. Selection of food items, meals, and drinks was done to achieve a set of widely varying dishes in terms of components and difficulty while also keeping in mind selecting well-known, regularly consumed foods and beverages. The selection of the foods followed a stepwise approach. First, 5 simple, plain food items were selected. These were defined as single, unprocessed food items that can be eaten on their own. Next, we selected 5 plain, processed food items. Again, these are single food items that can be eaten on their own. Additionally, we selected 7 common hot and cold drinks. Last, 12 mixed dishes were selected with widely varying key components. The selected foods, beverages, and meals reflect the Belgian dietary pattern. All selected items are listed in Multimedia Appendix 1. Each food, beverage, or meal was photographed 6 times, each time in a different setting. All pictures were taken in the same room on the same solid colored table except for the real-life setting. All pictures were taken by the same researcher unless specified otherwise. All pictures are available in Multimedia Appendix 2.

Table 2. Predefined settings and circumstances pictures were taken.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Circumstances</th>
<th>Lighting</th>
<th>Other objects on table</th>
<th>Container</th>
<th>Angle and height of tablet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal</td>
<td>Well lit</td>
<td>Standard</td>
<td>None</td>
<td>Standard</td>
<td>Standardized height (whole plate needed to be in frame)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Standardized angle (15±3°) [23]</td>
</tr>
<tr>
<td>Bad lighting</td>
<td>Poorly lit</td>
<td>Standard</td>
<td>None</td>
<td>Standard</td>
<td>Standardized height (whole plate needed to be in frame)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Standardized angle (15±3°) [23]</td>
</tr>
<tr>
<td>Clutter</td>
<td>Well lit</td>
<td>Standard</td>
<td>Fork, knife, napkin,</td>
<td>Standard</td>
<td>Standardized height (whole plate needed to be in frame)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>keys, candle, and</td>
<td></td>
<td>Standardized angle (15±3°) [23]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>smartphone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonstandard container</td>
<td>Well lit</td>
<td>Standard</td>
<td>None</td>
<td>Nonstandard</td>
<td>Standardized height (whole plate needed to be in frame)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Standardized angle (15±3°) [23]</td>
</tr>
<tr>
<td>Unspecified angle</td>
<td>Well lit</td>
<td>Standard</td>
<td>None</td>
<td></td>
<td>Undefined: coworkers were asked to take the picture without guidance on how to hold the tablet; no specification about height and angle</td>
</tr>
<tr>
<td>Real-life</td>
<td>Undefined</td>
<td></td>
<td>About one-half on</td>
<td></td>
<td>Undefined: coworkers were asked to take the picture without guidance on how to hold the tablet; no specification about height and angle</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>standard container and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>one-half on nonstandard container</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a*Standard containers: white, round plate and translucent glass or white mug.

*b*Nonstandard containers: colored glasses, plates with designs and different shapes, colored mugs, bowls made out of different materials and colors.
Automatic Image Recognition

All images were entered into the selected image recognition platforms (Table 1). This procedure was done in random order within 2 consecutive days during mid-December 2018 to avoid any automatic learning curve of any of the platforms. The top 1 and top 5 best identifications were saved.

Calculations

Reference Food Items for Identification

For each image, it was assessed whether the top 1 and top 5 identifications were correct; this was deemed correct when the key food item was identified correctly. More specifically, meats and poultry had to be identified to the level of species or specific dish (eg, stew, curry). Fruits and vegetables had to be identified at least to the level of a core term as defined in FoodEx2, the food classification system used by the European Food Safety Authority to standardize nutrient and exposure assessment. Carbohydrate sources had to be identified to the level of the key ingredient (eg, pasta, rice, or potatoes). Pancakes had to be identified as such. Cornflakes had to be identified as cereal, cornflakes, granola, or muesli. A Snickers bar could be identified as being Snickers, a candy bar, chocolate bar, or chocolate (fudge). Chocolate spread could be identified as such, as Nutella, or as chocolate. Milk had to be identified as such. Detail on fat content was not necessary or expected, but soy milk had to be identified specifically as soy milk to be deemed correct. Vanilla pudding had to be identified as custard, pudding, or a term describing a highly similar dish such as crème caramel or crème Catalan. Different sauces that were present in the picture needed to be identified at least in general as being a sauce. Water, coffee, tea, and beer needed to be identified as such, while for Coca Cola an identification of soda, soft drink, or Coke was deemed correct. For mixed dishes, an identification was deemed correct if at least one of the key components was identified correctly. Totality of the identification was also assessed for mixed dishes (see below). The top 1 and top 5 accuracy were calculated as described below.

Accuracy

Accuracy was calculated as the number of images correctly classified (top 1 and top 5) divided by the total number of images for each image recognition platform, each setting, and each of the predefined food categories (simple plain, simple processed, drinks, mixed dishes). To measure the accuracy of the different platforms, we used the food terms proposed by the platforms. These food terms are compared with the descriptions of the selected food items. In addition, the image recognition tool should recognize all the individual components or use a term that describes these multiple components (eg, Quiche Lorraine) when provided with an image of a mixed dish. Hence, for mixed dishes, the proportion of components that were correctly classified within the top 5 identifications was also calculated.

Totality

Totality was calculated as the number of dish components correctly classified divided by the total number of dish components. A list of all mixed dishes along with their respective key components can be found in Multimedia Appendix 3. None of the mixed dishes had more than 5 key components.
Statistical Analysis

Accuracy was compared among the different image recognition platforms as well as among the different settings and dish categories using chi-square tests. All tests were considered significant when \( P < 0.05 \). Tests were performed using SPSS Statistics 25 (IBM Corporation).

Results

Pretesting

Based on the platforms’ performances during pretesting, Bitesnap, Foodvisor, LogMeal, Clarifai, IBM Watson Recognition, Google Vision API, and Calorie Mama API were selected for further testing. Snappy Meal did not return any results during pretesting and was thus deemed to malfunction.

Accuracy

In total, 185 pictures were uploaded on the different platforms. This number consists of 30 images of simple, plain foods (5 foods \( \times \) 6 settings), 36 images of simple, processed foods (6 foods \( \times \) 6 settings), 47 images of beverages (8 drinks \( \times \) 6 settings plus 1 for Coca Cola in a can, which cannot be photographed in a nonstandard container), and 72 images of mixed dishes (12 dishes \( \times \) 6 settings). Recognition accuracy based on the top 1 and top 5 best identifications was compared among the different recognition platforms and varied widely. Both for top 1 and top 5 identifications, Calorie Mama API was most accurate with 62.9% (117/185) and 87.6% (163/185), respectively. Bitesnap also performed well with a top 1 and top 5 accuracy of 48.9% (91/185) and 71.0% (132/185), respectively. Foodvisor performed at a similar level with a top 1 and top 5 accuracy of 46.2% (86/185) and 71.5% (133/185), respectively. The results of all platforms among all settings are shown in Table 3.

Table 3. Accuracy of food recognition among different platforms and different settings (n=31/setting).

<table>
<thead>
<tr>
<th>Platform</th>
<th>Top 1 accuracy</th>
<th>Top 5 accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ideal, n (%)</td>
<td>Bad lighting, n (%)</td>
</tr>
<tr>
<td></td>
<td>Nonstandard container, n (%)</td>
<td>Clutter, n (%)</td>
</tr>
<tr>
<td></td>
<td>Unspecified angle, n (%)</td>
<td>Real-life, n (%)</td>
</tr>
<tr>
<td></td>
<td>Total, n (%)</td>
<td>Total, n (%)</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>LogMeal</td>
<td>8 (25.8)</td>
<td>6 (19.4)</td>
</tr>
<tr>
<td></td>
<td>5 (16.1)</td>
<td>6 (19.4)</td>
</tr>
<tr>
<td></td>
<td>12 (38.7)</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td></td>
<td>17 (54.8)</td>
<td>13 (41.9)</td>
</tr>
<tr>
<td></td>
<td>7 (22.6)</td>
<td>12 (38.7)</td>
</tr>
<tr>
<td></td>
<td>20 (64.5)</td>
<td>16 (51.6)</td>
</tr>
<tr>
<td></td>
<td>19 (61.3)</td>
<td>24 (77.4)</td>
</tr>
<tr>
<td></td>
<td>20 (64.5)</td>
<td>117 (62.9)</td>
</tr>
<tr>
<td>Clarifai</td>
<td>12 (38.7)</td>
<td>9 (29.0)</td>
</tr>
<tr>
<td></td>
<td>12 (38.7)</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td></td>
<td>17 (54.8)</td>
<td>13 (41.9)</td>
</tr>
<tr>
<td></td>
<td>7 (22.6)</td>
<td>12 (38.7)</td>
</tr>
<tr>
<td></td>
<td>16 (51.6)</td>
<td>91 (48.9)</td>
</tr>
<tr>
<td>Google Vision API(^a)</td>
<td>2 (6.5)</td>
<td>3 (9.7)</td>
</tr>
<tr>
<td></td>
<td>1 (3.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>7 (22.6)</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td></td>
<td>10 (32.3)</td>
<td>17 (9.1)</td>
</tr>
<tr>
<td>IBM Watson Recognition</td>
<td>10 (32.3)</td>
<td>5 (16.1)</td>
</tr>
<tr>
<td></td>
<td>5 (16.1)</td>
<td>7 (226)</td>
</tr>
<tr>
<td></td>
<td>8 (25.8)</td>
<td>12 (38.7)</td>
</tr>
<tr>
<td></td>
<td>47 (25.3)</td>
<td></td>
</tr>
<tr>
<td>Calorie Mama API</td>
<td>20 (64.5)</td>
<td>16 (51.6)</td>
</tr>
<tr>
<td></td>
<td>18 (58.1)</td>
<td>19 (61.3)</td>
</tr>
<tr>
<td></td>
<td>24 (77.4)</td>
<td>20 (64.5)</td>
</tr>
<tr>
<td></td>
<td>117 (62.9)</td>
<td></td>
</tr>
<tr>
<td>Bitesnap</td>
<td>16 (51.6)</td>
<td>11 (35.5)</td>
</tr>
<tr>
<td></td>
<td>13 (41.9)</td>
<td>15 (45.2)</td>
</tr>
<tr>
<td></td>
<td>21 (67.7)</td>
<td>16 (51.6)</td>
</tr>
<tr>
<td></td>
<td>91 (48.9)</td>
<td></td>
</tr>
<tr>
<td>Foodvisor</td>
<td>10 (32.3)</td>
<td>13 (41.9)</td>
</tr>
<tr>
<td></td>
<td>15 (48.4)</td>
<td>16 (51.6)</td>
</tr>
<tr>
<td></td>
<td>19 (61.3)</td>
<td>13 (41.9)</td>
</tr>
<tr>
<td></td>
<td>86 (46.2)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>78 (35.9)</td>
<td>63 (29.0)</td>
</tr>
<tr>
<td></td>
<td>69 (32.9)</td>
<td>70 (32.3)</td>
</tr>
<tr>
<td></td>
<td>108 (49.8)</td>
<td>86 (39.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>47 (25.3)</td>
</tr>
</tbody>
</table>

\(^a\)API: application programming interface.

When comparing the different settings, the unspecified angle setting resulted in a better recognition accuracy compared with all other settings. A comparison of the recognition accuracy among the different settings is shown in Table 3.

The accuracy was also compared among different food and beverage categories (eg, simple plain foods, simple processed foods, beverages, and mixed dishes, Table 4). Simple, plain foods, simple, processed foods, and beverages were all recognized less accurately than mixed dish components at top 1 level (\( P < 0.001 \), \( P = 0.02 \), and \( P = 0.004 \), respectively). At the top 5 level, mixed dish components were recognized significantly more accurately than drinks (\( P = 0.01 \)). Additionally, simple, plain foods were recognized significantly less accurately than simple, processed foods, and drinks (\( P = 0.02 \) and \( P = 0.04 \), respectively) at the top 1 level.
Table 4. Accuracy of image recognition among different food categories.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Food category n (%)</th>
<th>Simple plain</th>
<th>Simple processed</th>
<th>Beverages</th>
<th>Mixed dishes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top 1</td>
<td>Top 5</td>
<td>Top 1</td>
<td>Top 5</td>
<td>Top 1</td>
</tr>
<tr>
<td>Bitesnap</td>
<td>11 (36.6)</td>
<td>25 (83.3)</td>
<td>14 (46.6)</td>
<td>18 (60.0)</td>
<td>22 (53.6)</td>
</tr>
<tr>
<td>Calorie Mama API&lt;sup&gt;a&lt;/sup&gt;</td>
<td>22 (73.3)</td>
<td>29 (96.6)</td>
<td>23 (76.6)</td>
<td>31 (100)</td>
<td>19 (46.3)</td>
</tr>
<tr>
<td>Clarifai</td>
<td>4 (13.3)</td>
<td>13 (43.3)</td>
<td>14 (46.6)</td>
<td>27 (90.0)</td>
<td>17 (41.4)</td>
</tr>
<tr>
<td>Foodvisor</td>
<td>3 (10.0)</td>
<td>15 (50.0)</td>
<td>16 (53.3)</td>
<td>22 (73.3)</td>
<td>23 (56.1)</td>
</tr>
<tr>
<td>Google Vision API</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>12 (40.0)</td>
<td>17 (56.6)</td>
<td>1 (2.4)</td>
</tr>
<tr>
<td>IBM Watson Recognition</td>
<td>5 (16.6)</td>
<td>16 (53.3)</td>
<td>9 (30.0)</td>
<td>16 (53.3)</td>
<td>4 (9.7)</td>
</tr>
<tr>
<td>LogMeal</td>
<td>9 (30.0)</td>
<td>23 (76.6)</td>
<td>3 (10.0)</td>
<td>13 (43.3)</td>
<td>13 (31.7)</td>
</tr>
<tr>
<td>All</td>
<td>54 (25.7)</td>
<td>121 (57.6)</td>
<td>91 (43.3)</td>
<td>148 (70.5)</td>
<td>99 (34.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>API: application programming interface.

Totality
Totality of identifications for each platform are shown in Figure 2. Foodvisor and Calorie Mama API succeeded in the estimation of most dish components in their top 5 identifications with a totality of 70.8% (119/168) and 69.6% (117/168), respectively. Bitesnap and Clarifai identified mixed dish components with a totality of 56.8% (96/168) and 50.6% (85/168), respectively.

Figure 2. Totality of estimates on mixed dishes among different recognition platforms. Non-significant differences are denoted with a symbol placed with both platforms. All other platforms estimated mixed dish content to a significantly different level of totality (all \( P \) values ≤ 0.001).

Discussion
Principal Findings
A series of currently available image recognition platforms were tested for their performance on the recognition of foods, beverages, and mixed dishes conducted in a number of different standardized settings and in a real-life setting. Performance in terms of accuracy was found to vary widely between platforms ranging from 9% to 63% for top 1 accuracy. Top 5 accuracy ranged from 24% to 88% over all tested platforms. For mixed dishes, a high variance in the number of recognized dish...
components among the platforms was found. Foodvisor and Calorie Mama API succeeded in recognition of most of the components of the mixed dish (71% and 70%, respectively) while Google Vision API only succeeded in the recognition of 17% of the key components of the mixed dishes. None of the platforms was able to identify the respective portion size of the different foods and beverages.

**Comparison of Platforms**

The different tested platforms showed large differences in their performance. Calorie Mama API was the most accurate platform with a top 1 accuracy of 63% and a top 5 accuracy of 88%. Bitesnap and Foodvisor came in second place with a top 1 accuracy of 49% and 46%, respectively, and a top 5 accuracy of 71% and 72%, respectively. Third, Clarifai achieved a top 1 accuracy of 38% and a top 5 accuracy of 64%. Furthermore, IBM Watson Recognition and LogMeal were less accurate than all previously mentioned platforms. Google Vision API achieved the least accurate results, with a top 1 and top 5 accuracy of 9% and 24%, respectively. For Google Vision API, it seemed the recognition was influenced by how well the food or beverage filled the frame. This seems to be the reason Google Vision API appears to perform better under the unspecified angle setting (top 1 accuracy 23%; top 5 accuracy 52%). Under this setting, the majority of the pictures were taken closer to the food or beverage compared with the standard settings. When a food item was relatively small in volume, lying on a plate that was fully in frame, this would result in the food itself filling a small part of the full frame. The latter seemed to be a difficulty for Google Vision API. Among the tested platforms, Google Vision API is not specifically designed for food recognition, contrary to many other APIs and apps tested in this study. Google Vision API would often recognize a plate or dish in the picture but would give no indication as to what was on the plate. IBM Watson Recognition is also not specifically developed for the recognition of food, but they do provide a specific food module if the platform’s general model identifies the picture as a food. Overall, the tested platforms vary hugely in their performance. Due to the variation it remains difficult to recommend a specific platform in the context of dietary assessment.

**Comparison of Settings**

Based on the comparison of the different settings among all platforms, the setting influenced both the accuracy and totality. The accuracy achieved in the ideal setting was only slightly higher compared with the ones reached in the nonstandardized containers setting, the setting with clutter in frame, and the badly lit setting. Moreover, the unspecified angle setting resulted in a significantly higher recognition accuracy compared with all other settings. Although unexpected, this is actually a promising result since it means that recognition platforms perform better when supplied with pictures taken at angles and distances that feel natural to the consumer or participant compared with pictures that are taken at a standardized angle and height.

Furthermore, specific differences in recognition accuracy were noticed between platforms and settings. Google Vision API seemed unable to perform well when there was clutter in the frame. Additionally, the nonstandard container setting appeared to pose quite a problem for Google Vision API and LogMeal. On the other hand, Clarifai appeared to struggle most with bad lighting and having clutter in the frame. IBM Watson Recognition had the most difficulties when the lighting was bad or when the food or drink was in a nonstandard container. Bitesnap also appeared to have some problems with bad lighting. Foodvisor seemed to perform the worst in the ideal setting. It is clear that the performance of each platform is influenced by different factors in different ways; potentially the algorithms performing in the back end of these platforms play a key role.

**Comparison of Food Categories**

When comparing the recognition accuracy over the different food categories, mixed dish components were found to be recognized with the highest accuracy at the top 1 level. This implies that when multiple dish components are in the frame, often at least one of them can be identified correctly. However, it does not imply that the platforms succeeded in recognizing all dish components. When comparing how well the different platforms could recognize all different components of mixed dishes (totality), Foodvisor and Calorie Mama API were clearly best at recognizing a dish in its totality. Simple processed foods and beverages were recognized better than simple plain foods at the top 1 level but not at top 5 level. Simple processed foods seem to be less variable visually than simple plain foods and are consequently better recognized. Further, it appeared that some platforms simply could not properly recognize certain simple, plain foods, possibly because the food term was not in their system. Another explanation for this difference could be that pictures of simple, processed foods are just more common than pictures of simple, plain foods. However, this is just a hypothesis since it is unknown how each of the image recognition platforms were trained. For beverages, the accuracy remained low.

**Limitations**

The main limitation of this study is the use of demo versions of the recognition platforms. Demo versions do show the general capabilities of the platform but could potentially be improved to allow proper dietary assessment. Apart from the technological aspects of the different platforms, there are no specific guidelines for the creation of different settings and circumstances; however, benchmark datasets (eg, ETHZ-Food-101) are quite close to real-life images. As our results show, the setting determines the accuracy of the different platforms. Further, the use of large public available datasets (eg, FoodX-251 or Food-5K) would allow evaluation and testing of the external validity of our findings. Pictures from real-life settings, especially, would be of added value. Our real-life setting tried to assess the real-life recognition accuracy but since we used specifically selected foods and beverages, it can only serve as a surrogate for the real-life situation. However, we had to use this research approach in order to allow for a fair comparison between the different settings. Previously, He et al [17] tested their own image recognition system on 1453 real-life food images taken by 45 free-living or community-dwelling individuals and reached a recognition accuracy of 34%. When they also included contextual information such as food co-occurrence patterns and personalized learning models in the recognition process, the recognition accuracy increased to 44%.
We did not correct for multiple testing because this study was conducted as an exploratory study of the current recognition accuracy of commercial available image recognition platforms.

To our knowledge, this is the first study that compared performances of currently available image recognition platforms with a focus on consumer use. Results were highly variable but promising nonetheless. However, currently there is no freely available recognition system that is already useable for dietary assessment in the context of research. To obtain nutrient intake assessments, food images could be coupled to a food composition database, which translates the food weight into nutritional values. Previously, the lack of a comprehensive food density database was limiting, but this has now been improved [15,24]. Multiple groups are working toward the goal of successful estimation of food amounts [13,18,23]. For example, Rhyner et al [23] worked specifically on a system for automated estimation of carbohydrate content of a meal via image recognition. They tested whether their system could help type 1 diabetes patients in estimating the carbohydrate content of their meals. When patients were asked to calculate the carbohydrate content on their own as they normally would, the authors found a mean absolute error of 27.89 (SD 38.20) g. When the patients were asked to use their system for automated estimation of the carbohydrate content, the mean absolute error was reduced to 12.28 (SD 9.56) g [23]. Furthermore, Zhu et al [13] developed and tested an image recognition system. For weight estimation of the food, they reported mean percentage error rates of 3.4% to 56.4% when tested on pictures of garlic bread and yellow cake. Therefore, we expect that the accurate estimation of food amount is a hurdle that can and will be overcome in the future. Combining image recognition with other sources of information (eg, time of day, container in which the food is in, and location) could be used and gathered using a smartphone. We expect that certain foods or beverages will never be distinguished via image recognition. Hence, when the recognition system identifies multiple foods or beverages with a similar high likelihood (eg, soy milk versus cow’s milk), simply asking the participant which one it could be the best solution, as suggested by Eldridge et al [25] in their stepwise approach for reporting dietary assessment using different technologies. When required, additional questions could also be asked of the participant (eg, asking the fat content when the system recognizes a drink as being milk). By using a blended assessment form like this, it is expected that the use of image recognition technology for dietary assessment could not only be possible but could solve some of the problems faced by traditional dietary assessment methods.

Conclusion
To our knowledge, this is the first comparative study investigating the recognition accuracy of currently available image recognition platforms on food and drinks. We found the recognition accuracy to vary widely between different platforms ranging from poor to excellent. The estimation of portion sizes of foods or beverages is lacking in the tested platforms. A blended form of assessment, automated image recognition, and asking questions using chatbot options could improve the overall dietary assessment.
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Abstract

Background: There is a persistent need for mental ill-health prevention and intervention among at-risk and vulnerable subpopulations. Major disruptions to life, such as the COVID-19 pandemic, present an opportunity for a better understanding of the experience of stressors and vulnerability. Faster and better ways of psychological screening and tracking are more generally required in response to the increased demand upon mental health care services. The argument that mental and physical health should be considered together as part of a biopsychosocial approach is garnering acceptance in elite athlete literature. However, the sporting population are unique in that there is an existing stigma of mental health, an underrecognition of mental ill-health, and engagement difficulties that have hindered research, prevention, and intervention efforts.

Objective: The aims of this paper are to summarize and evaluate the literature on athletes’ increased vulnerability to mental ill-health and digital mental health solutions as a complement to prevention and intervention, and to show relationships between athlete mental health problems and resilience as well as digital mental health screening and tracking, and faster and better treatment algorithms.

Methods: This mini review shapes literature in the fields of athlete mental health and digital mental health by summarizing and evaluating journal and review articles drawn from PubMed Central and the Directory of Open Access Journals.

Results: Consensus statements and systematic reviews indicated that elite athletes have comparable rates of mental ill-health prevalence to the general population. However, peculiar subgroups require disentangling. Innovative expansion of data collection and analytics is required to respond to engagement issues and advance research and treatment programs in the process. Digital platforms, machine learning, deep learning, and artificial intelligence are useful for mental health screening and tracking in various subpopulations. It is necessary to determine appropriate conditions for algorithms for use in recommendations. Partnered with real-time automation and machine learning models, valid and reliable behavior sensing, digital mental health screening, and tracking tools have the potential to drive a consolidated, measurable, and balanced risk assessment and management strategy for the prevention and intervention of the sequelae of mental ill-health.

Conclusions: Athletes are an at-risk subpopulation for mental health problems. However, a subgroup of high-level athletes displayed a resilience that helped them to positively adjust after a period of overwhelming stress. Further consideration of stress and adjustments in brief screening tools is recommended to validate this finding. There is an unrealized potential for broadening the scope of mental health, especially symptom and disorder interpretation. Digital platforms for psychological screening and tracking have been widely used among general populations, but there is yet to be an eminent athlete version. Sports in combination with mental health education should address the barriers to help-seeking by increasing awareness, from mental ill-health to positive functioning. A hybrid model of care is recommended, combining traditional face-to-face approaches along with innovative and evaluated digital technologies, that may be used in prevention and early intervention strategies.

(JMIR Form Res 2020;4(12):e22755) doi:10.2196/22755
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Introduction

Elite Athlete Mental Health Phenomenon and Digital Mental Health Potential

Elite athlete mental health problems recently attracted great discussion as a worldwide relevant phenomenon [1], including reference to sporting factors, such as injury, overtraining, burnout, and career termination as well as nonsporting factors [2,3]. The array of athlete-specific mental health symptoms and disorders such as distress, depression and suicide, anxiety and stress, overtraining, sport-related concussion, substance misuse, sleeping and eating disorders, posttraumatic stress disorder (PTSD) and other trauma-related disorders, bipolar and psychotic disorders, attention-deficit/hyperactivity disorder, gambling disorder, and other behavioral addictions [4-6], are complicated by a range of social and psychological factors as well as attributes including personality, sexuality and gender issues, hazing, bullying, sexual misconduct, and transition from sport [6].

An increased interest in understanding the complexity of mental health among elite athletes has led to the empirical development [7] and validation [8] of athlete-specific questionnaires that are acceptable and appropriate for measuring mental health symptoms in the athlete environment. There remains an unrealized potential for universal electronic screening for mental health concerns, especially as a preparticipation examination when competitive athletes transition to a higher level (administered by sporting organizations) [9]. The early detection of mental health disorders has been proposed as part of an athlete-specific early intervention framework involving web-based consultations [10]. There is potential for this approach to be expanded at times of life changes, transition, and retirement. However, flexibility and pragmatism are required to apply digital mental health tools such as smartphone apps cognizant of the dichotomous directions and efforts that divide this space and limit its potential (randomized trials vs pragmatic studies, precision medicine vs population health, free market vs regulation, consumer vs clinical uses, big data vs privacy, and open vs proprietary software) [11].

Athlete Mental Health Challenges Amid COVID-19

Although preceded by many other epidemics caused by infectious disease, the COVID-19 pandemic is worthy of particular exploration because of a trend of increasing emergence of novel pathogens from nonhuman hosts. Major worldwide disruptions to habits and customs have impacted elite athletes’ training and competition. Uncharted challenges have been posed for those engaged in sport, with preliminary issues associated with social isolation, career disruption, qualification process uncertainty, and unconventional and limited access to effective training environments and partners [12]. This has been compounded by uncertainty around sporting events, which led to a negative response over a period of weeks to months [13]. However, some positives were drawn by the adaptive and resourceful group of those with well-formed athletic identities: a chance to refresh, time for injury recovery, and time for honing practice to fill perceived gaps in development [12]. Examples of novel training methods were shared by some high-profile elite athletes via social media during the COVID-19 lockdown.

There are calls to better understand the disruption and psychosocial consequences arising from the COVID-19 pandemic and predicted mental health case surge across general populations [14,15]. The urgent mental health care response makes it worthwhile to consider opportunities to pivot from already ongoing studies [16]. Research that disentangles aspects of athletes’ experience of stress and adjustment issues during changes and transitions can provide important contributions to early intervention frameworks or models of care as well as educational resources. A clearer picture of physical and mental activity behaviors, well-being, stressors, and adjustment is required from athlete-specific screening and monitoring to better understand the holistic health of high-level athletes [17,18].

Recent longitudinal research with high-level athletes (Simons et al, unpublished data, 2020) and college students [19] identified these subgroups as at risk of mental health problems amid COVID-19. These studies included online (smartphone compatible) assessments. The results suggested the influence of overwhelming stress and changes in mental health and behaviors related to the pandemic situation. In college students, this was negatively altered with a restrictive effect related to the pandemic proximity, media coverage, and policy. The mixed linear model of smartphone mobile sensing and self-reported mental health questions [19] was applied in this study. In synthesis, the main theoretical basis informing these studies is the hybrid model of care that identifies patients receiving both in-person and online interventions for diagnosis, therapy, and monitoring [10,20-22].

Digital Mental Health Opportunity Amid COVID-19

Digital mental health interventions have been proposed as a flexible and cost-effective way to reduce stigma and the treatment gap among university students [23]. However, the limitations are low adherence rates and questionable long-term efficacy in real-world settings. A collaborative effort to confront digital and system challenges within the general population will be required to “realize the vital goals of mental health prevention and support by providing a means to measure and track population mental health” [24]. A road map, a communication tool that articulates the strategic thinking of the goal and plan, is required to strengthen global mental health systems to tackle the impact of the COVID-19 pandemic [25]. Maulik et al [25] drew upon key sources and accumulated knowledge of mental health systems worldwide to provide a perspective on practical steps for implementation.

An integrated blueprint to deliver digital mental health screening and tracking highlighted the need to provide specifications for vulnerable subpopulations such as children, college and...
university students, domestic violence victims, frontline health care workers, low socioeconomic groups, those with mental health disorders, and older adults [26]. Athletes were initially included with this group. However, it should be clarified that high-level athletes are a peculiar at-risk group because there is an increased vulnerability yet resilience that requires further investigation and articulation. There is an opportunity to enable digital tools and artificial intelligence in athlete mental health screening and tracking to collect real-time data in a hybrid model of care (combining online and offline data with in-person data) to enrich research data to support better models of care [26]. This leads to the research question: should digital screening and tracking tools be tailored toward adjustment and stress in at-risk subpopulations such as athletes to assist the management of their mental health?

**Methods**

This mini review shapes literature in the fields of athlete mental health and digital mental health by summarizing and evaluating journal and review articles drawn from PubMed Central and the Directory of Open Access Journals (generally from within the last 4 years). There are also internet sources (referenced electronic journals), a thesis, conference proceedings, books and websites to complement the primary research. A story has been developed to show relationships between athlete mental health problems and resilience as well as digital mental health innovation with recommendations presented for research prospects in the near future.

**Results**

**Elite Athlete Mental Health Screening and Tracking**

The use of technology in elite athlete mental health screening has been limited to internet-based surveys. A brief, fully automated internet-based pilot study of mental health help-seeking interventions [27] addressed mental health literacy and found that stigma can lead to underreporting and inhibit help-seeking behavior. This led to a model of care and an inference that young elite athletes are particularly unlikely to seek help compared to nonathletes. A self-report internet-based prevalence study [28] established that just under half of the surveyed Australian high-level athletes met the criteria for at least one mental health problem. However, there were engagement issues with insufficient power in the analyses to draw firm conclusions.

A qualitative study transformed from a psychological protective and risk factors screening (an online pilot study) in response to engagement difficulties [29]. An investigation of psychological distress in current and retired Australian elite athletes resulted in novel findings on how accumulative stress manifests into more intense and severe symptoms over time. The vortex of upward and downward spirals was described as the spiraling of states between positive and negative outcomes, a turbulent transitional period where retired elite athletes reported it took 1-3 years for the balance to be restored in their mental health. This highlights the importance of a tailored prevention and early intervention strategy that effectively engages athletes in the screening of psychological protective and risk factors, and tracking that seeks to pinpoint an understanding of how these factors are associated with psychological symptoms, disorders, and abnormal behavior.

Short-form mental health screening instruments were applied with substantial variability in American collegiate athletes, which led to a call for brief validated electronic survey instruments that can be interpreted by nonspecialists and have a utility of screening for symptoms or risk factors of specific mental health disorders [9]. An example of such is the Athlete Psychological Strain Questionnaire (APSQ), a brief self-report screening tool by Rice et al [30]. The APSQ was implemented with male elite professional athletes from three national Australian sporting codes (Australian football, cricket, and soccer; n=1007, 78.6% participation rate). Twelve items were developed in the three thematic areas of self-regulation, performance, and external coping to assess for psychological distress and well-being, difficulties with team-based interactions, impaired impulse control and frustration tolerance, worries related to athletic performance and training stress, and transition to life beyond professional athletic pursuits. However, the sensitivity and specificity of the APSQ was designed to identify the behaviors that suggested underlying distress. Modeled on the widely used and validated Kessler 10 and with validity and reliability established from psychometric evaluations [30], the APSQ includes a range of cut-off points reflecting moderate, high, and very high scores, and is the recommended triage screening tool within the International Olympic Committee’s Sports Mental Health Assessment Tool [8].

The lack of robust empirical data on mental health symptoms in currently competing athletes [31] led to a cross-sectional, anonymous, online survey of prevalence and correlates of mental health symptoms in high-level athletes (n=810) at the Australian Institute of Sport (AIS). There was a good participation rate (51.7%) with a significantly higher report of high to very high psychological distress in high-level athletes compared to general community norms (17.7% vs 9.5%, respectively). These significantly high levels of distress (17.7%) correspond with findings of 16% of meta-analyses from 34 original studies, with 1 at low risk of bias [4]. The extent of other mental health symptoms and disorders ranged from 19% for alcohol misuse to 34% for anxiety and depression for current elite athletes and to 26% for anxiety and depression for former elite athletes. Valid comparisons with the general population were not established by these authors. However, it was surmised that these levels may be slightly higher than in the general population, leading to the call for further research that focuses on the development of reliable and valid screening instruments.

Knowledge of how the mental ill-health sequelae manifests in elite athletes is not yet established in the literature [30], which in turn limits knowledge of impeding factors. The impact of the COVID-19 lockdown upon the mental well-being of high-level athletes was captured in a longitudinal cohort study by Simons et al (unpublished data, 2020), with research support and a sport psychology network to assist athletes [32] from the Queensland Academy of Sport (Australia). A monitoring study (n=15) ensued after online screening of stressors with a smartphone-compatible questionnaire (face-to-face was nullified). Relocation and self-quarantine (coinciding with the
implementation of the harshest restrictions of COVID-19) were related to a high risk of adjustment disorder. Mental well-being was negatively impacted during the lockdown period with reports of being overwhelmed beyond their sporting careers (into their holistic existence). However, the return to baseline well-being during this period indicated resilience and successful implementation of coping strategies and (self) interventions.

Elite Athlete Mental Health Literature Reviews and Consensus Statements

The generally shared viewpoint of meta-analytic reviews is that elite athletes experience a broadly comparable risk of high-prevalence mental disorders (eg, anxiety and depression) relative to the general population [2]. More specifically, there are comparable rates of depression [4,30,33] as well as anxiety, posttraumatic stress, and sleep disorder [4,30]. Athletes are unique in that there is an existing stigma of mental health and underrecognition of mental illness as well as the possibility of simultaneously having both positive mental health and experiences of mental illness [34]. The range of both athlete-specific and general risk factors associated with mental ill-health in elite athletes led to a comprehensive early intervention framework [10]. A hybrid model of care (face-to-face or by telephone or web-enabled consultations) was used to target the limiting factors of athletes’ psychological processes and intervention via the mental health referral network at the AIS. The intent of the AIS early intervention model of care is for the referred practitioner to work one-on-one with the athlete to address their needs in a restoration approach to mental health and functioning [35].

Elite athlete mental health research has evolved as a subset of psychiatry and psychology. Significant recent contributions from sports psychiatry and sport psychology (including clinical psychology) resulted in consensus, expert, and position statements on the individual, cultural, and environmental factors that affect the well-being of the athlete and inform the prevention and treatment of mental health symptoms and disorders [1] (see [3,5,36-40]). A key recommendation is the need for action toward greater consistency in the development, evaluation, and reporting of mental health awareness programs [36]. It was noted that there is “no evidence or consensus-based guidelines for diagnosis and management of mental health symptoms and disorders in elite athletes” [5]. A previous systematic review [41] concluded that a cautious approach is required in determining effective evidence and theory-based intervention programs with unbiased, high-quality methods. Breslin et al [41] outlined blind randomized longitudinal studies as being needed with larger sample sizes and outcomes measured with validated measurement tools that account for behavior change related to mental health literacy. There has been a lack of evidence and discussion of how technology may be applied in the development and evaluation of research or mental health awareness, prevention, and intervention programs.

There are calls for a better understanding of sport as a subculture within society [5,37,42] and for future studies to highlight positive mental health outcomes within athlete subgroups. Investigations into the athletic identity, individual and subgroup character, and cultural traits led to further issues being identified with regard to help-seeking barriers [42]. In particular, Castaldelli-Maia et al [42] found that elite sport culture includes some features that increase the likelihood of athletes with mental health symptoms and disorders. A summary of barriers to athletes seeking mental health treatment was presented including stigma, low mental health literacy, negative past experiences with mental health treatment seeking, busy schedules, and hypermasculinity. Male high-performance athletes were previously reported as 52% less likely than their female counterparts to report mild or more severe depressive symptoms [34]. The proposed link between disclosure of mental health symptoms and disorders, and the stigma of being perceived as weak [42] is central to the suggestion that brief antistigma interventions offer promise as an initial step to overcome help-seeking barriers. Further research is required for more focused and tailored interventions for subgroups. For example, it was advised to expand upon gender differences (larger, representative female athlete samples are required) [8].

Acknowledgement of the global challenge of increasing mental health literacy of elite athletes and reducing help-seeking barriers prompted the call for management strategies to address all contributors to mental health symptoms and consider biopsychosocial factors relevant to athletes [5]. Rice et al [30] noted the existence of athlete-centric models of care [3,43]. However, an early intervention framework or model of care is required to support and respond to the mental health needs of this group [10]. The design, implementation, and evaluation of intervention programs may be derived from appropriate theories and models [36]. This implies the merits of reverse engineering. It is not yet established how technology may be applied by functional specialists for the delivery of specific mental health prevention and care outcomes. This gap in the literature highlights the importance of developing and using professionals who can bridge the gap between data science, technology, and organizational strategy.

A key finding for engagement between sporting organizations, elite athletes, and mental health care services highlighted the need to “screen for psychological distress in athletes who may otherwise appear to be well-functioning, to provide timely, optimal treatment” [31]. This is an important consideration as national funding agencies, Olympic committees, federal governments, and sport organizations roll out strategies to combat mental ill-health during COVID-19 [12]. Schinke et al [12] suggested to learn from lessons gained through “autonomy, ingenuity, resilience, life balance, mindfulness” among other skill sets. There is a suggestion to consider cases of false negatives and false positives, and to capture such distinctions in the screening of the range of psychological function, from positive attributes to severe distress. However, elite athlete mental health prevention and early intervention frameworks have yet to expand beyond a web-based consultative approach to incorporate the potential of digital mental health, especially with regard to the use of technology and human-computer interactions (HCIs).

A theoretical framework needs to recognize the impact of general and athlete-specific risk factors, engage key individuals that may identify and promote athlete mental health, and be adaptable and responsive to varied career stages and mental...
health states [10]. There is a wealth of theoretical knowledge and insight in the recent literature, yet there is a need for summary, evaluation, and recommendations on ways to effectively engage athletes via technology and make well-designed use of models of care, and adapt or extend them to increase their explanatory power. Furthermore, there is a welcome emphasis on commitment to holistic health and a prevention and early intervention framework. These developments help to redress the balance in favor of mental and physical health being considered together with support for biopsychosocial studies of mental health. It offers a balance with regard to the elite sporting culture, and there is clearly global interest in the results and implications.

**Discussion**

**COVID-19 Pandemic Impact on Mental Health a Catalyst for Change in Screening**

There is a need to transform key sources and worldwide accumulated knowledge of mental health systems into insightful findings that can be effectively grasped. The limitations of organizing data scientists and difficulties in upskilling mental health researchers in data science (database systems, programming and data analytics, data mining and management, machine learning, and visual analytics) has hindered the practical steps needed to strengthen mental health systems. The quality of collaboration in elite athlete mental health consensus statements, systematic reviews, and models of care suggests that this field is suitable for the testing of digital mental health. Inroads made thus far, with some sporting organizations having opened up their doors to research via a biopsychosocial approach, lead to the proposal that persistence, data science, and digital mental health methods will result in articulation of how the mental ill-health sequelae manifests in athletes.

A lack of availability and accessibility of acceptable resources and use of counselling during the COVID-19 pandemic [44] points toward evidence of the void that a hybrid model of care (telehealth, digital mental health, and face-to-face) has a great opportunity to contribute to. There is a high potential for data-driven innovation strategies to expand knowledge of how the mental ill-health sequelae manifests in athletes. Machine learning in particular may lead to change more generally if more precise ethics are implemented, resulting in better and faster screening, assessment, and management.

The COVID-19 pandemic has had a profound psychological and social effect [45] with severe psychiatric impacts on the community [46] and increased suicide rates expected [47], especially linked to higher unemployment [48]. Research studies are needed on how mental health consequences can be mitigated during and after the COVID-19 pandemic with a focus on decreasing stress, anxiety, fears, and loneliness in the general population [45]. Sher [45] pressed for urgency but predicted suicidal behavior is likely to be present for a long time and peak later than the actual pandemic. As a result of this catalyst for change, it was suggested to focus on vulnerable subpopulations. Patients at risk for suicide require psychiatric services and monitoring to ensure safety [49]. Schrieber and Culpepper [49] explained that a holistic understanding of the clinical features and course of mental ill-health in subpopulations are prerequisites for the screening, assessment, and management (including prevention and intervention) of people and patients who are vulnerable to develop a clearer picture of the “underlying factors of psychiatric disorders, precipitating events, and ongoing life circumstances” with recommended remedy from “medications, counselling, and involvement of friends, family, and religious/community groups as appropriate.”

There is preliminary evidence among general populations that the COVID-19 pandemic may be associated with psychiatric symptoms that do not necessarily rise to the level of a psychiatric disorder as well as full-blown anxiety disorders, depressive disorders, insomnia disorder, and PTSD [50]. Stein [50] found the pathogenesis of psychiatric symptoms and disorders may include biologic and psychosocial factors, which were noted as possibly increasing the risk of suicidal ideation and behavior because of the array of hardships imposed by the pandemic. This review was especially concerned for patients with COVID-19 and clinicians who treat patients as well as individuals in quarantine. It expresses the overwhelming need to simultaneously screen, track, and treat the “new onset or exacerbation of subsyndromal psychiatric symptoms as well as full-blown psychiatric disorders, including anxiety disorders, depressive disorders, PTSD, or substance use disorders.”

Answering the call for a generalized prevention and intervention tool [50], a first-line screening tool called the Mental Health Quotient (MHQ) was developed to provide for the individual perspective (a profile of mental health challenges and positive well-being) [24]. It screens for concerns and abilities across a results profile while developing a complete picture and unbiased insights of reported symptoms and functions. It is an efficient and user-friendly online assessment of population mental health and well-being. It is suitable for use in primary care and psychiatric clinics to identify at-risk individuals and subgroups. It provides information for diagnosis across 10 disorders after a comprehensive review of symptoms across 126 commonly used psychiatric assessment tools. A distinguishing feature is that it is not constrained by the clinical classification systems, the Diagnostic and Statistical Manual of Mental Disorders (DSM) [51] or the International Classification of Diseases (ICD) [52]. The MHQ is useful in identifying people who do not qualify for a particular disorder yet need help because of a large number of severe clinical symptoms (from an anonymous screening that provides a score and full individual report that encourages honest self-reporting). Validity was suggested from demonstration of a close alignment between MHQ scores and the degree to which people meet DSM-5 diagnostic criteria as well as alignment with known epidemiological estimates along with various dimensions including annual prevalence rates of mental health disorders and age and gender difference findings [24]. However, the MHQ is not known to have been tested by others for its validity.

The MHQ is generally useful to target subsyndromal symptoms before it becomes distress or impairment [24]. There is expected to be a greater demand for evidence-based mental health interventions as cultural change prompts more positive perceptions of help-seeking [35]. The athletic culture and dichotomous mental health states and associated biopsychosocial
investigations provide a context to compare screening methods and results. The evaluation of the APSQ screening tool [30] was a timely development especially with regard to its validity and reliability [8]. It is a triage screening tool that is relevant worldwide, feeds into an early intervention framework [10], and is connected with the established national Mental Health Referral Network, which presents opportunities for expansion and data capture, informing future education-based initiatives and aims at positively affecting the broader culture around mental health and help-seeking behaviors [35].

A synthesis of a select range of psychological issues and mental health disorders in competitive athletes was intended to assist team physicians and other members of the athletic care network with detection, treatment, and prevention [6]. Screening with Qualtrics (brief psychological survey accessible on a digital device from anywhere) clinically assessed the coping and psychological functioning of nearly 6000 student athletes during the COVID-19 pandemic [44]. Petrie [44] noted small but sizable levels of severe impairment in terms of depressive symptoms, psychological distress, and dissatisfaction with life but a higher incidence of moderate (or subclinical) levels on these measures. Findings between elite [42] and student athletes [44] indicate that these subgroups of athletes face significant challenges with ongoing mental health stigma. Cross-sectional results of high-level (Simons et al, unpublished data, 2020) and student athlete [44] studies suggest a prevalence of depression and distress during the COVID-19 pandemic. However, the study with high-level athletes (Simons et al, unpublished data, 2020) demonstrated a return to baseline levels during the lockdown period, suggesting a possible differentiation for the positive (limited by a small number of participants in the monitoring study).

Broadening the Scope of Elite Athlete Mental Health Symptom and Disorder Interpretation

There have been concerns raised for more than a decade about misdiagnosis arising from current symptom-based DSM and ICD diagnostic criteria for mental disorders, which “are prone to yielding false positives because they ignore the context of symptoms” [53]. However, false positives have been widely argued to not be a benign flaw because support and treatment for “disorders” are beneficial to those experiencing emotional problems. Harmful dysfunction analysis has been described for “disordered” classification if human beings fail to satisfy the new social demands [53].

There are false negative cases that may arise in elite athletes from dishonest screening responses out of fear of selection or losing a position and, thus, presenting difficulties for detection by functional specialists. There are also different interpretations of the diagnostic criteria for mental disorders in elite athletes. In consideration of the biopsychosocial context in the etiology, diagnosis, treatment, and prevention of disorders, the model of maladjustment [54] reconceptualized the overtrained state of athletes as an adjustment disorder and, thus, presented a rationale that it should be treated from the perspective of this diagnosis. In contrast, longitudinal cohort research with high-level athletes found a subgroup that were at risk (subsyndromal) for adjustment disorder because of a range of stressors (injury, relocation, being on tour and long periods away from home, and the COVID-19 lockdown impact on training and competition; Simons et al, unpublished data, 2020). Therefore, the scope for targeting subsyndromal conditions and psychological symptoms and disorders in athletes can be altered by various measures, diagnostic criteria, and interpretations.

Psychological Risk, Protective Factors, and Outcome Measures for Tracking

As an example of formative research for tracking, a qualitative study of current and retired elite athletes’ mental health [29] held semistructured in-depth interviews with discussion around their perceptions and expectations of their self, with a focus on achievements and challenges, stressors inside and outside of sporting careers, injuries, transition to life after sport, psychological distress, suicidal ideation, perfectionism, life satisfaction, support, coping strategies, and substance use. Outcome measures for quantitative studies with athletes include knowledge of mental health (ie, disorder and symptom recognition) or behavior regarding mental health (intended or actual help-seeking), mental health competencies (eg, mindfulness and coping) or specific mental health (eg, anxiety, depressive symptoms, and positive affect), and well-being (eg, subjective and psychological well-being domains, and life satisfaction) [41].

Future research is required to conceptualize and gain a better understanding of the combination of multiple stressors and coping resources in athletes. It is also important to verify which factors aid and impede positive adjustment to stressors from a holistic perspective. However, it should not be assumed that there is a need for increased monitoring, surveillance, and medication to enact control (at a cost to recovery). There is a need to promote a balance with a risk assessment and management framework so that the subjective experiences of people with mental health problems are at the forefront of prevention and intervention [55].

Sporting Culture and Athletic Identity

Culture provides socially constructed myths about natural phenomena, resulting in reshaped systems of belief, which are digested to become part of a worldview and thus influences interpretation of natural phenomena [56]. It is necessary to observe subcultures in athletes to effectively address help-seeking barriers and stigma [42]. For example, athletes play for each other in team sports and senior athletes take a leadership role, in addition to coaches and staff, to materialize successful performance. The interconnectedness of sickness and health, and the global effects of COVID-19 means that athletes need each other to adhere to protocols to effectively participate in sports. They also require support and a platform to build a winning culture. However, the “sporting bubble” may distort athletes’ perception of the world (including that mental ill-health is a sign of weakness), which affects their ability to live in it. Therefore, it is important for researchers to gradually peel back the layers acknowledging this group’s attributes such as mental toughness and resilience. Elite athletes may not admit up front to their vulnerabilities such as the effect of the accumulation of pressure and psychological, emotional, professional, and physical stress. Partnered with injuries and...
recovery, life changes, selection worries, or retirement, their depth of physical and mental strength may be tested such that a breaking point is reached.

Athletes who possess a strong and exclusive level of athletic identity take longer to adapt to their postsport life and are more prone to experiencing psychosocial and career identity difficulties later in life [57]. Athletes who face an involuntary retirement continue to be at the greatest risk of experiencing adjustment issues [58]. The transition out of sport can be a challenging time for athletes [59,60], so preparations for such time should be made well in advance in conjunction with an exit health examination [4]. The instability may be inhibited further if they are not in touch with their own feelings and thoughts or these are rendered unacceptable by parents, coaches and staff, peers, or former athletes. The digital age and generational differences also call for innovative ways of connecting athletes with their networks and traditions. Although, this may not always be positive, as high achievers tend to overlay their predisposition to succeed in other areas of their life such that, when the “sporting bubble” has burst, negative coping strategies may be applied with similar intensity (eg, substance misuse).

**Digital Mental Health Solutions**

Although not a panacea to mental ill-health issues in athletes or general populations, digital technology has garnered increasing interest and evidence for mental health improvement, especially with younger people [61]. Bevan Jones et al [61] cited a lack of literature to inform the co-design of digital mental health technologies. However, it was established that the involvement of stakeholders is important throughout the life and research cycle of the program. The biggest challenges are the changing face of technology, methods of engaging with diversity in the user group, and evaluation of the co-design process and its impact on the technology.

Risk assessment should consider the dichotomy of digital technology use. It can aid with information and support for those with mental health problems, but it can also be of detriment because of internet-related risk behavior (digital risk) such as bullying or pro-suicide websites [62]. Therefore, Aref-Adib et al [62] suggested training and standardized risk pro forma to promote best practice digital risk awareness in mental health care general risk assessments. Digital mental health projects may benefit from a risk management approach that focuses on collaboration, ideation, and innovation, and deals with uncertainty with augmented responses in obtaining objectives, monitoring along the way, communicating, and better integrating and reporting.

Ecological perspectives are important to gather insight for educational strategies to increase mental health literacy [1]. The ecological design perspective provides a conceptual framework within which to investigate more complex interactions between persons and environments [63]. As new ways of being connected to each other and artificial intelligence are becoming more possible and needed, it is important to consider the central setting that digital technology already has in the broader institutional and community contexts. The digital infrastructure is expanding along with its own influence.

The benefits of digital mental health include broad accessibility and choices with free or low-cost availability. It may also be an introduction to psychological intervention that helps participants to overcome stigma or embarrassment. Before technology and changing demand enabled digital mental health to grow, the health industry was dealing with a range of other issues such as inequitable outcomes; unaffordable growth in expenditure; and varied outcomes in wellness, prevention, and intervention. Although there are other pertinent issues, it is important to future proof with data science (programming languages, visualization tools, relevant data platforms). There is also a requirement for practical skills and the knowledge and ability to create complex ecosystems of smart devices as well as the use of the data collected by these devices. However, the design to innovate agenda needs to draw from lessons learned and themes such as the struggle to use digital tools and how to overcome difficulties in connecting with them. A different approach is required to better turn data into information, knowledge, and insight. The design ecosystem needs to give attention to the layout of key aspects of an architecturally designed digital landscape including problem definition, strategy, process and solution, and improvements. Advisory knowledge hubs and dashboards should provide solutions and opportunities to upskill and build capability.

Up-to-date, peer-reviewed online algorithms are useful, for example, in differentiating intentional self-injurious thoughts and behavior into suicidal or nonsuicidal categories [49]. A next frontier in technology is designing artificial intelligence to deliver a range of mental health care services according to algorithms. Artificial intelligence–powered solutions currently include predictive analytics, machine learning, natural language processing or generation, voice recognition and response, virtual personal assistants and chatbots, and diagnosis and recommendation engines. Large-scale and rigorous studies with artificial intelligence–delivered mental health care are still in a preliminary stage [64]. However, Fiske et al [64] noted more evidence is required with regard to patient acceptance and contingent treatment outcomes of embodied artificial intelligence applications in mental health. The social and ethical implications of artificial intelligence remain pertinent issues. Yet, the demand and toll of COVID-19 upon health care workers [50] and the inevitability of further epidemics or disruptions to life calls for virtual mental health care in a practical complementary approach.

Virtual reality (VR) was found to outperform Skype as a therapeutic tool in remote therapy in terms of perceived realism of the session and the degree of presence (face-to-face but in a virtual environment) [65]. The VR concept will be adapted to pioneer digital mental health solutions, including artificial intelligence and deep learning algorithms [66-69], offering promise as a supplementary approach to boosting mental skills and improving the diagnosis and treatment of patients with mental health conditions. A pilot study found VR may benefit the therapeutic alliance [70], especially for people with a psychotic disorder with regard to emotion perception [71]. It was noted that there are limited studies in this field thus far.

There are various mental health apps with links to digital interventions (eg, cognitive behavior therapy and mindfulness...
exercises). The potential for smartphones to become a real-time diagnostic tool is not yet realized, although the emerging 5G mobile network technology will enable better connection of devices, which will aid this. In the future, 6G may enable the creation of virtual figures or replicas from application of immersive extended reality (XR), high-fidelity mobile holograms, and digital replicas. These HCIs may be programmed for comprehension of algorithms for mental health issues including the intricacies of psychology and psychiatry, somatization, cognition, mind-body connection, behavior, attributes, drive, motivation, attitude, mood, socialization, and personality. However, this is not an exhaustive list. It will be necessary to define and describe HCI and how it impacts user experience design for XR.

Digital solutions with machine learning and artificial intelligence at their core have been developed as flexible tools for identifying patterns in data (via deep learning algorithms) with powerful diagnostic and treatment capabilities to serve large populations at reasonable costs and without human prejudice [72]. The how and why of artificial intelligence delivering virtual mental health care requires an understanding of the Internet of Things (IoT)—the connection of machines for information exchange without human intervention.

The self-improvement capabilities of machine learning and artificial intelligence as new data becomes available is an advantage that assists in early case detection and tracking. However, there is potential for harm and threats arising from the increasing adoption and power [73]. It was recommended by these authors for information literacy and community building in deep learning as tools for getting ahead of deep fakes. To give contexts to the risks, Caldwell et al [73] referred to useful systematic reviews [74], overview of strategic policy in the next 5 years [75], and the cybersecurity risks associated with the interconnectedness of everyday devices (IoT) [76]. A user-friendly description of the technological background of artificial intelligence was presented to instill an understanding of the associated criminal potential and with the intention of reducing potential harm from it [73]. To understand the issue of deep fakes, these authors defined artificial intelligence, machine learning, supervised and unsupervised learning, training data, deep learning, reinforcement learning, active learning, natural language processing, adversarial perturbation, and criminal potential. Patient privacy and the potential for machine learning discrimination requires effective measures to be in place. An emerging example is federated learning whereby an algorithm is trained to function across multiple decentralized devices or servers holding local data samples without exchanging them.

There is an opportunity to innovate developing technologies with the delivery of consistent and cybersecure screening, tracking, and well-being programs in an engaging format that helps users to overcome stigmatization as well as increase mental health literacy, screening honesty, and help-seeking behaviors. In effect, the process of measuring and tracking population mental health is working toward relieving the burden of mental health care “by facilitating the development of relevant and effective interventions and policies before symptoms escalate to clinical levels” as well as “manage and improve the lives and well-being of all people, and not just those with a clinical disorder” [24]. As researchers reimagine scientific or health processes, digital enablement offers promise as a collaborative process that can quickly adapt from client and consumer touchpoint reviews and lessons learned to realizing the total value of its ownership. To grow and evolve a digital mental health ecosystem, it is important to document, store, and publish successful innovation activities; seek ways to increase the rate of adoption; and help shape further opportunities and improvements.

**Recommendations**

The following novel recommendations for the design and building of a digital mental health platform and associated screening and tracking technologies and services are intended as a guide for consultation and a consideration for construction. A standard of care and fitness of purpose should be considered with expert and legal advice to ensure a prototype is factual, experienced, and applicable to industry standards before entering a design or construction contract.

**Athlete-Specific Mental Health Screening Questionnaire**

A worldwide-relevant and smartphone compatible athlete-specific mental health screening questionnaire based on the APSQ [30] is recommended to be deployed (weekly), partnered with real-time automation and machine learning models. It should be presented as part of a screening process associated with a well-being framework with consideration of stress and adjustments. A complementary follow-up involving a tracking phase should be implemented weekly with the identified at-risk and vulnerable subgroups. It should be designed to improve athlete buy-in with honest feedback and self-evaluation. Referrals to licensed professionals are recommended where clinical levels of psychological distress are identified. The athlete is then to be treated as a patient depending on the symptoms and appropriate treatment recommended by algorithms, such as cognitive behavior therapy or assistance with coping and resilience skills.

The APSQ should be applied as an education concept for the development and validation of subpopulation-specific screening tools. In seeking a consistent and consolidated knowledge management strategy, a hybrid model of care is recommended for the prevention and intervention of stress and adjustment issues as well as psychological disorders. The promotion of mental health improvement goals should be recognized as an investment for athlete well-being programs in addressing issues around engagement, identity, privacy, and confidentiality.

**Championing of Mental Health Awareness and Antistigma Interventions**

Concise guidelines, consensus statements, and brief antistigma interventions are recommended for consolidation and consistency in mental health awareness. It is recommended to highlight the range of mental health states with elite athlete and mental health champions to raise mental health awareness in society. It is recommended to specifically target peculiar subgroups of athletes with more focused prevention and tailored interventions that recognize varied career stages and mental health states.
**Pivot From Existing Subpopulation Research to Quickly Respond to Disruptive Global Events**

Further research is recommended to expand the finding that high-level athletes are at increased vulnerability to mental ill-health, yet there are positive adjustments and resilience in response to overwhelming stress, resulting in a subsyndromal condition (Simons et al, unpublished data, 2020). It is recommended to pivot from existing studies such as with college student, high-level, and elite athletes to investigate and articulate “how behaviors and mental health change and interact in the face of monumental adverse global events” [19]. Verification of behavior research is required such as a study with the Circadian Rhythm for Mood app, which found that a wearable device is effective in the prevention, intervention, and improvement of mood disorders [77].

In targeting at-risk subpopulations such as athletes for early intervention, it is recommended to implement brief, valid, and reliable smartphone-compatible online surveys (with consideration of the offline options such as paper and text messaging alternatives for the underserved). It should be tailored to the relevant psychological risk and protective factors. Tracking (monitoring of symptoms, in particular where there is an indication of high stress and adjustment issues but not psychological distress or disorder) is recommended to be run by unlicensed professionals such as academic researchers or from other areas of psychology, psychiatry, or mental health that do not require direct clinical contact with patients. A rationale for tracking is that descriptive and experimental research is required to increase positive engagement with at-risk and vulnerable subpopulations, support mental health care services, and counter the psychological impact of disruptive global events such as the COVID-19 pandemic.

**Integration of Subpopulation and General Population Research With Algorithms**

Valid and reliable subpopulation research should be compared with findings from the general population. Blind randomized longitudinal studies with large-scale data collection via MHQ screening in general populations may expand its validation. Evidence- or consensus-based guidelines for diagnosis and management of mental health symptoms and disorders are recommended to evolve into standardized, up-to-date online algorithms. Real-time automation with machine learning models is recommended to apply the MHQ to test its effectiveness in tracking compared with results from clinical psychologists and psychiatrists as well as unlicensed professionals, who may contribute more of a supporting role. The intent is to inform effective and efficient pathways of mental health care with valid, reliable, and replicable identification of at-risk individuals and subgroups, and assess the impact of any support and wellness programs.

The MHQ provides for the geographical, cultural, and experiential factors of the general population, and covers the complete range of clinical mental health symptoms as well as positive mental assets [24]. It is recommended for general population self-screening because it encompasses a fluid state of how these symptoms and assets interact based on an extensive review of the way mental health is assessed in clinical and research fields [78]. The MHQ is an epidemiological mental health assessment tool that provides personalized insight into an individual’s mental health partnered with feedback that is generated based on the individual scoring profile. The delivery of solutions for influencing positive mental health is recommended to consider the mixed linear model of smartphone mobile sensing and self-reported mental health questions [19], and a hybrid model of care [10,20-22] as part of a general guide.

**Development and Evaluation of Digital Mental Health Platforms**

A road map [25] and integrated blueprint [26] for platform-based solutions are urgently needed to strengthen mental health systems with consolidation, consensus, and concise guidelines. There are opportunities for growth in digital mental health risk surveillance (screening and tracking) extending from an honest and transparent platform, which promotes trust and confidentiality. It is recommended to progress opportunities in digital mental health (especially with platforms) while acknowledging that there are constraints and rigorous evaluation is required [26]. It is recognized that these emerging developments are “not explicitly covered by the existing guidelines” [21]. However, it is recommended that a certification framework, applicable industry standards, and expert advice (eg, a road map, integrated blueprint, and innovation ecosystem for digital mental health services) guide entrepreneurial activities. In the absence of a government-endorsed certification framework, it is recommended to consult with the terms and conditions of a reliable example that has been evaluated to an international standard. It is also important to ensure there is a synergy of activities for mental health care with efforts in outreach and dissemination of peer-reviewed literature as well as development of a skilled, digitally capable workforce.

A new type of patient-consumer is fueling remote screening and tracking’s rapid growth. Although there is a wide range of choices available for digital mental health, there is an absence of a useful and reliable athlete-specific digital mental health platform. If a prototype is developed, it should serve as an example to other subpopulations for tailored prevention and intervention. Mental health resources and services should be sourced from trusted organizations, including links to evidence-based apps and programs, forums, phone chats, emails, and websites.

Digital mental health requires consultative leadership in advising, designing, and delivering the platforms and infrastructure for a transformation in client and consumer delivery. An organization’s track record is important for building or adopting a brand for an individual. It is recommended to not be reliant on a small, distant vendor for a core platform, which could be easily disrupted and cause a negative flow-on effect. Therefore, a well-established company may help build trust in the adoption of digital mental health technologies. A future-ready technology and health company is recommended for an end-to-end service, offering and drawing on depth and capability to deliver on promises.
Web-Based and Smartphone Mental Health App Considerations

Web-based and smartphone mental health apps are recommended to be presented in a visually engaging way with an appropriate balance of human characteristics in the graphics (representative of diversity and ethnicity). Brief scalable survey questions, which can be skipped or with options to go to the next or previous one, may be supported with an open-ended answer box that prompts the user to explain their thoughts and feelings after a score is provided. An information package should include the conditions and terms of engagement, and links to the app, app help, translated information, resources, what it is for, how it works, frequently asked questions (FAQs), deleting the app, and privacy. There should also be information provided about data collection, processing, and storage, with details on the purpose, data source and access, storage period and location, contact information, and complaints.

Human-Computer Interactions in a Hybrid Model of Care

The digital therapeutic alliance (DTA) as a concept [79-83] suggests that there is a future for HCI, but there is a need for testing of emerging interactive techniques. More research is required to support acceptability, feasibility, and safety around digital interventions [84]. The efficacy of a hybrid model of care requires evaluation of its impact on the therapeutic alliance, clinical and social outcomes, cost-effectiveness, and engagement [23]. A therapeutic alliance may be refined in digital interventions with its own unique features (although further investigation is required to affirm this) [69].

Some mental health functional specialists may be required to lead, upskill, and strategize in data science and artificial intelligence. It is important to understand the potential and limitations of smart devices and apply a design-thinking approach as a way to come up with creative solutions. The design, implementation, and analysis of smart systems that gather data can inform and drive more effective and insightful mental health policies and strategies, for example, Lederman et al’s [85] suggestions to aim for adaptability of multifaceted tools through concordance in HCI. This concept takes account of the self-determination theory and is useful for design improvements from peer and moderator support as well as automated feedback [85]. Future developments with digital interventions are recommended to measure HCI for engagement and adherence effectiveness as well as individual client and consumer satisfaction with the DTA experience, including feedback on its functionality, trustworthiness, and expertise as well as confidence in its recommendations.

It is recommended for longitudinal research of screening and tracking with real-time automation and machine learning to determine whether there is improvement in engagement levels, ongoing participation rates, mental health literacy, and help-seeking behaviors. This strategy is recommended to be tailored toward a hybrid model of care including self-help, face-to-face, and digital interventions with at-risk and vulnerable subpopulations.

Artificial Intelligence, Deep Learning Algorithms, VR, and Digital Interventions

Artificial intelligence, object-oriented, and information systems as well as deep learning algorithms are increasingly of interest for therapeutic outcomes from digital interventions. It is recommended for an experimental rationale to better understand the bond within the human-smartphone connection. The IoT structure is recommended for database, statistical, and communication systems, including edge devices, data mining, and visualization as well as security and cloud computing.

The ecological perspective is suitable to be adopted with the co-design of digital mental health technologies to describe how the system or product works within its external environment. For example, VR modules are used for the treatment of multiple conditions from addiction to eating disorders, depression and anxiety, stress, and trauma as well as for immersion and repetition of scenes that may be useful for sport performance and mindfulness. It is recommended to expand research with VR and emerging technologies to produce specialized immersive interactive experiences for at-risk and vulnerable subpopulations, and to quantify the effect of creative problem solving and critical reflection upon stress and adjustment to see if there is a relationship with subsyndromal conditions or symptoms and disorders.

In determining a DTA for virtual clinics, it is recommended to consult up-to-date algorithms especially for evidence-based psychological protective and risk factors. A subset of HCI, affective computing, is recommended to be included in the co-design for user state-tailored response and an appealing balance of artificial intelligence and human characteristics such as traits, emotions, and intentions.

Conclusions

The novel finding that the COVID-19 pandemic had a dichotomous impact on high-level athletes’ mental well-being, with a period of overwhelming stress followed by a return to baseline well-being during lockdown (Simons et al, unpublished data, 2020), suggests a peculiarity in an at-risk but resilient subgroup of a population who are resourceful in achieving positive adjustments. A next step is validation with elite athletes. Brief psychological strain screening tools such as the APSQ should extend with stress and adjustment-focused methods [17,18]. The unrealized potential of this early intervention strategy should also be more generally explored (eg, MHQ) for how it may assist the management of mental health (from mental ill-health to positive functioning).

Future research should draw comparisons between athletes and the general population with regard to broadening the scope of mental health, especially symptom and disorder interpretation. There is a high potential for reliable and evaluated digital mental health platforms to inform associated prevention and early intervention strategies. Collaboration between humans and machines will be critical to the innovation of mental health care in the future. Abilities or willingness to embrace and adopt machine learning (with real-time automation) and artificial intelligence in a hybrid model of care should be guided by the right relevance in a road map and integrated blueprint to drive...
valid and reliable studies and address concerns over the potential for threats or harm. Studies adopting inclusive design or human-centric design principles should demonstrate how embracing digital mental health (especially deriving from digital platforms and algorithms from machine learning and artificial intelligence) is a critical success factor in a post–COVID-19 world.

Sports have a great potential to become more than a fertile platform for awareness of mental health issues and education for seeking help. Athletes are a suitable subpopulation for which to implement digital mental health solutions for stress and adjustment as a complement to prevention and intervention. Validation of the dichotomy of athlete mental health problems and resilience (in or outside of a pandemic-affected situation) offers a dual opportunity to advance digital mental health screening and tracking, and enact faster and better treatment algorithms for at-risk and vulnerable subpopulations.
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Abstract

Background: African American men who have sex with men (MSM) and transgender women bear a disproportionate burden of HIV. Young MSM account for 75% of this burden for youth. When youths lack socially protective resources such as strong networks of adults, including parents, teachers, or community members, mentors may play a critical role in promoting health behaviors. This is especially true for youth at risk for HIV, such as African American youth with sexual and gender minority (SGM) identities. In the past decade, natural mentoring and mentoring programs have proliferated as a key prevention and intervention strategy to improve outcomes for young people at risk for poor academic, social, and health issues. Mentors appear to be able to facilitate health promotion among young SGM by modeling healthy behaviors; however, mentors’ knowledge and resource needs regarding sexual health topics including HIV are understudied, as is the potential role of mobile technology in enhancing mentoring relationships and the ability of mentors to learn about sensitive issues faced by youth.

Objective: The aim of this study is to explore how mentoring plays a role in the sexual health of African American SGM youth and understand how mentoring relationships can be strengthened through mobile technology to promote youth HIV prevention behaviors.

Methods: In-depth interviews were conducted with African American SGM youth mentees (n=17) and mentors (n=20) to such youths in 3 Mid-Atlantic cities. Mentee interviews focused on discussions regarding sexual health and HIV and how a mentor could broach such topics. Mentor interviews explored whether sexual health and HIV are currently mentoring topics, mentors’ knowledge and confidence in mentoring on these issues, and barriers to discussions. All participants were asked if a mobile app could help facilitate mentoring on sensitive health issues, particularly HIV and sexual health. Data were transcribed, coded, and analyzed for relevant themes.

Results: Sexual health was a common topic in mentoring relationships, occurring more in natural mentorships than in mentoring program pairs. Mentors and mentees felt positive about such discussions. Mentors expressed having limited knowledge beyond condom use and HIV testing, and expressed a need for more complete resources. Both mentors and mentees had mixed comfort levels when discussing sexual health. Sufficient trust and shared lived experiences made discussions easier. Mentees have multifaceted needs; however, mentors stated that an app resource that provided self-training, resources, support from other mentors, and tips for better mentoring could prove beneficial.
Conclusions: For the African American SGM community, access to natural mentors is crucial for young people to learn healthy behaviors. A mobile resource to assist mentors in confidently having discussions with mentees may be a promising way to promote healthy practices.
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Introduction
Background

Young African American gay, bisexual, and other men who have sex with men (MSM) continue to bear a disproportionate burden of HIV [1-5]. In 2018, 26% of all incident HIV infections were among African American MSM, accounting for 37% of incident HIV infections among all MSM. In addition, 75% of African American MSM diagnosed as having HIV were younger than 35 years [5]. Between 2000 and 2010, there was a 133% increase in HIV infections among young African American men aged between 13 to 24 years. This number has since seen a downward trend (11%); however, these young men continue to bear a significant burden of infection in the United States [6,7]. Although less is known about HIV incidence among African American transgender women, a recent meta-analysis found a 44% HIV prevalence in this population, compared with 7% among White transgender women [8]. Moreover, research has highlighted increased vulnerabilities for HIV acquisition among young transgender women, including those reporting African American race or ethnicity [9]. These sexual health disparities are contextualized by oppressive sociostructural factors with which young, urban African American MSM and transgender women must contend, including racism, homophobia, transphobia, and classism [10,11]. These factors underpin experiences of stigma, bullying, rejection, abuse, and home eviction [12-14]; a lack of appropriately tailored sexuality education and accessible, culturally competent health care [13-15]; and fractured support networks, socioeconomic challenges, and limited community resources [16,17]. These conditions set the stage for poor sexual and other health outcomes for young African American MSM and transgender women, including a greater likelihood of engaging in sex without a condom, exchanging sex for money and basic needs, or an increased number of risky encounters with multiple sex partners, all of which contribute to disparities in HIV infection [12,18,19].

Mentoring could be leveraged to mitigate the effects of such conditions and facilitate the sexual health of these populations and other sexual and gender minority (SGM) youth. In the youth development context, a mentor is commonly defined as a nonparental adult who builds a relationship with a young person, plays a supportive role in their life, and provides guidance and encouragement to cultivate positive and healthy development [20]. In the past decade, mentoring in formal programs and naturally occurring relationships between youth and trusted adults has proliferated as a key prevention and intervention strategy for young people at risk of poor academic, social, and health outcomes [20]. A meta-analysis by DuBois et al [20] synthesized evaluation findings of one-to-one and group-based youth mentoring programs and found positive, though modest, effects on emotional, psychological, behavioral, social, academic, and career outcomes across diverse mentoring program types. Mentors of SGM youth could likewise provide social and emotional support, sex and sexuality-related guidance and education, assistance with accessing health care and other resources, and social capital through connection to a broader social network. In fact, SGM young adults with a mentor report achieving higher levels of education than those without mentors, with the strongest difference observed among young MSM compared with their heterosexual peers [21]. Mentorship has also been associated with positive sexual identity development and improved quality of life among MSM [22]. Few mentoring programs tailored to the needs of SGM youth exist today, despite the calls for such programs over the past two decades [23-25]. Furthermore, extant non–SGM-specific formal mentoring programs may be perceived as unsafe by SGM youth, particularly those who are also racial or ethnic minorities [26]. This lack of mentoring resources may explain why available data suggest that 60% to 80% of SGM youth tend to receive mentorship from individuals with whom they have naturally occurring relationships, such as nonparental relatives, teachers, and individuals in the lesbian, gay, bisexual, transgender, and queer (LGBTQ) community [21,27,28]. Young African American MSM have explicitly expressed the need for mentors because of family rejection and consequent lack of guidance [25], and they have articulated a need for support and direction regarding sex, sexuality, and HIV prevention [29]. As in other SGM youth populations, some young African American MSM have found mentors naturally [30]. For others, mentorship has come through membership in constructed families (families formed with nonbiologically related individuals) or participation in the house and ball community (an LGBTQ underground subculture) [31,32]. Individuals receiving mentorship in these latter contexts have indicated that such support has helped them build healthy relationships, engage in HIV-preventive behaviors, and has conferred social, emotional, and instrumental support [32-34]. This limited body of research leaves much unknown about mentoring relationships among young African American MSM, and there is a general lack of research on mentoring relationships among young African American transgender women. Previous research has shown the perceived benefits of mobile phone–based health interventions, and such interventions have great potential for improving young people’s sexual health outcomes [35-38]. Although the incorporation of technology into youth mentoring relationships is new [39], everyday life is now intimately intertwined with mobile technology. The
intersection between youth mentoring, mobile technology, and improvements in sexual health deserves further exploration.

**Study Objectives**

This research sought to explore the role of mentoring among African American MSM and transgender female populations. In addition, this research aimed to learn how mentoring on sexual health issues among this group takes place, if at all, and how mobile technology might enhance mentoring on such sensitive issues. The objectives of this study are to (1) explore the extent to which existing mentoring relationships play a role in the sexual health of African American SGM youth who have sex with men and (2) understand ways in which these mentoring relationships can be strengthened to promote HIV prevention behaviors among the youth, particularly through the use of mobile technology resources. Findings from this formative research informed the development of a mobile app designed to facilitate sexual health conversations between African American SGM and their mentors.

**Methods**

**Participant Description**

Participants were mentors and mentees living in Baltimore, Philadelphia, and Washington, DC. Mentee participants were included if they identified as African American; identified as cisgender male, transgender female, or nonbinary assigned male at birth; were aged between 15-24 years; expressed a sexual interest in men; and reported currently having a nonfamilial adult mentor whom they had known for at least three months. Mentor participants were included if they were aged 18 years or older, serving as a nonfamilial mentor to a youth meeting the mentee inclusion criteria, and had at least three months of mentoring experience with such a mentee at the time of participation. The sexual and gender identities of mentors were not considered for eligibility. Study participation was not contingent on one’s mentor or mentee also participating.

**Recruitment**

Participants were recruited through organizations focused on mentoring and/or LGBTQ services in each city and through passive recruitment methods (eg, posted flyers, flyer distribution at LGBTQ events, advertisements on streaming radio, and social media). Participants in natural mentoring relationships were screened to determine whether the relationship met the definition of mentoring (ie, a relationship between the youth and a nonfamilial mentor that focuses on the positive development and well-being of the youth). Formal mentoring program participants were not screened for mentoring relationships because of programs completing this process as part of onboarding procedures.

**Data Collection Procedures**

Participants completed an oral consent process, followed by an individual, semistructured qualitative interview lasting 45-60 min. The interviews began with a small number of structured questions to assess the characteristics of the mentors and mentees and their relationships. Interviewers were an African American gay male (for the mentee interviews) and an African American cisgender female with more than 25 years of mentoring program experience (for the mentor interviews). Mentee interviews focused on discussions with their mentors regarding sexual health and HIV risk and/or treatment (or why such conversations were absent) and how a mentor could broach such conversations in a youth-friendly manner. Mentor interviews explored whether sexual health and HIV risk and/or treatment are mentoring topics, how much mentors know about these topics, their confidence in mentoring on these issues, and current and/or potential barriers to such discussions. Consistent with the intervention development aim of the research, all participants were also asked whether and how a mobile app might facilitate mentoring on sexual health topics. An abridged interview guide is available in Multimedia Appendix 1.

**Data Analysis Procedures**

All interviews were audio recorded, transcribed verbatim, and imported into Atlas.ti (version 8.2). Data analysis included inductive and deductive coding techniques, whereby team members independently read transcripts and reached a consensus on the code list. Codebook development was based on the aims of this study and previous literature. Two research team members (both males, 1 gay and 1 heterosexual) independently coded the transcripts. To ensure reliability, 25% of the transcripts were randomly selected for double coding. Coding was considered reliable once the intercoder agreement reached ≥85%. Research team members reviewed code outputs and discussed their relevance to the objectives of this study. Additional data-driven codes were added throughout the analysis, provided there was agreement on their inclusion (in total, 88 codes were established). Data were analyzed thematically (each theme described under a subheading below), a method shown to allow for various epistemological and ontological stances [40].

**Results**

**Participants**

Mentee participants’ (n=17) mean age was 20.5 years (SD 1.85; range 18-24), and the mean age for mentors (n=20) was 30.1 years (SD 6.16; range 22-45). Recruiters did not identify any prospective participants in the age range of 15 to 17 years.

Participants were categorized into 4 types: formal mentor, naturally occurring mentor, formal mentee, and naturally occurring mentee. A description of the mentee and mentor demographics by city is available in Table 1. Only 1 mentee reported having a formal mentor, whereas 25% (5/20) of mentors reported being formal mentors. The remaining participants described their mentoring relationship as originating in a natural setting rather than through a formal mentoring program. Examples of these settings include the house-ball community, high school environments where the mentor was a teacher or coach, LGBTQ pride events, and the mentee’s social network. Nearly all participants reported being in their mentoring relationship for at least 1 year (15/17, 88% of mentees and 18/20, 90% of mentors), with an average duration of 2.5 years (mentee mean 2.34 years, SD 1.78; mentor mean 2.7 years, SD 2.08).
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### Table 1. Demographic and mentoring characteristics (N=37).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mentee participants, n (%)</th>
<th>Mentor participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>City</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baltimore</td>
<td>5 (29)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>4 (24)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Washington, DC</td>
<td>8 (47)</td>
<td>9 (45)</td>
</tr>
<tr>
<td><strong>Gender identity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender male</td>
<td>8 (47)</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Transgender female</td>
<td>6 (35)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>3 (18)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>6 (35)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>20-29</td>
<td>11 (65)a</td>
<td>12 (60)</td>
</tr>
<tr>
<td>30-39</td>
<td>N/Ab</td>
<td>6 (30)</td>
</tr>
<tr>
<td>40-49</td>
<td>N/A</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>14 (82)</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Some college</td>
<td>1 (6)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0 (0)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>0 (0)</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Mentorship type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>1 (6)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Naturally occurring</td>
<td>16 (94)</td>
<td>15 (75)</td>
</tr>
<tr>
<td><strong>Length of relationship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>2 (12)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>10 (59)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>3-5 years</td>
<td>3 (18)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>5 or more years</td>
<td>2 (12)</td>
<td>4 (20)</td>
</tr>
</tbody>
</table>

*aMentee eligibility included a maximum age of 24 years.

bN/A: not applicable.

The reported communication frequency between mentors and mentees ranged from once per week to multiple times per day. Reported communication tended to be more frequent and used multiple modes (in person, text, and video chat) in naturally occurring relationships as compared with formal mentoring relationships.

We did not conduct a comparison of findings between the transgender and MSM participants given the limited sample (n=5) of transgender women. However, it should be noted that conversations with transgender mentees and their mentors tended to reveal a heightened focus on immediate basic needs.

### Sexual Health as a Common Topic of Conversation

Sexual health was often reported to be a prominent conversation topic between mentors and mentees. Almost all participants reported having conversations focused on sexual health within their mentoring relationship. These conversations seemed to be more common in longer (≥1 year), naturally occurring relationships, with a vast majority of longer mentorships reporting this discussion topic. All mentors who were part of a formal program cited the program’s structure (eg, curriculum) as an impediment to such conversations occurring, as the programs were focused on addressing other youth development issues (eg, academic performance). In line with this trend, only 1 participant from a formal mentoring relationship reported having such conversations. Although conversations on sexual health were reported by most participants, mentors revealed reluctance to broach these topics unsolicited:

> I don’t want her to be like, ‘Why are you asking me questions [about HIV]?’...I’m comfortable with having a conversation about sexual health, but I
don’t want her to look like ‘why are you asking me that?’’ [Mentor, age 29 years, Washington, DC]

Despite this reluctance, discussions of sexual health were reported to be initiated by mentors in the majority of cases. Mentees described these conversations as occurring in instances where the mentor and the mentee were talking about a mentee’s romantic relationship or recent sexual encounter. Mentors reported that they often initiated these conversations by embedding sexual health topics into a broader discussion of healthy relationships, such as the importance of open communication with partners and practicing safe sex.

There was little difference in conversation occurrence as reported by mentors and mentees. Mentors tended to describe these discussions as responses to observing risk factors in their mentee’s behavior, such as engaging with multiple partners. Mentees tended to describe discussions of sexual health as embedded in broader topics focused on dating, relationships, or current events.

**Positive Attitudes but Limited Mentor Knowledge Regarding Sexual Health**

Attitudes toward conversations about sexual health topics between mentors and mentees, once broached, were overwhelmingly positive. Mentees cited confidence in the accuracy of information provided by their mentor because their mentor is a trusted adult with a shared life experience and has, in many cases, been there. Mentor participants typically expressed that they had a general knowledge of sexual health; however, a subset described themselves as less knowledgeable about sexual health care or standard prevention practice information. Almost all mentors mentioned that these conversations did not go into great detail or lead to service referral (eg, guiding their mentee to an HIV testing site).

Observing risk behavior in a mentee was a motivating factor for many mentors to introduce a conversation about sexual health. Key elements mentors used when planning to discuss sexual health were ensuring requisite trust was built in the relationship and a concern for the appearing objective:

You know, what’s really challenging is when you can see them [the mentee engaging in sexual risk behavior] without the other person knowing you can see, but you still have to remain neutral, I feel like [Mentee] and I have a trusting relationship, so I don’t think I would be afraid to bring it up. If we didn’t have that trust, it would be a different story. [Mentor, age 45 years, Washington, DC]

I’ve talked to him multiple, multiple times about PrEP. And did he take the advice? I don’t know....But since I’m aware of [mentee’s behavior]...I was like, I’m gonna at least give you [the information]—you can prevent yourself from getting HIV if you take your PrEP every day. [Mentor, age 26 years, Baltimore]

When approached by a mentor regarding sexual health in general, mentees reported being generally receptive. For example, if a mentor wanted to casually discuss a mentee’s romantic relationships or healthy relationships, mentees were attentive. However, when these discussions were focused on mentee risk behavior, such as engaging with multiple partners, mentors talked about being less comfortable and sometimes felt embarrassed to bring it up. Mentees in longer mentoring relationships (>1 year) reported that they trusted the mentor to have their best interests in mind when introducing conversations on sexual health, even if it did lead to some embarrassment.

**Mixed Levels of Comfort Mentoring on Sexual Health Topics**

When there was sufficient trust in the relationship or observation of potential risk behavior, mentors reported generally feeling comfortable discussing some sexual health topics such as knowing when one is ready to start having sex and using condoms. However, mentors’ stated that confidence in mentoring on other sexual health issues, particularly HIV, varied. Mentors who were living with HIV or who reported being in serodiscordant partnerships communicated higher confidence than those without direct experience:

Besides that, we talked about, you know, [HIV] status...I had wound up finding out not too long before that I was positive, and when I was young, I didn’t have the luxury of having that much insight into the do’s and don’ts of how [HIV] is transmitted. Because of my status, I did my homework and so I know what to say when I talk to [Mentee] about it. [Mentor, age 28 years, Philadelphia]

Mentors who reported feeling less comfortable with HIV-related conversations also reported feeling less confident in their knowledge of HIV prevention practices beyond condom use. Conversely, mentors who reported feeling very comfortable and knowledgeable about HIV also reported detailed conversations with their mentee regarding risk reduction strategies through safer sex practices. Mentors who reported identifying as an SGM individual also reported a need to stay updated on information regarding pre-exposure prophylaxis (PrEP); however, in most cases, mentors did not report having detailed conversations about PrEP.

Likewise, mentees did not recall having in-depth conversations with mentors about sexual health and/or HIV unless they had a long-standing, trusting relationship with the adult. For those who did report such discussions, mentees’ reported comfort level appeared to be dependent on multiple factors, including the level of trust, the types of sexual experiences they believed their mentors may have encountered, and whether their mentor has ever implicitly mentioned HIV in previous conversations with the mentee (such as in the context of condom use). When mentees reported being highly trusting of their mentors, they also reported higher comfort levels discussing sensitive health topics with them. In addition, mentees who reported a shared sexual or gender identity with their mentor reported a greater willingness to engage in discussions about sexual health as opposed to a potential mentor without a shared experience:

In the lifestyle I live, people ain’t really there for you. Sometimes you having somebody in your community to mentor you, that can mean a lot because they understand the issues I’m going through. Instead of going to someone that really don’t understand you,
I’d rather go to somebody that understands me and accepts me for me. [Mentee, transgender female, age 22 years, Washington, DC]

Mentees also reported feeling more comfortable and confident in their mentors’ abilities to provide accurate information about sexual health when mentors had direct experience with the SGM community or identified as SGM individuals.

**Mentees Have Multifaceted Needs and Mobile Health Tools Could Help**

This formative research was conducted in large part to learn whether mentors and their mentees would benefit from an app focused on improving mentorship around sexual health issues. Our original conception was that the app would be primarily used by the mentors, with content to be shared with mentees to spark conversations. When asked about their thoughts regarding such a tool, mentors and mentees reported that an app may be useful in facilitating conversations around sexual health topics, particularly as it relates to sharing knowledge, local resources, and communicating about sexual health in a relationship. We did not provide much detail on our conceptualization of such an app because we wanted to learn what would be most useful for the users themselves:

_The app sounds like an important thing. Like, someone to remind you that, hey, you have to go to your doctor’s appointment today. Or there’s these new condoms...Did you get these? Have you seen these? There’s a new transgender group going on, I think you should attend, maybe you wanna check it out. So, those things [on the app] would probably make it easy [to use]._ [Mentor, age 36 years, Washington, DC]

We also asked if such an app is something that is needed by the SGM mentoring community, and participants overwhelmingly agreed that it would be highly beneficial to both mentors and mentees.

Most participants felt HIV was an important issue in their community and needs to be addressed, particularly with African American MSM and transgender women. Mentors cited the need for an app to feature a space (such as a forum) where mentors could talk with each other about common HIV-related issues and share information regarding other health conditions and life challenges that the SGM youth face. Mentors pointed out the multifaceted needs their mentees may face, ranging from day-to-day survival assistance to longer term health conditions, and that these factors should be addressed in the app as well. Notably, mental health was highlighted as a critical issue by most mentors:

_If you get nothing else from me in this interview, mental health is number one. Mental health, self-esteem, self-worth, depression, anxiety - those are the things that are getting in the way. Those are some of the factors that are leading to this risky behavior._ [Mentor, age 38 years, Philadelphia]

A potential app’s data security and a visually discreet interface were identified as important components to consider in its development, particularly if the app is focused on HIV and/or SGM youth. Mentors also identified a need for self-training and suggested that the app include skills building resources tailored to the mentors of SGM youth. Responses from mentees regarding what should be incorporated into the app included a way to be linked with resources and information in a discreet way:

_I feel like a lot of people wanna do stuff like [test for HIV, learn about PrEP] secretly. So it will be good if we could like, you know, learn about it without everyone knowing._ [Mentee, cisgender male, age 21 years, Baltimore]

Mentors in each city felt an app focused on improving their knowledge and self-efficacy to mentor on health topics relevant to SGM youth, combined with a place to view successful mentoring on the relevant issues, may be useful in their mentoring practice. Most participants stated that the prospect of an app tailored to the needs of mentors of high-risk youth would be well received in the community.

**Discussion**

**Key Findings and Comparison With Previous Research**

Participants in our sample tended to form relationships with mentors and mentees in natural ways rather than through formal youth mentoring programs. This is consistent with studies of LGBTQ youths who have mentors, which have shown that such youths are more likely to report having informal mentors than programmatic mentors [27,28]. Natural mentoring relationships in this study were reported to be of longer duration than formal mentoring relationships, which may be a significant advantage for the mentees, as longer lasting relationships have been linked to more positive youth outcomes [41,42]. In addition to LGBTQ youth in general receiving mentorship through informal channels as opposed to formal programs, research has shown that African American youth tend to use natural mentors on a regular basis as well [43], and those with natural mentorships are more likely to experience positive youth outcomes than those who do not [44].

Naturally occurring relationships, as opposed to those tied to a mentoring program, may be especially important to consider when designing programs that use mentors as the intervention vehicle for African American SGM youth, given that such youths are more likely to be reached through informal networks. One study of mature (older) Black MSM reported that most participants agreed that mature Black MSM should mentor younger Black MSM to help them learn from their mistakes and teach them about safer sex [45]. This was seen as a top priority of the mature Black MSM in the study, especially when considering HIV prevention for younger generations. If older generations of African American SGM are eager to impart their knowledge and provide guidance, this may be a key intervention vehicle for both mentoring and health practitioners alike to promote the health and well-being of younger SGM generations. Although evidence regarding the impact of mentoring on health and other outcomes for SGM youth is just starting to emerge [46], this study begins to unpack the mentoring relationship dynamics and characteristics that would make crucial...
conversations around sexual health and other sensitive issues possible.

Mentors in this study believed that sexual health topics are important in a mentoring relationship, especially when it concerns African American young SGM, and they expressed a desire to improve their capacity to have such conversations. However, mentors generally did not feel prepared to have in-depth discussions beyond sexual debut and condom use, unless they themselves had direct HIV experience. Furthermore, the few mentors from formal programs interviewed did not feel comfortable discussing sexual health topics because such discussions are not in line with the program’s goals. Few mentors felt confident being a strong guide in all things related to sexual health; however, when given the right tools and resources, particularly in the form of a mobile app, the mentors were confident they could grow into such a role.

Participants in this study also expressed a need to focus on the mental health of the mentees. This is consistent with previous research showing that the emotion work involved in navigating a queer identity and maintaining a sense of belonging and security among youth has a stark impact on youth mental health and well-being [47]. Although mental health concerns were not the original focus of the app and this study, this was subsequently added as a module to HIV-focused content based on current findings. In addition, this finding has prompted the research team to make mental health a priority area for future app versions targeting LGBTQ youth populations.

Although research on the mentoring of young African American SGM is still in a nascent stage, the results of this study are consistent with previous findings highlighting the importance of mentorship for this group of youths, particularly to promote health and well-being. A study examining the natural mentoring relationships of young Black MSM showed that participants preferred mentors to be people with whom they shared key attributes and whom they considered successful and resilient in their own lives [48]. The findings of this study echo these previous results, in that mentee participants felt most comfortable with a mentor who shared a lived experience, and mentors who had such a shared experience felt comfortable imparting their knowledge to the young people they mentor.

Previous research on HIV-related apps also highlights areas where mentors can fill crucial gaps for SGM youth at risk. Although there is a proliferation of HIV-related apps, and participants in this study were open to an app focused on mentoring around sexual health issues, the mentors were reluctant to use existing tools because they were not relevant to mentoring relationships. Previous HIV apps have tended to focus on supporting individuals to test or facilitate adherence for those living with HIV [49-51]. Most of these apps also operate with a connection to clinical settings. Although this is important, adolescent and young adult populations are among the least likely demographic groups to seek health care in a clinical setting, considering routine barriers to access, availability, and affordability that they face [52,53]. In addition, few studies have used adult-youth social support networks such as mentoring in developing a mobile health HIV prevention intervention, with available interventions largely focused directly on the individual [54]. No mentors in this sample mentioned using such resources to help guide their mentoring, sometimes even citing stigma around accessing an HIV-related app. Perhaps an app providing sexual health materials for mentors in the context of their mentoring relationship (rather than separately as HIV prevention education) could add a critical element of discretion, potentially benefiting both mentors and mentees in increasing sexual health and reducing risk in this population (SGM of color).

The results of this study also help to throw light on the utility of mentors in addressing sensitive health issues affecting youth, particularly for populations at increased risk. Literature on health outcomes as a result of mentoring is scant and is largely focused on helping youth adapt to chronic illness or disability or looks at substance use prevention (MR Kaufman, unpublished data, 2021, [55,56]). There has not been a comparison of natural mentoring with formal mentoring programs and their respective impact on health outcomes. This would be an important area for future research, especially for marginalized youth at risk of negative health outcomes.

Limitations

Participants in this study were largely recruited by word of mouth and advertising through mentoring and LGBTQ organizations, establishments, and events, which may have produced a biased sample. We were able to recruit only 1 mentee from a formal program and 6 mentors associated with programs, despite our best efforts to reach out to all known mentoring programs (particularly those serving African American youth) in the 3 cities. In our informal conversations with community members, it became clear that this population (African American SGM) simply does not trust formal mentoring programs. Such youths appear to trust mentors that they come to know through their own communities and social networks. Regardless, the small representation of mentors and mentees in formal mentorships likely had an impact on the results, as the dynamics of such relationships and associated mentoring needs may be different from naturally formed relationships. In addition, given the stigmas regarding sexual and gender minorities and HIV in the African American community [39], participants may have been hesitant to discuss the issues. We attempted to minimize this by employing interviewers whom we hoped would be relatable to the participants.

Eligible mentee participants in this study were older (aged 15-24 years) than the age group for which most youth mentoring literature exists (younger than 18 years). We chose the older age group because our focus was on conversations regarding sexual behaviors. Focusing on younger mentees may not have revealed the presence of sexual health conversations because they were not yet relevant for younger youth.

Although we included transgender female participants, we did not have a large enough subgroup sample size to make meaningful comparisons with the cisgender male participants. Furthermore, all of the transgender participants were referred to the study by a social support organization that focuses on addressing the basic needs of youth. Interviews with transgender mentees and their mentors tended to focus on mentoring regarding immediate basic needs such as food security,
employment, and housing, as these are the services provided by that organization. Future research should further investigate the broader needs of transgender youths who have mentors using a larger and more representative sample of these young persons.

**Conclusions**

For the African American SGM community, access to natural mentors may be crucial for young people at risk of HIV to learn to develop healthy behaviors and relationships. Such youth also require mentorship on other health areas (particularly mental health) and life skills. This study highlights the role of mentors for such youth and what is needed for mentors to confidently and effectively address sexual health and other issues with these young people. A resource for mentors to confidently have discussions on critical but sensitive issues with mentees appears promising as a way to promote healthy practices in this vulnerable adolescent population. A mobile app that is discrete and up to date and provides support and resources for the mentors holds promise for meeting some of these needs. Future research on the mentorship of SGM youth of color may also benefit from focusing on naturally occurring mentorship in addition to formal mentoring programs. A mobile app resource for mentors must take into account the fact that many African American SGM seek mentors through informal networks. Through a better understanding of the needs of this particular youth group and their areas of comfort and discomfort when it comes to being mentored by trusted adults, mentoring programs and health practitioners will be better able to address their needs and promote youth health and well-being.
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Abstract

Background: Postdischarge interventions are limited for patients with acute coronary syndrome (ACS) due to few scheduled visits to outpatient clinics and the need to travel from remote areas. Smartphones have become viable lifestyle technology to deliver home-based educational and health interventions.

Objective: The aim of this study was to develop a smartphone-based intervention for providing postdischarge support to patients with ACS.

Methods: The content of Mobile Technology–Enabled Rehabilitation for Patients with ACS (MoTER-ACS) was derived from a series of small studies, termed prestudy surveys, conducted in 2017. The prestudy surveys were conducted in Prince Charles Hospital, Queensland, Australia, and consisted of questionnaires among a convenience sample of patients with ACS (n=30), a focus group discussion with health care professionals (n=10), and an online survey among cardiologists (n=15). Responses from the patient survey identified educational topics of MoTER-ACS. The focus group with health care professionals assisted with identifying educational materials, health monitoring, and self-management interventions. Based on the results of the cardiologists’ survey, monitoring of symptoms related to heart failure exacerbation was considered as a weekly diary.

Results: The MoTER-ACS app covers multimedia educational materials to adopt a healthy lifestyle and includes user-friendly tools to monitor physiological and health parameters such as blood pressure, weight, and pain, assisting patients in self-managing their condition. A web portal that is linked to the data from the smartphone app is available to clinicians to regularly access patients’ data and provide support.

Conclusions: The MoTER-ACS platform extends the capabilities of previous mobile health platforms by providing a home-based educational and self-management intervention for patients with ACS following discharge from the hospital. The MoTER-ACS intervention narrows the gap between existing hospital-based programs and home-based interventions by complementing the postdischarge program for patients with ACS.

(JMIR Form Res 2020;4(12):e17542) doi:10.2196/17542
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Introduction

Acute coronary syndrome (ACS) includes a broad spectrum of clinical presentations of ST-segment elevation and non–ST-segment elevation myocardial infarction (MI) and different types of angina. Coronary heart disease affects 7.7% of Australians, and it is the leading cause of total burden of disease across life stages and consequently one of the most
common causes of medical admissions [1]. In 2015, 61,600 people had an acute coronary event in the form of a heart attack or unstable angina, which equates to around 170 events every day. Furthermore, coronary heart disease contributed to 12% of all deaths in Australia in 2016 [2]. This high number of hospital admissions could be reduced by providing education, health monitoring, and support. However, due to providers’ workloads, the time-intensive nature of health services that provide face-to-face appointments, and the high number of remote and outer metropolitan patients, many Australian health services can only provide follow-up by phone for the majority of patients with ACS [3].

Currently, the ACS postdischarge model of care places limitations on conducting a full assessment and efficient follow-up of a patient’s condition and progress. Traditional postdischarge models include fixed appointments for clinical review regardless of patients’ requirements [4,5]. These episodic reviews do not provide clinicians with sufficient and updated information about a patient’s condition, as they may not happen at the right time to address the patient’s requirements. Furthermore, traditional hospital-based health care programs require significant resources, with patients experiencing long waiting times; these resources could be more appropriately used if prioritized based on patients’ needs [6]. A new ambulatory care model is required to enable discharged patients to receive either traditional face-to-face follow-up, especially if they have high risks and needs, or a home-based approach [5].

Advances in mobile communication technologies and medical devices enable mobile health (mHealth) interventions to combine the accessibility of home-based rehabilitation with the clinical expertise, supervision, and coaching that has traditionally been limited to hospital-based practices [7]. Previous research demonstrated a positive impact of remote patient monitoring, including mHealth, on patients with cardiovascular disease, mainly heart failure [8-10]. However, little is known about the feasibility and effects of smart phone–based remote monitoring on the outcomes of patients with ACS. If the mHealth intervention encourages homebound patients to actively engage in their disease management by self-monitoring physiological parameters under the supervision of health care professionals and adhering to medications, then the mHealth intervention has potential to improve patient health outcomes and quality of life [11,12]. The development of such interventions requires an iterative process of obtaining information and guidance from all stakeholders, including patients, software engineers, and health care providers [13]. The aim of this study was to develop a smartphone-based intervention to provide postdischarge support to patients with ACS. In this study, we involved stakeholders in prestudy surveys to develop a theory-based intervention that provides health monitoring, education, and support. This paper first defines the design objectives and theoretical framework of an mHealth postdischarge intervention, then describes the steps we performed to extend a mobile technology–enabled rehabilitation platform and its key components to postdischarge support of patients with ACS.

**Methods**

**Design Objectives**

Mobile Technology–Enabled Rehabilitation (MoTER) is a platform designed for home-based monitoring in cardiac rehabilitation using a smartphone app and the web [14]. The platform consists of a smartphone app (Android or iOS) with educational videos, health measures, exercise review, goal setting, motivational text messages, and a web portal. We extended the platform to create MoTER for patients with ACS (MoTER-ACS), which integrates a smartphone app (Android or iOS), Bluetooth-enabled devices (blood pressure [BP] cuff and body weight [BW] scale), and a web portal to provide health monitoring, evidenced-based education, and health care provider support for patients with ACS following discharge from the hospital. Furthermore, we aimed to optimize the app’s usability and to simplify navigation by including different levels of menu choices, creating a highly engaging appearance using quality images and adequate text, and reducing app errors through frequent testing. To achieve these aims, we studied mHealth apps by conducting literature reviews, including a systematic review on mHealth strategies and structures [15].

**Core Components of Secondary Prevention**

Based on the Australian guidelines [16], interventions to reduce modifiable risk factors for cardiovascular disease (CVD) include advice and treatment on (1) smoking cessation, (2) maintenance of normal BP, (3) lowering of the serum cholesterol concentration and maintenance of the lipid profile within guideline levels, (4) lowering of serum glucose to within guideline levels, and (5) information on lifestyle risk factors, such as physical activity, diet, obesity, and alcohol consumption. The core components of secondary prevention include health evaluation, patient education, exercise training, lifestyle risk factor management, medication, and psychosocial management [16]. In this study, we aimed to address these components in the development of an mHealth intervention for postdischarge management of patients with ACS.

**Self-Efficacy Theory**

Theory-based interventions have been demonstrated to be more effective than those without theoretical underpinnings. Applying behavior change theories to mHealth intervention designs significantly increases the likelihood of success [9]. The use of a theoretical framework enables researchers to address the complexity of mHealth interventions when involving a diverse set of stakeholders and their perspectives in order to create change [13].

The development of the MoTER-ACS intervention was informed by the social cognitive theory and used components of self-efficacy informational sources. The self-efficacy theory was adopted to reinforce behavior change, including problem solving, goal setting, action planning, e-diaries, self-monitoring, educational instructions, role modeling, and health care providers’ persuasion.

Self-efficacy stands at the core of the social cognitive theory and consists of all the thoughts that affect human functioning [17]. Self-efficacy is defined as an individual’s belief in his or
her capacity to achieve behaviors necessary to produce specific performance skills [17]. Self-efficacy reflects confidence in the ability to control one’s own motivation, behavior, and social environment [17]. MoTER-ACS pedagogical principles were based on self-efficacy elements, including mastery experience, role modeling, and verbal persuasion. Previous research has recommended using a combination of 3 to 4 sources of the theory to promote a stronger sense of self-efficacy and a greater willingness to undergo behavioral change and thus produce optimal results [18]. Mastery experience was implemented by asking participants to self-monitor and record their health measures (for example, BP and BW) and lifestyle parameters, such as smoking, drinking alcohol, and consuming fruits and vegetables.

Role modeling through observing others’ actions is considered effective in increasing self-efficacy [19]. Peer role modeling was reinforced through educational materials linked to the Australian Heart Foundation website and the stories of people who had similar conditions. This aimed to resemble role models and encourage patients’ engagement with the intervention. A further source of self-efficacy, verbal persuasion, was applied to the intervention through motivational SMS text messages and feedback from health care professionals.

Platform Development and Customization
The purpose of the MoTER-ACS was to overcome accessibility barriers and enable patients to either receive traditional face-to-face outpatient follow-up or a smartphone-based approach. The major platform design objectives were to provide patient-centered educational materials and symptom monitoring, support, and feedback by health care professionals based on the theory-driven strategies. To achieve these objectives and extend the platform, we conducted prestudy surveys that consisted of questionnaires among a group of patients (n=30), a focus group discussion with health care professionals (n=10), and an online survey among cardiologists (n=15). The study procedure was approved by the relevant human research ethics committee.

To address the research methodology as an iterative process and to modify the MoTER-ACS intervention, the survey among patients and the focus group with health care professionals will be repeated following feasibility testing. Repeating the prestudy surveys aims to determine any modifications required.

Prestudy Survey

**Patient Survey**

We conducted a systematic review to investigate smartphone-based educational interventions for patient self-management. The review also explored the mHealth structures and strategies (including format, interactivity, use of theory, duration of education, and health care professionals’ follow-up) of the educational interventions, along with any documented theory or framework that informed the design of such interventions. The results of the systematic review were published separately [15].

After conducting the systematic review, we explored the perceived learning and educational needs of patients with ACS (n=30) after an episode of MI or angina, and we assessed their health-related literacy. We used validated questionnaires and recruited a convenience sample of patients who attended an outpatient clinic at a metropolitan hospital located in Brisbane, Australia. The participant characteristics are provided in Multimedia Appendix 1. Since we could only involve patients during outpatient clinic visits, it was not possible to invite a group of patients to attend a focus group discussion at a specific day and time. In addition, many of these patients travelled about an hour to come to the clinic, so we decided to conduct a survey with each patient individually. After signing the consent form, participants completed a demographic information questionnaire, the Cardiac Patients Learning Needs Inventory (CPLNI) [20,21], and the Australian version of the Short Test of Functional Health Literacy in Adults (S-TOFHLA) [22].

Statistical analysis was performed using IBM SPSS Statistics version 21 for Windows (IBM Corp). Descriptive statistics (mean, standard deviation, frequencies, and percentage) were used to describe the study sample and patients’ perceptions of learning needs and health literacy.

The CPLNI is a Likert scale consisting of 38 items. Participants were asked to score each question from 1 to 5 according to the level of importance (1=not important, 2= somewhat important, 3=moderately important, 4=important, and 5=very important). According to the CPLNI scoring method, we assessed patients’ learning needs based on the mean score of each domain, which ranged from 1 to 5. Higher scores reflected greater learning needs. To identify the educational topics most important for patients with ACS, the mean of each of the 8 educational topics was calculated and the topics were ranked from highest to lowest. Reasons for MI and signs and symptoms were ranked as the most important topics for learning, followed by medications management, lifestyle factors, diet, psychological factors, and lastly, physical activity (Multimedia Appendix 2). The identified topics were considered as part of the intervention’s educational information. Therefore, we sought authorization from the Australian Heart Foundation to embed links from their website in the MoTER-ACS intervention. Furthermore, we included related video clips based on the educational topics identified by patients.

Monitoring health literacy assists health care providers in identifying patients who have difficulties with the educational instructions of cardiac rehabilitation and require further education to obtain adequate disease-related knowledge [22]. In this study, we observed adequate health literacy among the study participants. The S-TOFHLA results were scored as inadequate (0-16 correct answers), marginal (17-22 correct answers), and adequate (23-36 correct answers) health literacy. Of 30 participants, 1 (3%) was identified as having inadequate health literacy and 28 (94%) were identified as having adequate health literacy. One participant found the survey frustrating and did not answer it. No patient was identified as having marginal health literacy.

**Focus Group**

The purpose of the focus group was to identify components of MoTER-ACS for the postdischarge management of patients. In May 2017, we conducted a focus group with health care professionals (n=10) from a metropolitan hospital located in...
Brisbane, Australia. Participants from a multidisciplinary team including cardiologists, nurse practitioners, clinical nurses, and a physiotherapist contributed to a 1-hour discussion by responding to 8 questions on the applicability of smartphone-based educational and health interventions (Multimedia Appendix 3). Transcriptions of the audiotaped session were generated and then imported into NVivo 11.0 (QSR International) for thematic analysis. The NVivo software was used for managing and organizing data, facilitating the process of analysis, identifying themes, collecting insight, and drawing conclusions [23]. Based on the focus group questions, relevant codes were assigned to the text fragments, reflecting the words spoken by the participants in a more abstract way. The coding process assisted with structuring and revealing themes within the text. Four major themes and their subthemes emerged from the qualitative analysis. The complete results of the focus group were published in 2018 [24].

Health care providers indicated that comprehensive education on diet, particularly by providing a daily meal plan, is essential for patients with ACS. For ACS symptoms, clinicians recommended mainly focusing on educating patients instead of monitoring chest pain and shortness of breath daily, as these are subjective and may not sufficiently inform clinicians. Results of the focus group also suggested that monitoring health measures such as BP and BW may result in increased awareness of patient physical health, yet may not be sufficient to support patients with ACS via the smartphone-based intervention [24]. Therefore, monitoring pain, emotional status, and other health measures was recommended. Real-time support via FaceTime or video conferencing was indicated to be motivational and supportive for patient engagement with the intervention. Higher age, low educational level, and lack of computer skills were identified as potential barriers for patients with ACS to engage with the smartphone-based intervention [24]. The items related to educational topics, meal plans, and measuring health parameters identified by health care professionals shaped different parts of the MoTER-ACS intervention.

**Cardiologist Survey**

We used an online survey to investigate specialists’ postdischarge practices for patients with ACS. Investigating cardiologists’ perspectives aimed to provide insight on methods of patient treatment and follow-up. This assisted us in translating specialists’ practices into knowledge for developing a smartphone-based postdischarge intervention.

We developed the online survey based on the key objectives for developing a model of care introduced by the US Department of Health and Human Services’ Center for Disease Control and Prevention [25]. The survey consisted of 12 multiple choice questions that covered topics such as systematic management to meet the needs of patients with ACS, multidisciplinary care coordination and communication, partnership between patients and cardiologists, and patient risk assessment. Through SurveyMonkey, the survey was sent to the email addresses of cardiologists from the hospital located in Brisbane, Australia. Of 45 cardiologists, 15 responded to the survey. Descriptive statistics were used to analyze the responses. The frequency of responses to each question were calculated and responses with higher frequency were considered within the intervention design if applicable.

The specialists considered regular medical assessment and follow-up at an outpatient clinic an effective method for the prevention of ACS readmission in the first 12 months. Based on the results of the online survey, the majority of cardiologists provided their services based on the patient’s risk level. Consultation services were provided to patients with high risk every 3 or 6 months. Patients with low risk were followed up every 12 months. The results also showed that follow-up appointments for patients with ACS were mainly to assess response to treatment, prevent readmission, provide support, and adjust medication (Multimedia Appendix 4).

Onset of heart failure (HF) was identified as the main reason patients with ACS presented to the hospital. Other reasons, including chest pain, shortness of breath, unstable angina, and ST-elevation myocardial infarction or non–ST-elevation myocardial infarction, were also reported by cardiologists. Based on the results of the online survey with cardiologists, monitoring symptoms related to heart failure exacerbation was considered as a tool (weekly diary) in the MoTER-ACS intervention.

**Results**

**Platform Components**

We extended the MoTER platform (Figure 1) based on the results from the prestudy. The MoTER-ACS platform consists of smartphone apps (Android and iOS), Bluetooth-enabled medical devices, and a web portal. Apps are used for providing education and personalized feedback, collecting physiological data, recording patients’ self-observations of their health-related behaviors, and facilitating health care providers’ consultations via audio or video. All the data entered into the apps by patients are synchronized daily to a web portal on a secure server with a user-friendly front-end web portal, where clinicians can regularly (every 2 to 3 days) monitor physiological data.
**MoTER-ACS**

The MoTER-ACS apps consist of a number of software components, including health measures, multimedia educational materials, a body pain map, a weekly diary, relaxation audio, and motivational messages. Figure 2 outlines the navigation of the MoTER-ACS app, with examples from each category.

**Figure 2.** Navigation of the MoTER-ACS app. FAQ: frequently asked question; MoTER-ACS: Mobile Technology–Enabled Rehabilitation for Patients With Acute Coronary Syndrome.

---

**Health Measures**

Following enrollment, each patient sets goals (smoking, alcohol intake, etc) with the help of their nurse, or mentor, to start the program. During the intervention, the mentor discusses the patient’s progress in comparison with the set goals and assists in setting new goals. Therefore, patients report a number of health and lifestyle measures, such as BP, BW, alcohol intake, etc.

---

**For instance, heart attack signs and symptoms include 4 subtopics: heart attack symptoms, warning signs for women, personal stories, and angina.**
consumption, and servings of fruit consumed (Figure 3). Patient medication adherence is measured through agreement between the patient and mentor and as part of the health measures, where patients can enter their daily medication intake. To establish agreement between the patient and mentor, the mentor asks the patient if they agree to provide information about their medications, then considers this as the patient inputs information into the MoTER-ACS app.

**Figure 3.** Health measures screen for iPhone.

---

**Weekly Diary**

We developed a weekly diary to monitor HF symptoms. In addition to the daily monitoring of different health measures, patients are asked to answer 4 questions related to signs and symptoms of HF exacerbation, including swelling of the limbs, breathing patterns, number of pillows (when sleeping), and weight gain (more than 2 kg in the past 2 days). The symptoms are recorded weekly and the results are reported to specialists (Figure 4).

**Figure 4.** Weekly diary.
Educational Materials
In addition to 5 video clips that provide information on CVD conditions, patients have access to a wide range of information through links to the Australian Heart Foundation website, including MI signs and symptoms, MI recovery, healthy eating, and body, heart, and mind (Figure 5).

Figure 5. Educational materials.

Nutritional education has a beneficial impact on the dietary habits and nutritional knowledge of patients with CVD [26]. Hence, to encourage healthy eating, we developed diet-related instructions that cover topics such as foods that are better for heart health, daily meal plans, and tips to prepare daily foods and recipes.

Body Pain Map
Pain interferes with many daily activities, and the goal of pain management is to reduce the effect of pain on patient function and quality of life, including the ability to resume daily activity, maintain a positive mood, and get adequate sleep. The body map is a tool designed for patients to identify the location of their pain and score their pain level from 0 to 10. We developed the pain assessment tool to identify pain characteristics by asking questions about pain cause, intensity, aggravation factors, frequency, and duration (Figure 6).

Figure 6. Body pain map screen on Android phone.
Relaxation Audio
To decrease patients’ emotional stress, the MoTER-ACS app contains relaxation audio. The audio was developed by the Australian Cancer Council, and authorization to use the audio in the MoTER-ACS intervention was obtained. The audio consists of 10 tracks, including exercises for relaxation, practical tips, and types of relaxation.

Motivational Messages
Previous research has shown that mHealth studies that reported low patient adherence used more basic and repetitive content, while successful studies used several educational and motivational strategies to engage users (ie, tailored or personalized messages) [27]. Based on health care professionals’ input, a collection of motivational messages was developed to deliver through SMS text messages throughout the program. Message content was adapted from a previous study that demonstrated positive effects on lifestyle behaviors [14]. Daily SMS text messaging aims to enhance patients’ self-management, competence, and relatedness. However, in this study, the messages were general and not tailored or personalized (Figure 7).

Web Portal
The web portal enables mentors to provide patients with real-time individualized coaching, feedback, support, and instructions related to cardiovascular symptoms. Data gathered from the MoTER-ACS smartphone app are linked to the web portal, and after reviewing patients’ physiological data and health measures, mentors can provide their feedback and support through phone calls or FaceTime (Figure 8).

The MoTER-ACS platform ensures user privacy by registering a user account into a database on a secure server. The web portal server is hosted in an Amazon Web Services Virtual Private Cloud managed by the Commonwealth Scientific and Industrial Research Organisation (CSIRO). The Android and iOS apps are publicly available via Google Play and the App Store for patients to download and register. However, smartphone- and web-based app functionalities are contingent on authentication with the secure web server in order to prevent unauthorized use of the MoTER-ACS platform, and all data transmission is encrypted.
Pilot Testing

MoTER-ACS provides an alternative model of care to a postdischarge clinic, and it is essential to determine how the intervention compares with traditional programs before it can be implemented as routine practice. Therefore, a pilot randomized controlled trial is planned to test the feasibility of the MoTER-ACS platform with a small group (N=54) of patients with ACS for 12 weeks. The trial will aim to test aspects of the platform and intervention content design, such as educational instructions, self-management interventions, and health care providers’ support. The pilot study will be conducted based on the adopted framework and assess several outcome measures, such as participants’ compliance and adherence to the intervention, modifiable cardiovascular risk factors, medication adherence, and health status. Based on the results of the pilot randomized controlled trial, the MoTER-ACS intervention will be modified and a subsequent larger randomized controlled trial with longer follow-up will be conducted to observe patients over a longer period.

Discussion

Principal Findings

This paper outlines the development and extension of an evidence- and theory-based mHealth intervention to support patients with ACS. Advanced sensor and smartphone technologies overcome common accessibility barriers that limit patient support. mHealth interventions can potentially meet the needs of patients who are unable or unwilling to attend outpatient clinics following discharge from the hospital [28]. MoTER-ACS provides educational instructions, self-management interventions, and health care providers’ support. We aimed to close the gap between hospital- and home-based postdischarge programs by proposing an alternative model of health care delivery.

The incorporation of social and behavioral theory in apps is crucial in developing complex interventions [29]. However, there is a lack of theory-based mHealth interventions, even though some theories of behavior change are validated in evidenced-based interventions for primary and secondary prevention [30,31]. To develop the MoTER-ACS intervention, the self-efficacy theory (drawn from the social cognitive theory) was adopted to reinforce behavior change, including problem solving, goal setting, action planning, e-diaries, self-monitoring, educational instructions, role modeling, and health care providers’ persuasion.

The prestudy surveys provided information on patients’ perceived learning needs and health-related literacy, which was required for developing mHealth educational interventions. Prior to developing educational interventions, assessing and evaluating patients’ learning needs is essential, and it is evidenced that adopting a structured educational plan increases the likelihood of a successful recovery [32]. Furthermore, engaging patients in the development phase and identifying their needs and preferences empowers their enthusiasm for learning and therefore assists health care providers in developing patient-centered interventions.

The focus group discussion with health care professionals resulted in useful feedback regarding content and features for the development of the MoTER-ACS intervention. The educational materials and self-management interventions identified from the prestudy surveys and systematic reviews [15,28] were incorporated into the MoTER-ACS platform to engage patients with the intervention and improve their health outcomes after discharge from the hospital. The MoTER-ACS app contains multimedia educational instructions and tools to...
support self-management. Educational materials with diet information could influence patient knowledge and provide guidance to follow healthy diet instructions, tips, and recipes.

Previous research has demonstrated the benefits of tracking health behaviors through mHealth. Self-monitoring, goal setting, and feedback are recommended for tracking because they are likely to increase patients’ engagement in their personalized care and offer health care providers assessments of their patients’ daily activity patterns [11]. A recent systematic review and meta-analysis of remotely delivered interventions using self-monitoring and feedback demonstrated a significant effect on patient behavior change [33]. Therefore, we considered symptom monitoring, goal setting, and feedback from health care providers within the MoTER-ACS intervention.

A systematic review of mHealth pain management showed that mobile apps are beneficial for patients, particularly those in outpatient clinics, and that both patients and health care providers were satisfied with apps that provided pain management tools [34]. Furthermore, previous research has shown that a smartphone pain diary facilitates gathering more accurate and complete pain ratings [35]. Hence, a body pain map for the MoTER-ACS app was developed to identify pain and its characteristics.

Motivational messages are delivered as part of the MoTER-ACS intervention. It is evidenced that 4 SMS text messages per week are effective in improving patients’ health outcomes [36]. Additionally, personally tailored and interactive interventions seem to be more efficacious, especially when users can choose when to receive messages [36].

Although mHealth can potentially improve patients’ self-management, adoption of such technologies by adults 50 years or older is limited by age-related barriers. Higher age, physical decline, comorbidities, and low health literacy have been identified as mHealth engagement barriers [37]. Despite older adults’ interest in using mHealth, current evidence reports that their usage and adoption of such interventions are inconsistent [38]. Therefore, facilitators and barriers potentially influencing older adults’ acceptance of mHealth must be considered [37]. In addition to providing flexible tools to engage patients via written, verbal, or video interactions, there is a need to consider how individuals without advanced technical skills will interact with the app or participate in mHealth interventions [39]. Previous research has shown that most participants expect in-person training on the use of the mHealth app in addition to on-demand online help, phone support, or support from family and friends [40-42]. Therefore, in-person training on using the mHealth intervention and the involvement of family and caregivers could be solutions to improve engagement with the MoTER-ACS intervention.

Strengths and Limitations

Well-designed educational strategies grounded in theory and contemporary evidence are crucial in the development of complex interventions [15]. We used a theoretical framework to form the important constructs of the MoTER-ACS intervention and fully integrated it into all parts of the platform. We conducted the pretest surveys to enhance the intervention design before embarking on feasibility testing. However, the patient survey was limited by the recruitment of a small sample of 30 patients with ACS from a metropolitan hospital. This limits the generalizability of the study results compared with sampling from other settings, including regional and remote areas. A larger sample size and nonurban hospital may provide precise information about patients’ learning needs and preferences; however, the results of this study are consistent with previous research that examined cardiovascular patients’ educational needs [43].

The MoTER-ACS platform provides comprehensive educational and self-management interventions based on the secondary prevention components recommended by national guidelines. The MoTER-ACS app is designed for both Android and iOS smartphones. Moreover, the flexible platform architecture enables rapid integration of new smartphones and wearable and nonwearable sensor capabilities as they become available.

Learning to use a smartphone and health-measuring devices represents a potential barrier for older adults [37]. Although we aimed to design the MoTER-ACS app to be user-friendly, a dedicated training module is required to familiarize patients with the technology. However, some patients may not be able to overcome the technological barriers. Therefore, involving family and caregivers could be a solution to overcome these barriers [44].

Conclusion

The MoTER-ACS platform extends the capabilities of the previous MoTER platform and provides an alternative model of care for postdischarge follow-up of patients with ACS. If proven effective, this research would enable clinicians to overcome the accessibility barriers of traditional hospital-based programs by providing mHealth follow-up. Mobile technology provides an ideal platform for the delivery of health care services and could easily be applied to the prevention and management of other chronic diseases.
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Abstract

Background: Artificial neural networks have achieved unprecedented success in the medical domain. This success depends on the availability of massive and representative datasets. However, data collection is often prevented by privacy concerns, and people want to take control over their sensitive information during both the training and using processes.

Objective: To address security and privacy issues, we propose a privacy-preserving method for the analysis of distributed medical data. The proposed method, termed stochastic channel-based federated learning (SCBFL), enables participants to train a high-performance model cooperatively and in a distributed manner without sharing their inputs.

Methods: We designed, implemented, and evaluated a channel-based update algorithm for a central server in a distributed system. The update algorithm will select the channels with regard to the most active features in a training loop, and then upload them as learned information from local datasets. A pruning process, which serves as a model accelerator, was further applied to the algorithm based on the validation set.

Results: We constructed a distributed system consisting of 5 clients and 1 server. Our trials showed that the SCBFL method can achieve an area under the receiver operating characteristic curve (AUC-ROC) of 0.9776 and an area under the precision-recall curve (AUC-PR) of 0.9695 with only 10% of channels shared with the server. Compared with the federated averaging algorithm, the proposed SCBFL method achieved a 0.05388 higher AUC-ROC and 0.09695 higher AUC-PR. In addition, our experiment showed that 57% of the time is saved by the pruning process with only a reduction of 0.0047 in AUC-ROC performance and a reduction of 0.0068 in AUC-PR performance.

Conclusions: In this experiment, our model demonstrated better performance and a higher saturating speed than the federated averaging method, which reveals all of the parameters of local models to the server. The saturation rate of performance could be promoted by introducing a pruning process and further improvement could be achieved by tuning the pruning rate.

(JMIR Form Res 2020;4(12):e17265) doi:10.2196/17265
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**Introduction**

**Medical Data Privacy**

Medical data analysis in health care brings many benefits and holds great promise for transforming the field. With the help of a wide range of health care networks, health care organizations are now able to analyze a vast volume of data with great variety and velocity to support decision making [1-3]. In addition, automated machine-learning algorithms could facilitate patients and physicians to make better informed choices by providing empirical estimates based on gigabytes of data [4]. Apart from decision support, medical data analysis could also promote analytical capability for patterns of use, analysis of unstructured data, predictive capability, and traceability [3].

However, health care data security and privacy issues have raised broad ethical and legal concerns in recent years given the sensitive nature of health information [5]. Health care research often involves studies of a large amount of data collected from various sources such as pharmacies, insurance companies, government agencies, and research institutions. For instance, to discover new drugs or assess a new therapy, a research institute may need clinical records provided by hospitals’ autonomous databases [6]. This direct sharing of medical data is likely to violate individual privacy and expose data owners to the threat of illegal data collection [7].

To address this data privacy concern, different countries have enacted different legislations and policies [8,9], which impose limitations on data collection and utilization for health care research. Over the years, many traditional methods for privacy preserving have been proposed, such as deidentification [10,11], a hybrid execution model [12], and identity-based anonymization [13]. However, as pointed out by several authors, these methods alone could not guarantee the anonymity and security of medical data [14-16]. Recently developed machine-learning methods require considerable data to acquire models with sufficient accuracy [17]. To leverage massive and diverse datasets and promote machine-learning models, the issue of balancing privacy and regulatory requirements has to be addressed [18].

**Federated Learning**

In conventional deep learning, all training data are shared with a central server that performs the analysis. Having no control over this process, the clients that contribute the data may have to upload their sensitive information to the server without a guarantee of its security of privacy. Furthermore, the learned model is generally not directly available to the client so that they have to reveal the inputs to the cloud when using the model [19], risking privacy leakage in both the training and using processes. Federated learning can address this problem by introducing some algorithmic techniques that distribute the learning process to local devices so that the clients could keep their data private and obtain a local model for future use.

Federated optimization has been studied by Konečný et al [20,21] for distributed optimization in machine learning. This work introduced a setting for distributed optimization in which none of the distinctive assumptions [21] is satisfied, making federated learning a feasible alternative to other methods. The proposed framework is different from conventional distributed machine learning [22-27] owing to the huge number of clients, extremely unbalanced/nonindependent and identically distributed data obtainable for each client, and poor network connections [28]. To address the latter constraint, Konečný et al [28] proposed two approaches to reduce the uplink communication costs: structured updates and batched updates. McMahan et al [29,30] advocated for federated stochastic gradient descent (SGD) and federated averaging algorithms as feasible approaches for the federated learning of neural networks based on iterative model averaging. As an alternative to protecting a single data point’s contribution to a learning a model [31], Geyer et al [32] proposed an algorithm for client-sided federated optimization to hide the specific contributions of individual clients during training. Further, methods to strengthen the reliability of federated learning, such as secure aggregation [33], essentially need synchronization on a rigid set of devices so that only a simple summation of the updates from users is consumed by the server side of the algorithm [34]. Applications based on federated learning algorithms have been proposed in several domains, ranging from content suggestions [35] to next-word prediction [36]. Bagdasaryan et al [37] focused on the vulnerability of federated learning. This work showed that the federated learning algorithm is vulnerable to a model-poisoning attack, which is different from poisoning attacks that target only the training data.

Besides the direct leakage of privacy mentioned above, participants in the distributed system may indirectly reveal some information about sensitive data via the weights uploaded to the server in the training process. To address both direct and indirect privacy leakage of health care data, we developed the stochastic channel-based federated learning (SCBFL) method, which enables local participants to manipulate their data confidentially while benefitting the model’s performance from the server with only a small proportion of the locally trained gradients revealed stochastically to the central model.

**Methods**

**Principle of the SCBFL Approach**

Based on the observation that different features do not contribute equally to the training process and that the importance of each feature may vary from one dataset to another, SCBFL (Figure 1) was developed as a privacy-preserving approach that seizes the most vital information from the local training results only by uploading a small fraction of gradients stochastically. The intuition behind this method is that the biological neural circuit follows the law of use and disuse, and the strongest neurons for an individual are those that constitute an active circuit in the learning process, suggesting that the neurons in one artificial neural network are not independent throughout a specific training process. Thus, we could consider the collaborative effect of neurons in each channel (similar to a biological neural circuit) when selecting parameters for a server update: if a channel of neurons changes substantially in a training loop, we can assume that it is a strong neural circuit in the network.
corresponding to a sensitive feature in the input sets, whereas the neural channels showing little change in one training loop should be regarded as deteriorated channels, whose information could be kept private with minimal effect on the server’s final performance. Choosing the channels with the most substantial variation enables SCBFL to only upload a small percentage of the gradients in each training loop while achieving comparable accuracy to the federated averaging method without uploading the integrate local weights to the server, as will be demonstrated in the Results section.

The update algorithm plays an essential role in SCBFL. In each global loop, SCBFL computes the norms of channels in gradients that result from the local training process, calculates the $\alpha$-percentile of the norms, and then sifts out the channels with greater variation in the gradients than the percentile, in which $\alpha$ is the update rate set by the local participant. The sifted parameters are then used for the server update.

Figure 1. Schematic of the stochastic channel-based federated learning (SCBF) model.

To facilitate the description of the algorithm, suppose there are $N$ features as input and an $L$-layer deep neural network is conducted with $m_1$, $m_2$, ..., $m_L$ neurons in each layer. For convenience, we denote $m_0=N$ as the input dimension, and we denote the weight matrix as $W=[W_1, W_2, ..., W_L]$ and the bias matrix as $B=[B_1, B_2, ..., B_L]$. The shapes of the weight matrix and bias matrix could be expressed as follows:

\[
W_l \in \mathbb{R}^{m_{l-1} \times m_l}, \quad B_l \in \mathbb{R}^{1 \times m_l},
\]

where $l=1,2,\ldots,L$, and $m_l$ is the number of neurons in the $l$th layer.

The update algorithm includes five steps:

1. Train the local model: The local models are trained separately on their own datasets, and each model results in a gradient matrix showing the change in the weight matrix during each training loop. The gradient matrix $G$ has the same shape as the weight matrix $W$. Since the influence from the bias matrix is negligible compared to that of the weight matrix, the changes in bias are omitted for the sake of efficiency.

2. Compute channel norms: Considering that a channel must go through a neuron in each layer and correlates to an
\( L \)-dimensional vector comprising the index of these neurons, the results of a channel’s norm could be saved in an \( L \)-dimensional tensor \( T \), each element of which equals a channel norm. The shape of \( T \) should be:

\[
\]

In addition, \( i \) is the \( i \)th channel, in which \( j \) is the index of the tensor that correlates the neurons this channel goes through in each layer. The Euclidean norm of each channel is calculated by

\[
\]

and is saved in the \( L \)-dimensional tensor \( T \):

\[
\]

3. Sort norms: Given a fixed upload rate \( \alpha \) (also referred to as “update rate” in this paper), we could straighten the gradient tensor to a vector and sort it, computing the \( \alpha \)-quantile \( q_\alpha \) as a threshold for the channel selection.

4. Process gradients: There are two ways to process the gradients. With negative selection, the channels with norms below the \( \alpha \)-quantile are discarded and the remaining parameters are selected for the update. With positive selection, the channels with a norm above \( q_\alpha \) are selected and the remaining parameters are set to zeros.

In our preliminary trials, both selection methods worked well. Considering that different neural channels may include the same neurons, positive selection tends to behave better than negative selection due to the preference to upload more parameters with the same update rate. Taking positive selection as an example, for each element \( T_{ij} \), \( i = 1, \ldots, n \), in tensor \( T \), which corresponds to a specific channel, the gradients are processed with respect to the rank of this channel’s norm, as shown in the following form:

\[
\]

5. Update server: Finally, the processed gradient matrix \( G^- \) is uploaded to the server, and the server will update its parameters by adding gradients \( G^- \) to its original weights (Figure 2).

The server update algorithm is executed every global loop, and our experiment showed that with only 10% of local channels revealed, the server could have comparative performances to those of the federated averaging methods with higher speed to reach saturation. Before the next training loop begins, the local model downloads the server’s latest weights. The download rate was set to 100% since we suppose that the server weights could be shared publicly, which could be adjusted according to the application scenarios.

**Figure 2.** Pseudocode of the server update.

### Algorithm 1 Pseudocode of server update

**Require:** Training set \((X, y)\), update rate \( \alpha \), local model, server model

1. Train the local model on \((X, y)\) and save the gradients \( \Delta W \);
2. Calculate the Euclidean norm of each channel and save the results in tensor \( T \);
3. Straighten tensor \( T \) to a vector and compute its \( \alpha \)-quantile \( t_\alpha \);
4. Select the channels from gradients \( \Delta W \) according to \( t_\alpha \) and get processed gradients \( \Delta W^- \);
5. Update non-zero part of \( \Delta W^- \) to the server’s weights.

**return** Updated server model

### Pruning Process

Training a model with privacy-preserving methods could be time-consuming, especially when the training sets are enormous. To address this problem, we introduced a neural network pruning process to SCBFL that could prune off the redundant nodes in the neural network based on the validation set, thus saving a substantial amount of time. This work is done circularly in the first several global loops until the distributed system reaches a suitable scale, so that SCBFL with pruning (SCBFLwP) learns from the datasets more efficiently.

Neural network pruning (Figure 3) is not a novel concept. Yang [38] proposed a method to prune connections based on the magnitude of weights. He et al [39] used a channel-pruning method to accelerate a deep convolutional neural network. Han et al [40] introduced a growing-and-pruning approach for a fuzzy neural network. Moreover, Srinivas [41] proposed a systematic method to prune one neuron at a time, addressing the problem of pruning parameters in a trained neural network model.

Given the fact that each neural network has a computation process consisting of multiplication, addition, and activation, neurons whose output consists mostly of zeros may have little effect on the output of subsequent layers, not to mention the final results [31]. Removing these redundant nodes from the model will do little harm to the accuracy of the network but will save abundant execution time.
Average percentage of zeros (APoZ) [42], which measures the percentage of zeros in the activations of a neuron under rectified linear unit (ReLU) mapping, is used to evaluate the redundancy of neurons in the network. $\mathbf{z}_{i,c}$ is denoted as the output of the $c$th neuron in the $i$th layer. Let $M$ denote the output dimension and $N$ denote the total quantity of validation examples. $\mathbf{z}_{i,c}$ of the $c$th neuron in the $i$th layer is then defined as:

$$f(\cdot) = 1 \text{ if true and } f(\cdot) = 0 \text{ if false}. $$

SCBFLwP (Figure 4) then decides which neurons will be pruned according to APoZ using validation sets: those having the highest APoZ will be pruned, the number of which is a fixed percentage of the total number of neurons left in each global loop.

Figure 3. Neural network pruning.

![Neural network pruning diagram](image1)
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Figure 4. Pseudocode of stochastic channel-based federated learning with pruning (SCBFwP).

```
Algorithm 2 Pseudocode of SCBFwP

Require: Models of local clients, model of the central server, update rate $\alpha$, pruning rate $\theta$, total pruned fraction $\beta_{total}$, number of global loops, clients number K
for global loops do
  for each client do
    Train the client model on local datasets;
    Select channels according to the update rate and process the gradients $\Delta W_k$;
    Upload the processed gradients $\Delta W_k$ to the server;
  end for
  Update the server weights $W$ with processed gradients from each client: $W \leftarrow W + \sum_{k=1}^{K} \Delta W_k$;
  if pruned fraction $\leq$ total pruned fraction then
    Prune $\theta$ of the server model according to validation set;
    Prune each local model according to the structure of pruned server;
  end if
end for
return A distributed system with learned models
```

### Distributed Learning Setting

We propose a privacy-preserving federated learning method based on the neural network. Federated learning could be executed on a distributed system such as a mobile device to achieve collaborative deep-learning goals with little risk of privacy leaks. Each device trains its model on the local dataset for several epochs in each global loop and only stochastically uploads a small percentage of the model weights to the server to achieve good performance in the server without sharing the local data or the overall model weights.

In our trial, we implemented a distributed system with 5 clients contributing to one server. Preliminary experiments were conducted to determine the proper structure for the proposed model. Through manual tuning, we found that the model achieves the best performance with high efficiency using 3 layers. Therefore, for each local client, we constructed an artificial neural network for binary prediction of mortality with 3 fully connected layers including 64, 32, and 1 neuron in the corresponding layers using ReLU activation at hidden layers and sigmoid activation at the output layer. We also added a dropout layer between the second and third hidden layers to reduce overfitting.

Regarding the parameters of communication between server and clients, the download rate was set to 100% for each client model, supposing the parameters of the server are shared publicly. The update rate was set to 30% for both the channel-based federated learning method and distributed selective SGD method. To enhance the influence of the latest update parameters, we chose 0.8 as the decay rate. As for the training process, we trained each model for 100 global loops and 5 epochs in each loop with the batch size set to 32.

We used the SGD algorithm to optimize our neural networks. Concerning the configuration of SGD, the learning rate is a hyperparameter that controls how much to adjust the model in
response to the estimated error each time when the model weights are updated. Our experiments on testing models with various learning rates suggested that the proper learning rate was around 0.01 to guarantee both good performance and stable results.

In addition to the configuration of the model, the importance of performance measurement has long been recognized. With respect to the assessment of a classification model, area under the receiver operating characteristic curve (AUC-ROC) and area under the precision recall curve (AUC-PR) are reliable metrics: the higher the AUC value, the better the model is at distinguishing between patients in terms of mortality and survival.

**Dataset for the Experiment**

The data used in our experiment were provided by hospitals, comprising 30,760 admissions with status information represented by alive or dead. To explore the relationship between mortality and admissions, we developed a model that takes the medications as inputs and predictions of binary mortality as the output. The cohort was managed for 2917 different medications in total. Information on whether a patient took each of the medications after admission was adopted as a binary input feature. We used 60% of the dataset for training, 10% as the validation set, and 30% as the test set. The training set was equally divided into five parts as local training sets.

**Statistical Analysis**

The performances of models were evaluated by the AUC-ROC and AUC-PR, which are both typically used for measuring the performance of a classifier. To better understand the ROC curve, the concept of a confusion matrix first needs to be introduced.

A confusion matrix is a table consisting of four different combinations of prediction and ground truth, which are the true positive (TP), false positive (FP), false negative (FN), and true negative (TN). TP means that the model predicts the sample as positive and it is in fact positive. The value of TP can be calculated by counting the number of correct positive predictions. The other three parameters can be interpreted in a similar manner. With the help of a confusion matrix, more performance indicators can be defined, including the true positive rate (TPR), also known as recall and sensitivity, the false positive rate (FPR), and precision, which are calculated as follows:

\[
\text{TPR} = \frac{TP}{TP + FN} \quad (8)
\]

\[
\text{FPR} = \frac{FP}{TN + FP} \quad (9)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (10)
\]

The ROC curve is plotted with TPR against FPR at various classification thresholds, where TPR is on the y-axis and FPR is on the x-axis. Lowering the classification threshold means that the model will predict more samples as positive, thus increasing both FPR and TPR. As an alternative to ROC, the PR curve is plotted with precision against recall (TPR) at various classification thresholds. When datasets are imbalanced or skewed, the PR curve is a preferred alternative to the ROC curve. Both curves provide a visualization of model performance at different thresholds, and the AUC measures the entire two-dimensional area under these curves, providing an aggregate measurement of performance across all possible thresholds. Ranging in value from 0 to 1, AUC-ROC and AUC-PR can be interpreted as the possibility that the model ranks a positive sample more highly than a negative sample.

**Results**

**Performance of the SCBFL Model**

The update rate controls the number of selected channels whose nonzero part is uploaded to the server in each global loop, playing a vital role in affecting the final performance. To choose a suitable update rate for our distributed system, we implemented SCBFL models with different update rates ranging from 10% to 100%. Neural network pruning was used in this step to accelerate the training process. The performances are plotted in the first row of Figure 5. The result showed that even with 10% of the channels uploaded to the server, the SCBFL model achieved an AUC-ROC of 0.9776 and an AUC-PR of 0.9695, which outperformed the model that shared all of the parameters with the server. In addition, using a wide range of upload rates only led to a 0.01319 amplitude change in AUC-ROC and a 0.02739 amplitude change in AUC-PR, which facilitated the configuration process with stably high performance.
Figure 5. Performances of stochastic channel-based federated learning (SCBF) models. The top two graphs show the performances of SCBF with pruning (SCBFwP) using different update rates, and the bottom two graphs show the comparison between the performances of SCBF and federated averaging (FA). The left column shows the area under the receiving operating characteristic curve (AUC-ROC) and the right column shows the area under the precision-recall curve (AUC-PR) as performance metrics.

Table 1 compares the effectiveness of the SCBFL method with that of federated averaging, which is widely used in distributed systems and implements the federated learning by averaging the gradients obtained from local training processes [36]. For this comparison, we set the update rate to 30% for SCBFL and conducted both methods for federated learning on the same datasets for 100 global loops without pruning. As shown in Figure 5, our model reached saturation at the 20th global loop, which was faster than that obtained with federated average, which reached saturation at the 60th global loop. The performance of SCBFL consistently exceeded that of federal averaging. In the 4th global loop, SCBFL achieved a 0.05388 higher AUC-ROC and 0.09695 higher AUC-PR than those of federated averaging. After 100 global loops, the AUC-ROC and AUC-PR of SCBFL was 0.0033 and 0.0032 higher than that of federated averaging, respectively.

Table 1. Saturated performances of stochastic channel-based federated learning compared with federated averaging.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC-ROC(^a)</th>
<th>AUC-PR(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCBFL(^c)</td>
<td>0.9825</td>
<td>0.9763</td>
</tr>
<tr>
<td>Federated averaging</td>
<td>0.9821</td>
<td>0.9731</td>
</tr>
</tbody>
</table>

\(^a\)AUC-ROC: area under the receiver operating characteristic curve.
\(^b\)AUC-PR: area under the precision-recall curve.
\(^c\)SCBFL: stochastic channel-based federated learning.

As shown in Figure 6, when the upload rate for the channels was set to 30%, 45% of the parameters were uploaded to the server using positive selection. With half of the parameters unrevealed to the server, the model achieved better performance and higher saturating speed.
Figure 6. Trans-information for upload processes using different methods. The stochastic channel-based federated learning with pruning (SCBFwP) method could save 85% of the trans-information compared to federated averaging (FA), and stochastic channel-based federated learning (SCBF) could save 55% compared with FA.

Performance of SCBFLwP

To speed up the training process and reduce the size of the neural network, we conducted network pruning for several loops after pretraining the model. In our trials, we set the pruning rate for each global loop to 10%, which represents the proportion of neurons to be pruned in the training loop. The total proportion of neurons to be pruned in the first several loops was set to 47%, which determines the final scale of the pruned model. Table 2 summarizes the performance of the SCBFLwP method for different update rates. Figure 7 compares the AUC-ROC and AUC-PR values of the SCBFL and federated averaging models with and without pruning.

Table 2. Saturated performances of stochastic channel-based federated learning with pruning with different update rates.

<table>
<thead>
<tr>
<th>Update rate</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.9776</td>
<td>0.9695</td>
</tr>
<tr>
<td>20%</td>
<td>0.9772</td>
<td>0.9686</td>
</tr>
<tr>
<td>30%</td>
<td>0.9777</td>
<td>0.9697</td>
</tr>
<tr>
<td>40%</td>
<td>0.9768</td>
<td>0.9604</td>
</tr>
<tr>
<td>50%</td>
<td>0.9780</td>
<td>0.9695</td>
</tr>
<tr>
<td>60%</td>
<td>0.9774</td>
<td>0.9682</td>
</tr>
<tr>
<td>70%</td>
<td>0.9774</td>
<td>0.9688</td>
</tr>
<tr>
<td>80%</td>
<td>0.9781</td>
<td>0.9703</td>
</tr>
<tr>
<td>90%</td>
<td>0.9774</td>
<td>0.9676</td>
</tr>
<tr>
<td>100%</td>
<td>0.9775</td>
<td>0.9685</td>
</tr>
</tbody>
</table>

\( ^a \) AUC-ROC: area under the receiver operating characteristic curve.

\( ^b \) AUC-PR: area under the precision-recall curve.
Figure 7. Performance of stochastic channel-based federated learning with pruning (SCBFwP). The top two graphs show the comparison between stochastic channel-based federated learning (SCBF) and federating averaging (FA) with and without pruning. The middle graphs show the performance of SCBFwP with different pruning rates. The performances of SCBFwP with different numbers of total pruned neurons are shown in the bottom two graphs. The left column shows the area under the receiver operating characteristic curve (AUC-ROC) and the right column shows the area under the precision-recall curve (AUC-PR) as performance metrics.

As shown in Table 3, the AUC-ROC for SCBF with pruning was reduced by 0.0048 and the AUC-PR was reduced by 0.006814. There was a reduction of 0.0012 in AUC-ROC and of 0.0047 in AUC-PR for the federated averaging method compared to federated averaging with pruning.
Table 3. Saturated performances of stochastic channel-based federated learning (SCBFL) and federated averaging (FA) with and without pruning.

<table>
<thead>
<tr>
<th>Methods</th>
<th>AUC-ROC(^b)</th>
<th>AUC-PR(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA</td>
<td>0.9821</td>
<td>0.9731</td>
</tr>
<tr>
<td>SCBFL</td>
<td>0.9825</td>
<td>0.9763</td>
</tr>
<tr>
<td>FAwP(^c)</td>
<td>0.9809</td>
<td>0.9683</td>
</tr>
<tr>
<td>SCBFLwP(^d)</td>
<td>0.9776</td>
<td>0.9694</td>
</tr>
</tbody>
</table>

\(^a\)AUC-ROC: area under the receiver operating characteristic curve.
\(^b\)AUC-PR: area under the precision-recall curve.
\(^c\)FAwP: federating averaging with pruning.
\(^d\)SCBFLwP: stochastic channel-based federated learning with pruning.

Moreover, the best performance was achieved by SCBFL after 100 loops of training with an AUC-ROC of 0.9825 and an AUC-PR of 0.9763 (Table 3). The highest evaluation in the first 5 loops was obtained by the SCBFL model with pruning.

To assess the stability of our model with the pruning rate and total pruned fraction (also called the total pruned rate), we executed the models of SCBFLwP controlling the variate. First, we fixed the total pruned fraction to 50% and ran the programs with different pruning rates ranging from 10% to 50% (Table 4). As shown in Figure 7, with an increase in the pruning rate, the final performance improved and saturated more quickly under most circumstances. However, there were also exceptions with higher performances at a 10% pruning rate for both AUC-ROC and AUC-PR, and lower performances at a 40% pruning rate for AUC-PR. In the graphs in the bottom row of Figure 7, we fixed the pruning rate to 10% and executed pruning for different times ranging from 1 to 6 (Table 5). The total pruned fractions were calculated and are annotated in the corresponding labels.

Table 4. Saturated performances of stochastic channel-based federated learning with pruning when the total pruned proportion was fixed and the pruning rate for each training loop changed.

<table>
<thead>
<tr>
<th>Pruning rate/loop</th>
<th>AUC-ROC(^b)</th>
<th>AUC-PR(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.9765</td>
<td>0.9661</td>
</tr>
<tr>
<td>20%</td>
<td>0.9730</td>
<td>0.9568</td>
</tr>
<tr>
<td>30%</td>
<td>0.9763</td>
<td>0.9662</td>
</tr>
<tr>
<td>40%</td>
<td>0.9693</td>
<td>0.9465</td>
</tr>
<tr>
<td>50%</td>
<td>0.9769</td>
<td>0.9663</td>
</tr>
</tbody>
</table>

\(^a\)AUC-ROC: area under the receiver operating characteristic curve.
\(^b\)AUC-PR: area under the precision-recall curve.

Table 5. Saturated performances of stochastic channel-based federated learning with pruning when the pruning rate for each training loop was fixed and the total pruned proportion changed.

<table>
<thead>
<tr>
<th>Total pruned proportion</th>
<th>AUC-ROC(^b)</th>
<th>AUC-PR(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.9769</td>
<td>0.9731</td>
</tr>
<tr>
<td>19%</td>
<td>0.9797</td>
<td>0.9722</td>
</tr>
<tr>
<td>27%</td>
<td>0.9795</td>
<td>0.9725</td>
</tr>
<tr>
<td>34%</td>
<td>0.9789</td>
<td>0.9714</td>
</tr>
<tr>
<td>41%</td>
<td>0.9781</td>
<td>0.9703</td>
</tr>
<tr>
<td>47%</td>
<td>0.9778</td>
<td>0.9697</td>
</tr>
</tbody>
</table>

\(^a\)AUC-ROC: area under the receiver operating characteristic curve.
\(^b\)AUC-PR: area under the precision-recall curve.

As shown in Figure 6, the SCBFLwP could save 85% of the trans-information compared to federated averaging. For SCBFL, when the upload rate for channels was set to 30%, 45% of the parameters were uploaded to the server using positive selection.

Running Time

SCBFL preserves the privacy of data by adding a channel-based upload algorithm, which will lead to an increased burden of calculations when applied to a complex neural network. However, this problem could be addressed by introducing a pruning process in several global loops. To illustrate this, the
times consumed by SCBFL and federated averaging before and after pruning described in the last section are compared in Table 6. The pruning process could reduce 57% of the time for SCBFL and 48% of the time consumed by federated averaging.

Table 6. Time consumed by stochastic channel-based federated learning (SCBFL) and federated averaging with and without pruning.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federated averaging</td>
<td>8679</td>
</tr>
<tr>
<td>Federated averaging with pruning</td>
<td>4508</td>
</tr>
<tr>
<td>SCBFL</td>
<td>19,696</td>
</tr>
<tr>
<td>SCBFL with pruning</td>
<td>8469</td>
</tr>
</tbody>
</table>

Table 7 shows that models with lower update rates tended to consume less time than those with larger update rates, indicating that choosing a lower rate for the update could better preserve the privacy as well as save time.

Table 7. Time consumed by stochastic channel-based federated learning with pruning with different update rates.

<table>
<thead>
<tr>
<th>Update rate</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>8339</td>
</tr>
<tr>
<td>20%</td>
<td>8545</td>
</tr>
<tr>
<td>30%</td>
<td>8469</td>
</tr>
<tr>
<td>40%</td>
<td>7987</td>
</tr>
<tr>
<td>50%</td>
<td>8359</td>
</tr>
<tr>
<td>60%</td>
<td>12,577</td>
</tr>
<tr>
<td>70%</td>
<td>9278</td>
</tr>
<tr>
<td>80%</td>
<td>11,462</td>
</tr>
<tr>
<td>90%</td>
<td>13,169</td>
</tr>
<tr>
<td>100%</td>
<td>13,030</td>
</tr>
</tbody>
</table>

Table 8 shows that different pruning rates for each global loop can equally save time. In addition, the model will consume more time if the number of pruned neurons is too small due to the executing time of the pruning process. With a fixed pruning rate, the time consumed by the model tended to decrease by reducing the model size.

Table 8. Time consumed by stochastic channel-based federated learning with pruning using different pruning rates for each loop or different total pruned proportions.

<table>
<thead>
<tr>
<th>Pruning parameter</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pruning rate/loop</td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>11,144</td>
</tr>
<tr>
<td>20%</td>
<td>8561</td>
</tr>
<tr>
<td>30%</td>
<td>11,852</td>
</tr>
<tr>
<td>40%</td>
<td>8389</td>
</tr>
<tr>
<td>50%</td>
<td>12,000</td>
</tr>
<tr>
<td>Total pruned</td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>25,755</td>
</tr>
<tr>
<td>19%</td>
<td>22,717</td>
</tr>
<tr>
<td>27%</td>
<td>17,579</td>
</tr>
<tr>
<td>34%</td>
<td>15,909</td>
</tr>
<tr>
<td>41%</td>
<td>8050</td>
</tr>
<tr>
<td>47%</td>
<td>8469</td>
</tr>
</tbody>
</table>


**Discussion**

**Principal Results**

The proposed SCBFL method computes the norms of channels in gradients resulting from the local training output after each global loop, calculates the $\alpha$-percentile of the channel norms, and then sifts out the channels that have greater variation in the gradients compared with the percentile for the server update. In this method, the server seize the information from the uploading channels with the biggest variation, achieving comparative performance to the state-of-the-art method (federated averaging), which has to convey the entire local weights to the server when updating. Figure 1 shows the relationship between the server and clients, and demonstrates the process of the server update. This confirms the intuition behind SCBFL: the importance of a feature differs when training on different datasets, and thus important information can be extracted from the channels through which features with the greatest variation pass. We could infer that less than 10% of the channels contain the most fundamental information and that ignoring the remaining information does little harm to the learning of models.

It is important to train a small-scaled deep-learning model with high processing speed. The results showed that network pruning could speed up the training process and accelerate convergence while maintaining higher performance. As expected, pruning 47% of the neurons from the network decreased the final performance due to the simplified model structure. The reduction in performance is negligible in many application situations but the acceleration in both saturating and training speed is quite beneficial, as discussed further below. Overall, these results demonstrate that SCBFL is a reliable choice for federated learning, and that the SCBFLwP method might be a better choice when a quicker saturating speed is desired.

The graphs in the first row of Figure 7 show an obvious decline in the performance of SCBFLwP, which indicates an overpruned phenomenon for our trials. This indicates a tradeoff between time efficiency and the final accuracy. However, by tuning the pruning rate for each global loop and the total pruned rate of the model, we could achieve better performance. This is because if only the redundant neurons are pruned, the model could promote its learning efficiency without retaining useless information.

Figure 7 also shows that the performance of SCBFL improved when the times of pruning were reduced. The results with a fixed pruning rate were more stable than those with a fixed total pruned rate, indicating that more attention should be paid to the selection of the pruning rate for each step when building models, and it is stable for a SCBFL model to adjust the times of neural network pruning. Therefore, after choosing a suitable pruning rate, we could appropriately increase the loops in which the model was pruned to shorten the execution time with little effect on the final performance.

**Differential Privacy Preservation**

Differential privacy [23,43-46], as a strong criterion for privacy-preserving, is defined when the probability of a given output does not primarily depend on the involvement of a data point in the inputs [19]. This is useful because conventional deep learning has raised substantial privacy concerns, which may prevent a company from collecting data for model training. A model-inversion attack may extract parts of the training data through a deep-learning network, as demonstrated by Fredrikson et al [47]. One might attempt to reduce the risk of privacy leakage by adding noise to the parameters that result from the training process. However, it is hard to achieve a balance between performance and privacy preservation since stronger noise offers protection for privacy as well as worse performance. Therefore, we have been seeking methods that can help to preserve local privacy during the training process.

To address this issue, the SCBFL method realizes the function of differential privacy preservation by protecting the two sources of potential privacy leakages from federated learning: the actual values of uploaded gradients from the local participants and the mechanism by which these gradients are chosen [19]. By setting a threshold to select the parameters of gradients channel-wise, the actual values uploaded to the server are stored in a sparse tensor that is processed from SGD, a stochastic training process that has already been used for many privacy-preserving cases [48,49]. In addition, the participant could independently choose the update rate for their models, thus making it hard to track the selection of the channels used for the update, especially when they are trained individually using different datasets.

**Limitations**

We proposed an update algorithm that plays a vital role in SCBFL. This algorithm involves calculation of the $\alpha$-percentile of the norms and searching for channels with greater variation in the gradients than the percentile. Given the massive size of input features, the model structure has to be extended to reach high performance. However, as is the case for most deep-learning models with complex structures, the time complexity will increase with the expansion of model size. Although the neural network pruning method has been introduced to reduce the executing time, the performance of the model will slightly decrease because of the simplified model structure. Moreover, differential privacy could be further conducted with our models to evaluate the privacy-preserving ability quantitatively.

**Comparison With Prior Work**

A large and representative dataset is usually required to train a neural network model. The dataset may contain sensitive information and the models should not expose the private information. Conventional methods that rely on a centrally trained model have a higher risk of privacy leakage. In conventional deep learning, the owners of the data cannot control the learning objective and have no idea of what can be inferred from their data. The federated averaging method represented progress in this regard by using iterative model averaging. Nevertheless, this approach still involves the exposure of all model parameters. The proposed SCBFL method, which improves server performance by uploading only a proportion of gradients, could address both direct and indirect privacy leakage concerns. In addition, an inverse-model attack, which extracts information from the uploaded parameters, could...
be hindered by the stochastic nature of our upload algorithm taking advantage of SGD. We found that even with only 10% of the channels uploaded to the server, the SCBFL model achieved an AUC-ROC of 0.9776 and an AUC-PR of 0.9695, outperforming the models that share all parameters with the server. As shown in our trials, after 100 global loops, the AUC-ROC and AUC-PR of SCBFL was 0.0033 and 0.0032 higher than that of federated averaging, respectively. Therefore, we could conclude that our method achieves comparative performance to the federated averaging method but with a higher saturating speed.

Conclusions
We proposed a privacy-preserving approach for distributed systems whose models are trained based on any type of neural network. Our methodology involved development of a channel-based update algorithm for the server, enabling the system to achieve state-of-the-art performance without forcing the participants to reveal their inputs or model weights to the server. Addressing both direct and indirect privacy leakage concerns, our model uploads a fraction of channels in the gradients from local models to the server and could achieve better performance with only 10% of the channels uploaded, thereby reducing the redundancy of gradients while preserving privacy. Inverse-model attack, which analyzes information from the uploaded parameters, could be obstructed by the stochastic nature of our upload algorithm taking advantage of SGD. Moreover, we introduced a neural pruning process to the model, which could accelerate the training process and saturating speed with little sacrifice to the final performance. Experimental validation showed that neural network pruning could efficiently speed up the training process as well as the saturation of performance. Moreover, better performance was achieved when tuning the pruning proportion to cut off the redundant neurons in several training loops.
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Abstract

Background: Many people use opioids and are at risk of overdose. Naloxone is an opioid antagonist used to counter the effects of opioid overdose. There is an increased availability of naloxone in New York City; however, many who use opioids decline no-cost naloxone even when offered. Others may have the medication but opt not to carry it and report that they would be reluctant to administer it if they were to witness an overdose.

Objective: We aim to better understand why people who use opioids may be reluctant to accept, carry, and administer naloxone, and to inform the development of messaging content that addresses barriers to its acceptance and use.

Methods: We conducted formative qualitative interviews with 20 people who use opioids who are 18 years and older in New York City. Participants were recruited via key informants and chain referral.

Results: Participants cited 4 main barriers that may impede rates of naloxone acceptance, possession, and use: (1) stigma related to substance use, (2) indifference toward overdose, (3) fear of negative consequences of carrying naloxone, and (4) fear of misrecognizing the need for naloxone. Participants also offered suggestions about messaging content to tackle the identified barriers, including messages designed to normalize naloxone possession and use, encourage shared responsibility for community health, and elicit empathy for people who use drugs. Taken together, participants’ narratives hold implications for the following potential messaging content: (1) naloxone is short-acting, and withdrawal sickness does not have to be long-lasting; (2) it is critical to accurately identify an opioid-involved overdose; (3) anyone can overdose; (4) naloxone cannot do harm; and (5) the prompt administration of the medication can help ensure that someone can enjoy another day. Finally, participants suggested that messaging should also debunk myths and stereotypes about people who use drugs more generally; people who use opioids who reverse overdoses should be framed as lay public health advocates and not just “others” to be managed with stigmatizing practices and language.

Conclusions: It must be made a public health priority to get naloxone to people who use opioids who are best positioned to reverse an overdose, and to increase the likelihood that they will carry naloxone and use it when needed. Developing, tailoring, and deploying messages to address stigma, indifference toward overdose, fear and trepidation about reversing an overdose, and fear of police involvement may help alleviate fears among some people who are reluctant to obtain naloxone and use the medication on someone in an overdose situation.

(JMIR Form Res 2020;4(12):e22411) doi:10.2196/22411
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Introduction

The United States is in a public health crisis involving opioid-related morbidity and mortality; overdose rates are at epidemic proportions across the country [1,2]. In response, take-home naloxone (THN) has emerged as a critical medical technology to reverse opioid-related overdose that can be used safely in community settings [3-5]. As of the late 1990s, community-based organizations—and then state and local health departments—developed overdose education and naloxone distribution (OEND) programs in response to skyrocketing rates of unintentional overdose mortality. These programs were established to equip people who use drugs, their friends, and family members with naloxone and overdose recognition, reversal, and response skills [5-8]. The size and distribution modalities of programs vary by state and city; however, these programs all typically provide no-cost naloxone to people who use opioids, along with training in how to identify an overdose, conduct rescue breathing and cardiopulmonary resuscitation (CPR), and administer naloxone [9,10]. Overdose training and naloxone are also provided to staff at many drug treatment programs and syringe service programs (SSPs), and to first responders such as law enforcement, Emergency Medical Services (EMS), and fire department personnel [11,12]. These efforts have resulted in greater access to naloxone for many individuals who might not otherwise receive the medication [13-15], and evaluations of THN programs have consistently found that these programs effectively reduce overdose mortality and lead to few adverse events [16-19].

Surveys conducted from 2013 to 2019 show that the number of SSPs with OEND programs grew from 55% to 94% in response to a dramatic rise in opioid-related overdose fatalities [20]. In pace with this expansion of naloxone distribution at SSPs, a growing body of research on naloxone access [21] and experiences emerged [22-27]. This period saw a great increase in access to OEND at SSPs and more opportunities for both people who use drugs and those who do not to obtain naloxone. However, barriers to widespread access remain, and some people who use opioids still do not carry the medication, even if they were trained and given naloxone at no cost. In a recent national survey of attitudes toward naloxone among the general population, half of the respondents endorsed that “naloxone is only necessary for people who abuse opioids,” and 51% of respondents endorsed that “having naloxone available enables more drug use among people who abuse opioids” [28]. These contested beliefs about the place and role of naloxone—who should have it and the behavioral impacts of possession and use—permeate across social networks of both people who use opioids and people who do not use drugs (or do not identify as people who use drugs) [22-27]. The belief that naloxone promotes risky drug use and that only “drug abusers” are susceptible to overdose (rather than users of prescription opioids or occasional users) diminishes enthusiasm for scaling up OEND and, thus, prioritizes other traditional supply-and-demand reduction approaches to tackling the overdose crisis.

Moreover, even among people who use opioids who are trained in OEND, there is an observed lack of acceptance of, and willingness to carry, naloxone. Among 353 Baltimore adults who reported lifetime heroin use, 90% (318/353) reported naloxone awareness, and over two-thirds (224/353, 69%) reported ever receiving take-home naloxone [29]. Of the 224 individuals who had ever received naloxone, one-third reported that they never (83/224, 37%) or rarely/sometimes (84/224, 38%) carried the medication, and only 25% (57/224) reported that they always carried the medication [29]. Commonly cited reasons for not carrying or using naloxone included fear that a person may become violent or aggressive after being revived, or that police will threaten bystanders at an overdose event, or that they had insufficient overdose training [30]. In addition to gaps in naloxone access, some people who use opioids decline the medication even when it is offered. In a small pilot study conducted in New York City, 6 of 10 participants who identified as actively using opioids accepted a THN kit when offered it free-of-charge while visiting an SSP [31]. A substantial minority (4/10), however, declined it [31]. Similarly, among 472 veterans regularly using opioids in New York City who were offered free naloxone in street-based community settings, about one-fourth (110/472) declined the free naloxone kit when offered [32].

As the above research shows, a substantial number of people who use opioids are at risk of overdose nevertheless decline no-cost THN, opt not to carry it, and report that they would be reluctant to administer it if they were to witness an overdose. However, people who use opioids and other drugs can act as critical and effective first responders to overdose [29,33,34]; therefore, there must be minimal barriers impeding their access and use of the medication. Technology-based messaging may be one avenue to increase naloxone uptake and use. Video and text messages have been used effectively by our study team members to increase HIV/HCV testing among high-risk populations and train people who use opioids to administer naloxone [31].

To inform the development of message content addressing barriers to naloxone access, possession, and use, we recruited 20 people who use opioids in New York City from June 2019 to August 2019 to participate in in-depth qualitative interviews. The participants reported barriers they and others in their social networks have encountered in the acceptance, carrying, and use of naloxone, and they offered suggestions for overcoming these identified barriers.

Methods

People who use opioids in New York City were recruited via chain referral and key informants affiliated with several SSPs located in the Bronx and Manhattan. Interviews were conducted by 2 experienced qualitative researchers in semiprivate settings in public parks and public spaces from August 2019 to October 2019. Interviewers traveled to the communities where the participants lived to conduct the interviews, representing 4 of New York City’s 5 boroughs. The semistructured interviews explored why people decline naloxone kits when offered, why people might be reluctant to use naloxone to reverse an overdose, and what types of messaging content could increase uptake, possession, and the likelihood of using naloxone to reverse an overdose. Participants were asked about their own
experiences obtaining, carrying, and using naloxone, and they were asked about the experiences of others. Verbal consent was obtained and interviews lasted approximately 30 minutes, for which participants received $20 in cash. All interviews were digitally audio-recorded and transcribed for analysis. The institutional review board of the authors’ home institution approved all consent documents, procedures, and the interview guide.

Interviews were conducted until thematic saturation was reached (N=20). A combination of a priori and emergent code categories were used by 2 of the authors to analyze the interviews. A deductive approach to exploring the a priori topic of naloxone possession was combined with an inductive regard for the emergent themes suggested by the participants. Thereby, the project used an iterative process of reading, coding, and discussing transcripts to achieve a flexible approach to illuminating some of the forces and processes that underlie decisions about obtaining, possessing, and using naloxone [35]. The interviewers jointly coded each transcript using the Dedoose software platform (version 4.12; SocioCultural Research Consultants) and frequently met to discuss emerging themes.

Results

Participant Characteristics

Interviews were conducted with 20 people who use opioids. Participants were predominately male (12/20, 60%), the mean age was 37 (range 23–55) years, and the majority (16/20, 80%) injected their opioids. Of the 20 participants, 75% (15/20) identified as White, 20% (4/20) identified as Black, 10% (2/20) identified as White Hispanic, and 5% (1/20) identified as Asian. All participants had been trained in naloxone use and overdose reversal; 6 of the 20 participants were not carrying naloxone at the time of the interview.

Stigma Related to Substance Use

The majority of participants cited drug-related—and particularly, opioid-related—stigma as one of the primary reasons people decline to carry or administer naloxone, even if they had previously accepted a naloxone kit and related training. Participants suggested that accepting or carrying naloxone would likely cause concerns for individuals who are particularly sensitive to being perceived as an illicit substance user or an addict. Several participants specifically cited the blue bag in which no-cost naloxone is distributed in New York as being nearly synonymous with illicit substance use and accompanying stigmas.

I know that some people are afraid . . . of (other) people discovering their naloxone, and that will out them as an opioid user, and I do think that those little blue bags are very recognizable. So maybe just getting rid of the blue bag would help. . . . You know, people are much less likely to recognize what it is if they don’t see that, right? [36-year-old White, non-Hispanic woman]

Other participants stressed the importance of normalizing the carrying or administering of naloxone in general.

When I do outreach (at a local SSP), it’s like, some people will just be, like, “Oh, what you think we use, drugs?” . . . They’re not comfortable with being identified as a user or whatever. I try my best to, kind of, change that perception because it’s like, anybody should be able to carry Narcan. Like, it’s usually not the person that’s falling out that’s Narcanning themselves. . . . I try to address it with basically just saying, you know . . . there’s a lot of overdoses in the area, and we’re giving this out to give you the opportunity to save a person’s life. [27-year-old White, non-Hispanic woman]

Even interviewees who were not carrying naloxone at the time of the interview (citing various reasons for not carrying it that particular day) recommended a number of steps they felt should be taken to overcome the stigma associated with carrying naloxone. These ranged from opting not to carry naloxone in the blue bag to delinking opioid use from naloxone and normalizing it in general.

I’m interested in seeing naloxone normalized. I just try to make them feel more comfortable, like (when I give people naloxone and tell them) “you guys don’t have to carry it in a blue pouch if you’re embarrassed. You can carry it in your pocket, you know.” [33-year-old White, Hispanic woman]

I would emphasize that, you know, that there’s no reason in this day and age for anybody to not carry naloxone, and everybody should know this and be carrying naloxone. It doesn’t mean anything other than you’re trying to, you’re willing to save people’s lives, or give somebody else your naloxone so they can save it . . . The message needs to get out that, I think, the naloxone is ubiquitous. You know, just because somebody has it doesn’t mean they’re a drug user. I mean, there’s that double-edged thing of, like, well, we don’t want people to be stigmatized, but at the same time, maybe people do want, you know (to identify as a drug user). So how do, how do you find ways to talk about this shit from all the different angles? How do you have the nonstigmatizing, nonjudgmental discussion? [46-year-old White, non-Hispanic man]

In nearly all of the interviews, individuals suggested that in addition to humanizing substance users in general, one particularly effective strategy for combatting substance use–related stigma surrounding naloxone might be to develop messaging and practices that actively seek to delink naloxone with active, illicit opioid use.

Indifference Toward Overdose

Many participants also speculated that community members, referring to both people who do not use drugs and those who do, might decline to carry or administer naloxone because the lives of people who use illicit substances (and particularly opioids) are often devalued. Therefore, following this line of reasoning, some individuals simply lack the care and concern to become involved in a potential overdose situation or seek out OEND training in the first place.
Some people are just selfish and self-centered, you know? And they, and they, you know, if it ain't doesn't affect them or somebody they know, they don't give a damn. [52-year-old Black, non-Hispanic man]

Based on this, participants suggested that future interventions intended to encourage individuals to carry or administer naloxone include content designed to elicit empathy and foster a shared sense of responsibility for preventing overdose-related fatalities. The point that participants thought an intervention’s messaging should make is perhaps best summed up in the simple message suggested by one participant: “You could save a life or two, you know?” [53-year-old South Asian man]. One of the strategies frequently recommended to increase community empathy was sharing personal stories from individuals who have reversed life-threatening opioid-related overdoses.

I feel good because . . . I can save a life, so that means something to me, you know? I would want somebody to do that for me, so, like, you know, there should be more people that, who want to do this ‘cause . . . it's not like you Superwoman or nothing, but it's somebody that is still gonna be around that you can see, that you can be like, “Wow, I saved that person.” [36-year-old White, non-Hispanic woman]

Participants also noted that it was helpful to remind people that even individuals with whom someone is close to might be using opioids in a way that is not always apparent to others.

So, this would be, all right, say if a family member, a close family member of yours or very close friend, is dealing with this same situation, you wouldn't know, but you would like to know . . . you would like to know if they were doing it (using drugs) so I can have this with me, just in case you are doing it, I can save your life as well. For me and many others. [23-year-old Black, non-Hispanic man]

Participants frequently suggested that one possibly effective strategy might be to emphasize that anyone could know someone is coming from. And then someone comes along take that opiate out because it’s going to make them drinking? Extremely drunk? And then you don't know, like, what kind of reaction you're going to get from people, 'cause there's a certain degree of, like, mental health (problems). [55-year-old White, non-Hispanic man]

Fear of Negative Consequences of Carrying Naloxone

Several participants expressed concerns about potential legal problems related to administering naloxone or being associated with an opioid-related overdose. Moreover, participants noted that law enforcement may mischaracterize naloxone possession as evidence that a person on parole is using drugs or associating with drug users, and that people in homeless shelters could be forcibly removed if they are found with naloxone. To address these issues, participants recommended that interventions include content designed to clarify existing Good Samaritan legislation to help people who use opioids understand their rights and address related anxieties.

I know there's this thing now (Good Samaritan Laws), and you can't get arrested or something like that. 'Cause I know a lot of people get scared with that. And they don't call 911 . . . You want to save the person. You don’t want . . . a death under your belt. [31-year-old White, Hispanic woman]

For many participants, this was especially important considering the likelihood that medical professionals might not reach an individual experiencing an overdose until it results in an overdose-related fatality.

Once you learn how to use it, you shouldn't be afraid to use it because you're not gonna get charged if someone . . . let's say someone's OD'ing and you come to their aid until the EMT's get there, you might have saved someone's life right there, you know what I mean? [53-year-old South Asian man]

Fears of Misrecognizing the Need for Naloxone

Many participants also expressed concern that they or others might not be able to accurately recognize an opioid overdose and, as a result, could administer naloxone to an individual who is otherwise intoxicated (eg, unconscious after using alcohol or benzodiazepines) or who is simply homeless and sleeping in public. Importantly, these concerns strongly discouraged people in our sample who reported they would otherwise administer, or at least consistently carry, naloxone.

If you're on the train and someone's really, like, nodding out, do you want to bother them and ruin their high? . . . you don’t really know . . . are they drinking? Extremely drunk? And then you don't know, like, what kind of reaction you're going to get from people, 'cause there's a certain degree of, like, mental health (problems). [55-year-old White, non-Hispanic man]

Indeed, several participants suggested that misrecognizing an overdose could lead to serious negative consequences. Participants expressed that in addition to concerns regarding when naloxone use is actually warranted, there is always the possibility that a person given a dose of naloxone will immediately experience opioid withdrawal and become angry or even violent.

They don’t want that naloxone to come in there and take that opiate out because it’s going to make them sick, and then they don’t know where their next dollar is coming from. And then someone comes along because, like, you’re nodding out a little too hard or you seem like you're discombobulated, to the point where they’re, like, almost dead. But if you try to get them naloxone, they'll, they’ll fight you to the death not to, not to give them that, um, you know, injection
Potential negative financial consequences for someone who has had naloxone administered was also a frequently noted concern.

So, being as an addict, who wanna be sick? You know what I mean? When you gotta have, find money to buy more. You know what I'm saying? It's not like people, it's not like you're gonna give it to me. I'm sick and I'm broke. You know what I mean? I, I, I gotta find ways to get more. [54-year-old Black, non-Hispanic man]

Participants underscored the role of experience in identifying, responding, and communicating safety through messaging about overdose. Participants discussed several popular myths related to reversing an overdose. In several instances, myths did, in fact, correspond to an opioid overdose reversal. However, when myths correspond to someone’s experience managing someone else’s overdose (eg, the person awakens, or regains consciousness, or becomes relatively alert), this can perpetuate myths that spread through peoples’ social networks. For example, a slap, or a yell, or just a lift up may be all that is needed to prevent an overdose from becoming more serious and requiring naloxone. Participants were aware of the myths about overdose reversal and commented on the misinformation in their communities, including potentially dangerous and not scientifically proven overdose reversal methods such as hitting a person or injecting them with cocaine or milk.

I was revived by my roommate . . . I don't know, awakened by, um, his slapping me and telling me that I was blue. But it didn't require naloxone to revive me. And he had no drug-using experience . . . to try and bring the person back, right? Which was like a lot of the folklore around, you know: throw somebody in an ice bath, beat the bottom of their feet with sticks. All these, you know, kinds of techniques that just got around on the street. [39-year-old White, non-Hispanic woman]

Participants also expressed doubts regarding the severity of potentially negative physical and emotional responses to administered naloxone, and the level of certainty that an individual will respond negatively at all.

Like, just how much . . . it is sort of the myth that's out there, that you're gonna make someone very sick. I can't pinpoint . . . it's just out there, it has always been out there. People sort of take it as a given. I think it's important to know that it only lasts 90 minutes. That's important to know, too, so that if you do use it, it's not like someone's gonna necessarily be in massive withdrawal for 12 hours. [27-year-old White, non-Hispanic woman]

Discussion

Principal Findings

Participants cited 4 main barriers that may impede rates of naloxone acceptance, possession, and use: (1) stigma related to substance use, (2) indifference toward overdose, (3) fear of the negative consequences of carrying naloxone, and (4) fear of misrecognizing the need for naloxone. Some of these barriers have been identified by other researchers, including the fear of precipitating withdrawal sickness, stigma, and the fear of arrest [12,24,36,37]. Our study participants cited stigma toward drug users and concerns of being judged as a drug user as influencing naloxone-related practices, including decisions about whether or not to carry or prominently display naloxone when carrying it. Relatedly, participants cited the public’s general indifference toward overdose and a lack of altruism as a barrier to naloxone access and use. In part, this may be associated with a perception on the part of people who use drugs of “acceptable” or “unacceptable” drug-use behaviors. For example, Bowles et al [38] found that people who frequently overdosed were often shunned by their drug-using social networks; they were considered a liability that placed others who used drugs at risk. Here, ongoing criminalization has created an atmosphere so toxic for people who use drugs that the only means of group safety and preservation is to distance from riskier drug users. However, this practice exacerbates the risk for those who are perhaps in need of the most support. It is clear that we need messaging that emphasizes naloxone as a medical technology promoting community health needs to reach community members at large. At the same time, tailored messaging is needed for people who use drugs who may themselves judge, avoid, and distance themselves from others who use drugs.

The barriers voiced by participants may not be immediately addressed simply through messaging, as many of the harms perpetrated by our dominant supply-reduction policy approach evolved over decades. For instance, stigma directed toward people who use drugs in a US context has deep historical roots [39,40]. However, what we learn from people who use opioids through this research and other efforts can help us develop tailored messaging content to overcome these barriers. Normalizing naloxone could have life-saving benefits, and destigmatizing people who use drugs could benefit their health in a broad range of communities. These messages may help move people incrementally toward regularly carrying naloxone, even if they are highly reluctant to do so initially. Many participants expressed pride when showing off their naloxone kits, strapped to belts, in bags, or on chains around necks, which we interpret as a testament to the potential for naloxone possession to be a marker of community pride and compassion for others. As Wagner et al [26] point out, reversing or witnessing an overdose can be a traumatic, cathartic, humbling, or empowering experience. Accordingly, efforts to normalize naloxone could complement participants’ messaging recommendations to emphasize shared responsibility for community health and elicit empathy for people who use drugs. Messaging could also debunk myths and stereotypes about people who use drugs more generally and help frame people who use opioids and reverse overdoses as lay public health advocates, and not just “others” to be managed with stigmatizing practices and language.

Of particular concern is the participants’ expressed trepidations about potentially misrecognizing an overdose, inadvertently precipitating withdrawal, and creating an undue financial burden...
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on some people who use opioids, which are fears that have also been found in other research [30]. One approach to overcoming these barriers could be OEND booster messaging, deployed electronically and virtually, about protections when 911 is called, and how to identify an overdose. These messages could be coupled with other health promotion and risk-reduction messaging targeting people who use drugs. Additional resources could be allocated to community-based programs to develop and broadly distribute print and web-based messaging about best overdose-response practices and resources. Standard OEND trainings provide information on how to distinguish an overdose from a “nod” by encouraging bystanders to call out to the person if an overdose is suspected, rub the sternum or pinch an earlobe to see if there is a response, or check for breathing before administering naloxone. This information presented in OEND training could be delivered to people who use opioids on an ongoing basis, with messaging covering each point in the standard OEND curriculum. Both community-based and virtual refresher trainings could help accomplish this. Taken together, participants’ narratives hold implications for the following potential messaging content: (1) naloxone is short-acting, and withdrawal sickness does not have to be long-lasting; (2) it is critical to accurately identify an opioid-involved overdose; (3) anyone can overdose; (4) naloxone is safe to use; and (5) the prompt administration of the medication can help ensure that someone can enjoy another day.

As we grapple with the novel coronavirus, we need to remain especially vigilant. Rates of overdose continue to be high. The long-term impacts of the virus are as yet unknown, and social distancing and isolation are placing more people who use drugs at risk for a potentially fatal overdose [41-43]. Thus, compounded by the state of the COVID-19 pandemic, getting naloxone to people who use opioids is vital.

Limitations
The findings may be unique to the population of people who use opioids in New York City, where there is robust naloxone distribution. Our findings may or may not generalize to other cities, where the overdose rate and degree of stigmatization may be different and Good Samaritan legislation may or may not be actively followed. Finally, given the nature of qualitative research, which involves small samples and nonprobabilistic sampling methods, the findings are not intended to be generalized to the broader population, suggesting the need for additional cross-sectional, longitudinal, and comparative investigations.

Conclusions
Getting naloxone to those who are best positioned to reverse an overdose, and increasing the likelihood they will use it when needed, should continue to be a public health priority. However, the barriers identified by participants regarding naloxone access, possession, and use are considerable. Our study found a common reluctance to administer naloxone because of stigma, apathy, concerns about precipitating withdrawal, misrecognizing a good “high” as an overdose, and fears of police. These underscore the importance of distributing this proven, life-saving medication and of creating positive, acceptable messaging to ensure people use it when it is needed most.
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Abstract

Background: Poor maternal diets increase the risk of excess gestational weight gain which can contribute to serious intergenerational morbidity for both the mother and infant. Pregnant young women with low incomes have disproportionately high rates of inadequate fruit and vegetable consumption as well as excess weight gains during pregnancy.

Objective: Our aim was to describe the feasibility and acceptability of Special Delivery, a longitudinal nutrition intervention that delivers healthy foods to pregnant youth (aged 14-24 years) with low incomes.

Methods: The Special Delivery pilot study, conducted in Michigan, enrolled pregnant young women with low incomes. Study participants were sent twice-monthly grocery deliveries consisting of US $35 worth of healthy foods, primarily fruits and vegetables. Between grocery deliveries, participants received daily SMS text message prompts to confirm receipt of delivery and document diet and weight. Program feasibility was assessed by the number of grocery orders placed, delivered, and confirmed by participants. Qualitative interviews and SMS text message data were used to determine acceptability by assessing participants’ perspectives on grocery delivery, participants’ perspectives on dietary impact of the program, and foods consumed by participants.

Results: A total of 27 participants were enrolled in the pilot study. The mean age was 20.3 years (SD 2.0), and 59.3% (16/27) were African American or Black. During the pilot, 263 deliveries were sent with 98.5% (259/263) successful deliveries and 89.4% (235/263) deliveries confirmed by participants. Participants reported that grocery delivery was convenient; that delivered foods were high quality; and that the program improved their diet, increased access to healthy foods, and promoted healthy habits during pregnancy.

Conclusions: A grocery delivery–based weight gain and nutrition intervention is both feasible and acceptable among low-income pregnant youth. Grocery deliveries were successfully completed and participants were willing and able to receive grocery deliveries, eat the healthy foods that were delivered, and communicate via SMS text message with study coordinators. The Special Delivery program warrants further evaluation for efficacy in promoting healthy weight gain for low-income youth during pregnancy.

(JMIR Form Res 2020;4(12):e21602) doi:10.2196/21602
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Introduction

Pregnancy is a crucial time for women to make healthy dietary choices. Maternal consumption of fruit and vegetables is associated with healthy pregnancy weight gain and reduced risk of poor pregnancy outcomes such as miscarriage, gestational hypertension, and gestational diabetes [1-3]. Meanwhile, dietary patterns that result in excess gestational weight gain (defined as weight gain above the National Academy of Medicine...
gestational weight gain guidelines [4]) can have long-term consequences on lifetime weight gain and health outcomes for pregnant woman and their children [5]. Excess weight gain in pregnancy can also lead to complications during birth and permanently impacts fetal genetic programming, which determines risk for chronic disease among infants [6-9]. Adolescent pregnant women are at significantly higher risk of excess gestational weight compared to older women [4,10,11]. Women with low incomes are at additional risk for both low fruit and vegetable consumption and excess gestational weight gain [12,13].

The Special Supplemental Nutrition Program for Women, Infants, and Children (WIC) is a federally (United States) funded program that provides financial support for the purchase of healthy foods to pregnant women with low incomes and their children, to encourage healthy eating during and after pregnancy. However, many young mothers are unable to adequately access these healthy foods due to logistical barriers such as lack of transportation, little experience in grocery shopping, and difficulty navigating WIC benefit redemption requirements [14-17]. As convenience and availability of healthy foods are among the most powerful factors driving weight gain and diet behavior [18-20], innovative approaches that minimize these logistical barriers should be examined. Grocery delivery represents a well-established, inexpensive, and convenient service that can significantly increase availability of healthy foods [21]. Grocery delivery has already been demonstrated to improve access to healthy food in underresourced areas, such as urban food deserts [22]. In addition to providing convenient access to healthy foods, grocery delivery of healthy foods has been shown to improve diet quality [21,23,24]. Home delivery of non sugar-sweetened beverages to adolescents was associated with significant reductions in adolescents’ intake of sugar-sweetened beverages, and the impact persisted 2 years after the intervention [25].

No studies to date have assessed the impact of providing home grocery delivery to pregnant young women. To address the critical need for increased access to healthy food for pregnant adolescents with low incomes, we developed an intervention that uses twice-monthly home delivery of groceries to provide healthy food options to participating pregnant young women with low incomes in southeast Michigan. In this paper, we describe our pilot study to assess feasibility and acceptability of this intervention.

**Methods**

**Overview**

Special Delivery is a grocery delivery program that was offered to WIC enrollees who were youths to improve healthy weight gain during pregnancy. We leveraged a low-cost online service to provide healthy foods directly to youths' homes throughout their pregnancy. Data were collected by phone, primarily via text messaging, allowing for participants to quickly and easily contribute their perspectives in an accessible medium. During the study, real-time participant feedback was used to improve data collection tools and delivery processes. An outline of the Special Delivery study process is depicted in Figure 1. This study was approved by the University of Michigan institutional review board (HUM00140840).

---

**Figure 1.** Outline of the special delivery process.
Recruitment

Youth were referred to Special Delivery by local WIC offices in Genesee, Washtenaw, and Wayne counties. Eligibility criteria were age 14–24 years, enrollment in WIC, first pregnancy, gestational age <24 weeks, low-risk singleton pregnancy, fluent in written and spoken English, access to a phone with text messaging capabilities, and home address within the radius of the delivery service. Low-risk pregnancy was determined based on self-reported absence of high-risk conditions such as pre-eclampsia, gestational diabetes, serious mental health conditions, or any other condition requiring specialty care. If youth were eligible, consent was obtained; parental consent was waived for minors as approved by the institutional review board both to protect the confidentiality of pregnant minors and because the study was of minimal risk to participants.

At enrollment, participants completed an intake assessment either online or over the phone with study coordinators to confirm study eligibility and collect participant demographic data including date of birth, phone number, home address, estimated date of delivery, prepregnancy weight, current weight, height, and socioeconomic variables. Food insecurity was assessed for all participants via a youth-validated 2-question scale [26,27]. All eligible individuals who completed the assessment online were called by a study coordinator to confirm participation, review study procedures, create a food delivery schedule, and collect baseline food preferences.

Intervention Period

The intervention period of the Special Delivery program lasted from participant enrollment until infant delivery; depending on gestational age at enrollment, the intervention period ranged from 6–8 months. During the intervention, participants received twice-monthly grocery deliveries of healthy foods and daily text prompts for data collection. Participants were encouraged to send several types of text messages including photos to confirm grocery deliveries, photos of foods eaten by participants, and text responses to food frequency surveys. Phone and text message-based communication was used as it is low burden to youth, who commonly own mobile devices and communicate via text [28,29]. Textizen (Vox Metropolis Inc), a secure online platform with response-based automated texting that simulates an active conversation, was used to collect all text message data.

Grocery Delivery

Twice-monthly grocery deliveries were made to Special Delivery participants until the end of their pregnancy (completion of the program) or unenrollment from the program. Each delivery contained US $35 worth of food and consisted of primarily WIC-approved foods for pregnant women such as seasonal fresh fruits and vegetables; frozen fruits and vegetables; and a variety of healthy snacks, including yogurt, cheese, whole grain cereal, whole grain waffles, popcorn, granola, coconut water, and flavored unsweetened water (examples are shown in Figure 2). Each delivery was approximately 75% fruits and vegetables with 3–4 healthy snack items. Participants were asked to share their food preferences at enrollment and again via text message 2 days prior to each grocery delivery. Deliveries were tailored to accommodate participant choice whenever possible.

Participants were asked to confirm receipt of each delivery by either texting a photo or calling the study coordinator. Specifically, confirmation could be completed by response to automated texts on the day of grocery delivery, response to automated texts on subsequent days before the next delivery, or directly with study coordinators by phone or text. Examples of photo confirmations submitted via text message are shown in Figure 2.

Groceries were delivered via the delivery service Shipt, a web- and app-based company that contracts with freelance shoppers to shop and deliver orders of groceries to home addresses. Shipt facilitates grocery delivery within a defined area (specified by zip codes) at any time the contracted grocery store is open for business. Deliveries are ordered for a specific timeframe and arrive within a 1-hour window of the selected time. The Special Delivery team managed its own Shipt account to coordinate deliveries and acted as the primary contact for questions related to substitutions or difficulties completing a delivery. This account was donated by Shipt for the purposes of this research project; however, a yearly subscription typically costs US $99. At enrollment, participants were asked to provide any details that could help Shipt shoppers in locating their address to successfully complete deliveries, including buzzer information, passcodes for gated communities, unofficial street names, or even colors of houses.
Data Collection
To assess feasibility and acceptability of grocery delivery, daily data collection polls associated with each grocery delivery were sent via text message to participants and daily surveys prompted participants to confirm receipt of grocery deliveries and share examples of foods eaten to provide real-time data. Participants were encouraged to send photos of any foods consumed, regardless of whether they were from their grocery delivery. Additionally, all participants were contacted around their estimated infant due date for an end-of-study interview. Interviews were conducted over the phone by study coordinators in a semistructured fashion. Using an inductive approach, interview questions elicited feedback from participants about their perception of grocery deliveries, food quality, consumption of food sent, dietary impact of deliveries, and use of text message communication.

Participant Incentives
Throughout the study, participants received incentives: US $10 for completion of the intake assessment, $10 for completion of end-of-study interviews, $1 for each day they responded to automated text surveys, and a $3 bonus for answering all text surveys in 1 month. Incentives were sent as Amazon gift cards via weblinks texted directly to the participants’ phones.

Data Analysis
Using a mixed methods study design, we evaluated feasibility and acceptability with 2-way text message–based data collection and qualitative interviews (Table 1). Outcomes used to assess feasibility included quantification of the number of deliveries ordered by study coordinators, successfully delivered by Shipt shoppers, and confirmed by recipients. Acceptability outcomes were assessed by reviewing end-of-study interviews for perceptions of the grocery delivery process, delivered foods, and impact of grocery delivery on diet. Interview transcripts were reviewed by 2 researchers to identify themes in participant perceptions and feedback. Program acceptability was measured by frequency of positive perceptions reported by participants in interviews.

Participant food photos were analyzed by identifying the foods depicted in the image and categorizing them as either being consistent with groceries included in deliveries or not. A high frequency of foods that were consistent with foods in the deliveries was considered to be support for program acceptability.

Table 1. Program feasibility and acceptability measures.

<table>
<thead>
<tr>
<th>Feasibility</th>
<th>Acceptability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of grocery orders placed</td>
<td>Participant perception of delivery process and delivered foods</td>
</tr>
<tr>
<td>Number of successful deliveries</td>
<td>Participant perception of impact on health</td>
</tr>
<tr>
<td>Number of confirmed deliveries</td>
<td>Foods eaten by participants</td>
</tr>
</tbody>
</table>

Results

Study Population
Enrollment in the Special Delivery pilot study ran from January 2019 to November 2019, and 27 participants were enrolled in the program, of which 24 participants completed their intervention periods as defined by the end of their pregnancy, and 21 completed the end-of-study interview (Figure 3). During the study, 1 participant did not confirm receipt of any grocery deliveries and was presumed lost to follow-up, resulting in stopped deliveries, 1 participant withdrew from enrollment prior to the end of her pregnancy because she did not have reliable access to an address for home delivery, and 1 participant withdrew from enrollment prior to the end of her pregnancy due to preference not to receive grocery deliveries. Participants who participated until their end of pregnancy received groceries for an average of 4.8 months (range 1.8-7.2).

Demographic characteristics of enrolled participants are displayed in Table 2. At enrollment, participants were between 17 to 23 years of age (mean 20.3, SD 2.0), and the mean gestational age was 16.3 weeks (SD 6.5). A majority of participants identified as non-Hispanic Black (16/27, 59%) and had attained a high-school level education or less (20/27, 74%); 56% of participants (15/27) reported a prepregnancy weight classified as normal (BMI between 18.5 and 24.9 kg/m²), and 30% of participants (8/27) reported BMI values classified as obese.
Program Feasibility

The Special Delivery program staff ordered a total of 263 deliveries during the pilot study. Of these, 259 deliveries (98.5%) of deliveries were considered successfully delivered. Only 1 delivery was reported as missing by the recipient and had to be reordered (<1%). In addition, 3 grocery orders (1.1%) were delivered later than the scheduled delivery hour, though they were delivered within 1 day.

Throughout the pilot study, Shipt shoppers communicated the outcome of every grocery delivery to study coordinators via
text messaging. Shipt shoppers were self-directed and required relatively little contact from study coordinators to successfully complete grocery deliveries. Occasionally, Shipt shoppers were not able to hand off grocery deliveries directly to recipients because of difficulty locating addresses, restricted access to gated communities, or no answer at the front door. In these cases, Shipt shoppers discussed alternative delivery options with study coordinators, including asking for directions, leaving groceries at leasing offices or, as a last resort, at the front door of a house or apartment building. Study coordinators conveyed information between Shipt shoppers and the program participants receiving grocery deliveries.

Participants received deliveries twice monthly, and on average, participants received 9.7 deliveries in total (range 1-16 deliveries). The number of grocery orders delivered to each participant during the Special Delivery pilot is displayed in Figure 4. over the course of the pilot study, 1 participant paused deliveries for 4 weeks due to a shut-off in phone service (because no alternate contact method was listed) but was able to restore her phone service and continue to successfully receive and confirm grocery deliveries. In addition, 1 participant experienced an interruption in regular deliveries for three weeks due to limitations in the availability of grocery delivery services during the first few weeks of the Michigan stay-at-home order during the COVID-19 pandemic [30].

Participants confirmed receipt of 235 of the 263 deliveries (89.4%) by text, photo, or phone call. The low number of grocery deliveries reported missing by participants and the consistent communication from Shipt shoppers about the outcome of every grocery delivery both support the high fidelity of grocery delivery.

Figure 4. Each participant’s intervention period with number of grocery deliveries received indicated.

Program Acceptability

Participants were asked about their perceptions of the Special Delivery process, including grocery delivery and the quality of delivered foods, during qualitative end-of-study interviews (Table 3). Nearly all participants who completed an end-of-study interview (19/21) reported that home delivery of groceries was convenient. Some participants also noted specific aspects of inconvenience (3/21). However, these were related to study procedures rather than the delivery of groceries (for example, 1 participant described the inconvenience of contacting study coordinators to change the day or time of delivery). Finally, 1 participant noted she felt that she had to change her clothes to be more presentable when answering her front door to receive her groceries.

Most participants (20/21) reported that delivered foods, including fruits and vegetables, were high quality, and 8 participants specifically described the freshness of fruits and vegetables as a positive aspect. Notably, 2 participants who reported foods as high quality also observed occasional instances when fruits and vegetables went bad within days of delivery,
and 1 participant reported that the delivered foods were consistently low quality for the same reason. Despite these exceptions, perceptions of the Special Delivery process were strongly positive.

Participants were also asked about their perceptions of the impact of Special Delivery on health. Nearly all participants reported that the program helped them to have a healthy diet (20/21). Many participants reported improved access to healthy foods as a result of the Special Delivery program (15/21). In addition, most participants reported that the Special Delivery program helped them to build healthy habits (13/21). Examples of these healthy habits include substituting unhealthy food for healthy alternatives, cooking at home, tracking intake of healthy foods, maintaining adequate hydration, and shopping for more fruits and vegetables at the grocery store. Some participants also described trying new healthy foods as a result of the Special Delivery program (12/21).

All participants (21/21) recommended continuing or expanding the program to other pregnant women, and some even noted friends or family members who hoped to participate in a similar program. Not every participant gave an explanation about why the program should be continued, but many cited the positive impact on diet as a primary reason that other pregnant women could benefit from the program.

Participants submitted a weekly average of 1.9 photos and 5.4 text messages during the program. Responses to daily text message polls included text descriptions as well as photos, which provided qualitative evidence of foods consumed during program participation (Figure 5). A majority of the photos that were submitted (591/821 71%) showed foods consistent with those included in grocery deliveries. This suggests that participants ate the delivered foods and supports the acceptability of the program.

Table 3. Categories of end-of-study interview feedback and representative quotations.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Representative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Delivery process</strong></td>
<td></td>
</tr>
<tr>
<td>Special Delivery is convenient</td>
<td>“It was convenient, like, you guys came when I actually needed something. And I liked it. I liked it a lot”</td>
</tr>
<tr>
<td>Special Delivery foods were high-quality</td>
<td>“It’s just easy, someone comes to your door and then you have your groceries”</td>
</tr>
<tr>
<td><strong>Impact on diet</strong></td>
<td></td>
</tr>
<tr>
<td>Special Delivery helped me have a healthy diet</td>
<td>“I would pack myself a lunch and most of it was from the delivery”</td>
</tr>
<tr>
<td>Special Delivery helped me access to healthy foods</td>
<td>“It kinda reminded me to eat more and eat healthier throughout the day”</td>
</tr>
<tr>
<td>Special Delivery improved my access to healthy foods</td>
<td>“Every time we got a salad, we ate those that day”</td>
</tr>
<tr>
<td>Special Delivery helped me build healthy habits</td>
<td>“Some days I wouldn’t eat at all, but since I had groceries in the fridge, like fruit, vegetables, I would just grab like some and take it for a snack”</td>
</tr>
<tr>
<td>Special Delivery helped me try new foods</td>
<td>“It was just more healthy options in the house”</td>
</tr>
<tr>
<td>Special Delivery could help other pregnant women</td>
<td>“With this, it was like okay, I’m craving junk food, but maybe I’ll have an apple or an orange”</td>
</tr>
<tr>
<td>Special Delivery helped me try new foods</td>
<td>“A lot of the things that I got were things that I don’t usually get at the store. So now when I go grocery shopping, those are things that I’m picking up”</td>
</tr>
<tr>
<td>Special Delivery helped me try new foods</td>
<td>“I was able to try different stuff that I don’t normally get”</td>
</tr>
<tr>
<td>Special Delivery could help other pregnant women</td>
<td>“Let me just try it, let me eat it, so it don’t go to waste”</td>
</tr>
<tr>
<td>Special Delivery could help other pregnant women</td>
<td>“It made me eat healthy stuff, so I guess it can make somebody else eat some healthy stuff too”</td>
</tr>
<tr>
<td>Special Delivery could help other pregnant women</td>
<td>“I think it’s good for all pregnant women”</td>
</tr>
<tr>
<td>Special Delivery could help other pregnant women</td>
<td>“It’s a little hard when you’re craving something bad for you. But just, just having that convenience is very helpful. So I think I would definitely continue it and have other moms experience it as well”</td>
</tr>
</tbody>
</table>
Figure 5. Example photos of delivered foods submitted by study participants in response to text message surveys.

Discussion

Principal Results

Grocery delivery represents a well-established and inexpensive service that removes logistical barriers to obtaining healthy food but is underused by those who may need it most—young pregnant women. In this Special Delivery pilot study, we demonstrated the feasibility and acceptability of a grocery delivery–based weight gain and nutrition intervention among pregnant youth with low incomes. Grocery deliveries were successfully completed and confirmed by participants. Participants reported strong positive perceptions of the grocery delivery process and of the impact of delivered foods on health. Qualitative photo evidence submitted by participants demonstrated foods consistent with the healthy foods that were delivered. These results suggest the feasibility and acceptability of the Special Delivery program; participants were willing and able to receive grocery deliveries and eat the healthy foods that were delivered.

Comparison With Prior Work

Our finding that grocery orders can be placed and delivered is consistent with prior studies [31,32] that demonstrated the feasibility of 1-time grocery delivery for residents of urban food deserts and of online grocery shopping for individuals with low income receiving food stamps. Though we limited inclusion to those residing in the delivery region of a single grocery delivery service (Shipt), the feasibility of this intervention could likely be extrapolated to most geographic areas since grocery delivery services continue to expand. Interview feedback and photos of the foods that were eaten demonstrated the high acceptability of grocery delivery to our participant cohort. Participants reported that the grocery delivery service was easy to utilize, convenient, and helped improve their diet quality, which is consistent with the findings of related studies of grocery delivery implementations as nutrition interventions [33]. Our acceptability findings differ from those from older studies [21,34,35] that concerns about the freshness of perishable goods were a major barrier to online grocery shopping acceptability for low-income populations. Instead, nearly all participants in our study reported that high-quality perishable foods and fresh fruits and vegetables were delivered.

The finding of acceptability from our pilot was also consistent with recent findings that a majority of grocery shoppers would be willing to order groceries online [36]. Our research provides new evidence that grocery delivery of healthy foods is a feasible and acceptable intervention for pregnant young women with low incomes.

Limitations

Our assessment is not without limitations. We enrolled only a small cohort and have not yet explored the scalability of our methods. However, throughout our pilot, we focused on streamlining processes with the intention of creating a scalable method. For example, we now collect delivery instructions from participants during enrollment and provide participant contact information directly to Shipt deliverers to mimic real-life use of their service. Though participants did not order their own groceries, we are encouraged by the ease of the Shipt user interface and the potential for future participants to order on their own.

Conclusions

Grocery delivery is an inexpensive service that has the potential to increase access to healthy foods for those who face significant logistical barriers to obtaining healthy foods. In our study, grocery delivery of healthy foods was found to be feasible and acceptable to pregnant young women. Our findings suggest that large-scale evaluation of the impact on gestational weight gain and overall quality of diet could further extend the potential benefits of grocery delivery to low-income young women and other vulnerable populations.
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Abstract

Background: One of the major challenges in the health care sector is that approximately 80% of generated data remains unstructured and unused. Since it is difficult to handle unstructured data from electronic medical record systems, it tends to be neglected for analyses in most hospitals and medical centers. Therefore, there is a need to analyze unstructured big data in health care systems so that we can optimally utilize and unearth all unexploited information from it.

Objective: In this study, we aimed to extract a list of diseases and associated keywords along with the corresponding time durations from an indigenously developed electronic medical record system and describe the possibility of analytics from the acquired datasets.

Methods: We propose a novel, finite-state machine to sequentially detect and cluster disease names from patients’ medical history. We defined 3 states in the finite-state machine and transition matrix, which depend on the identified keyword. In addition, we also defined a state-change action matrix, which is essentially an action associated with each transition. The dataset used in this study was obtained from an indigenously developed electronic medical record system called eyeSmart that was implemented across a large, multiterm ophthalmology network in India. The dataset included patients’ past medical history and contained records of 10,000 distinct patients.

Results: We extracted disease names and associated keywords by using the finite-state machine with an accuracy of 95%, sensitivity of 94.9%, and positive predictive value of 100%. For the extraction of the duration of disease, the machine’s accuracy was 93%, sensitivity was 92.9%, and the positive predictive value was 100%.

Conclusions: We demonstrated that the finite-state machine we developed in this study can be used to accurately identify disease names, associated keywords, and time durations from a large cohort of patient records obtained using an electronic medical record system.

(JMIR Form Res 2020;4(12):e24490) doi:10.2196/24490
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Introduction

Electronic medical record (EMR) systems have been increasingly replacing paper-based records; using these systems has advantages such as increased efficiency and standardized quality, thereby enabling accurate clinical documentation [1]. Research that is dependent on reviewing paper records is not only cumbersome but also prone to human errors. The amount of time taken to retrieve and analyze large volumes of data from EMR systems is minimal compared to the manual process. Moreover, the adoption of EMR systems has led to the
availability of diverse sources of clinical information, such as
demographic data, history of diagnosis, prescriptions, and
laboratory test results, which have established EMR systems as
a treasure trove for large-scale analysis of health data. As a
result, to obtain meaningful insights, there is a need to extract
useful information and patterns from the rapidly growing
volumes of data.

In general, 3 types of data are available as EMRs: structured,
semistructured, and unstructured data [2]. Fixed-mode databases
contain basic information and are usually used to store structured
data. Unstructured data includes reports; records regarding
surgery, medical history, and discharge; and clinical notes. One
of the major challenges in the health care sector is that
approximately 80% of the data remains unstructured and unused
after it has been generated [3]. Since it is difficult to handle this
sort of unstructured data obtained from EMRs, it tends to be
neglected for analysis in most hospitals or medical centers [4].
Therefore, there is a need to analyze unstructured big data in
health care systems so that we can optimally utilize the data
and unearth all possible unexploited information from it.

The aim of this study was to extract a list of mentioned diseases
and associated keywords, along with time durations, from the
indigenously developed EMR system eyeSmart, which has been
implemented across a large multitier ophthalmology network
in India. We also aimed to describe the possibility of analytics
from the datasets thus acquired.

Methods

Data Extraction
We retrieved systemic disease information of a subset of patients
who presented to a large multitier ophthalmology network in
India between August 2010 and December 2019 by using
eyeSmart EMR system [1]. The dataset analyzed included the
past medical history of patients and contained 10,000 records
of distinct patients. From the given plaintext data about the
medical history of the patients, we retrieved the names of
systemic disease(s) from a fixed set of known disease names
(Textbox 1) documented in the patients’ past medical history
column and the duration of the disease, using Python and the
techniques mentioned below.
**Textbox 1.** Search terms used to retrieve disease names and other associated keywords from the dataset.

<table>
<thead>
<tr>
<th>Disease names (keyword) and their associated keywords:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes mellitus</td>
</tr>
<tr>
<td>- DM</td>
</tr>
<tr>
<td>- Insulin</td>
</tr>
<tr>
<td>- FBS</td>
</tr>
<tr>
<td>- PPBS</td>
</tr>
<tr>
<td>- IDDM</td>
</tr>
<tr>
<td>Hypertension</td>
</tr>
<tr>
<td>- HTN</td>
</tr>
<tr>
<td>Asthma</td>
</tr>
<tr>
<td>Acid peptic disease</td>
</tr>
<tr>
<td>- Gastric</td>
</tr>
<tr>
<td>- Ulcer</td>
</tr>
<tr>
<td>Hypothyroidism</td>
</tr>
<tr>
<td>Hyperthyroidism</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
</tr>
<tr>
<td>- RA</td>
</tr>
<tr>
<td>Allergy</td>
</tr>
<tr>
<td>Tuberculosis</td>
</tr>
<tr>
<td>Sinusitis</td>
</tr>
<tr>
<td>Arthritis</td>
</tr>
<tr>
<td>- Joint pain</td>
</tr>
<tr>
<td>Coronary artery disease</td>
</tr>
<tr>
<td>- CAD</td>
</tr>
<tr>
<td>Cholesterol</td>
</tr>
<tr>
<td>Migraine</td>
</tr>
<tr>
<td>Cancer</td>
</tr>
<tr>
<td>Paralysis</td>
</tr>
<tr>
<td>Spondylitis</td>
</tr>
<tr>
<td>Hepatitis</td>
</tr>
<tr>
<td>Epilepsy</td>
</tr>
<tr>
<td>- Fits</td>
</tr>
<tr>
<td>- Seizures</td>
</tr>
<tr>
<td>Malaria</td>
</tr>
</tbody>
</table>

**Data Availability**

The dataset analyzed during the current study is not publicly available as it contains confidential patient information, but it can be made available from the corresponding author on reasonable request.
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This study was approved by the Institutional Review Board of LV Prasad Eye Institute, Hyderabad (Ethics Ref. No. LEC BHR-R-09-20-497), and all procedures were in accordance with the tenets of the Declaration of Helsinki. All data were fully anonymized prior to access by the study group.
Assumptions About the Data

We made the following assumptions about the data in order to set some baselines for the information retrieval task:

1. The names of systemic diseases were spelled correctly.
2. Duration of the disease (if it exists) always followed the name of the disease and did not precede the documented disease.
3. If a disease name (D1) was followed by another disease name (D2) without any duration tag in between, then the duration for D1 was assumed to be missing and the next duration tag encountered would be associated with D2.

Given the unstructured plaintext data about systemic diseases and their durations, the following 2 steps were used to extract useful information and convert it into a structured data format.

Tag Identification

This involved the identification of disease names and duration tags in the extracted data. The task was to identify the presence of one or more of the enlisted diseases (Textbox 1) in the plaintext data. Since we assumed that the disease names were spelled correctly, we used string matching in Python to check if any disease names were present. Similarly, to identify the duration tags, we used regular expressions in Python to identify both (1) the value of duration (ie, a number) and (2) the unit of duration (ie, day, week, month, or year)

Clustering

This step involved correctly clustering the information, that is, finding and establishing the relations between different tags (in this case, duration and disease name).

Specifically, once the duration tags were identified, it was important to associate the correct duration with the corresponding disease, which was a challenging part.

Therefore, we propose a novel, finite-state machine (FSM) to sequentially detect and cluster disease name(s) from the patient’s medical history records.

We defined 3 states in our FSM and the transition matrix that depends on the identified tag. In addition, we also defined a state-change action matrix, which is essentially an action associated with each transition. These are explained in detail below and illustrated in Figure 1.

Figure 1. Flowchart depicting the 3 states of the finite-state machine modeling.

State Definition

State 0
This is the starting state. It has no unrecorded information. In this state, previous disease is “null” (prev_disease = NULL).

State 1
This is the state where we have found a disease previously that has not yet been recorded or stored in prev_disease. Here, we expect to find a time-matching regular expression to complete the record for that disease.
**State 2**
This is the state that is reached after encountering a “NO” string from State 0. A “NO” string indicates absence of the particular disease that follows the word “NO.” This means that the next sentence is about a disease that is not present and should not be included in the list. The state-change matrix and state-change action matrix are presented in Tables 1 and 2, respectively.

<table>
<thead>
<tr>
<th>Disease state</th>
<th>Input string</th>
<th>Disease</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>Error</td>
</tr>
<tr>
<td>1</td>
<td>Error</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Error</td>
<td>0</td>
<td>Error</td>
</tr>
</tbody>
</table>

Table 2. State-change action matrix.

<table>
<thead>
<tr>
<th>State</th>
<th>Input string</th>
<th>Disease</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N/A</td>
<td>Found a disease. Hoping for it to be followed by a time since when disease existed.) 2. Update prev_disease = &lt;disease&gt;.</td>
<td>Print(Warning: Found a time unit before finding a disease)</td>
</tr>
<tr>
<td>1</td>
<td>Print(Disease Name followed by NO. Not according to how it should be)</td>
<td>1. Record &lt;prev_disease, No time&gt;. 2. Print(Warning: prev_disease was not followed by a time.) 3. Update prev_disease = &lt;disease&gt;</td>
<td>1. Record &lt;prev_disease, &lt;time&gt;&gt;. 2. Print(Successfully detected disease and time since when). 3. Update prev_disease = NULL.</td>
</tr>
<tr>
<td>2</td>
<td>Print(Error: Found two consecutive NOs)</td>
<td>Print(Detected a “NO Disease statement. Ignoring and not recording.)</td>
<td>Print(Found a time unit after NO. Something wrong)</td>
</tr>
</tbody>
</table>

FSM Output Measurements

We measured sensitivity, positive predictive value (PPV), and accuracy of the FSM to identify the disease name and associated keywords as well as the associated duration.

Results

We evaluated the information extraction accuracy of the FSM by comparing the results to those of an expert human gold standard. The human had good knowledge about the medical terms used and their diagnoses. The report was further crosschecked by another person to minimize human error. In all, 100 records were randomly sampled and manually annotated and compared to the output of the algorithm. The record was annotated as true positive only when all the disease names and any associated keywords were accurately extracted along with the accurate disease duration.

To compare the predictions of the FSM to a gold standard (ie, manually annotated data, in our case), a confusion matrix was used. Table 3 represents a generic 2×2 confusion matrix used to identify the diagnosis. Table 4 represents a confusion matrix used to identify the duration associated with that particular diagnosis.

For the extraction of disease names and associated keywords, we reported an accuracy of 95%, sensitivity of 94.9%, and PPV of 100%. For the extraction of the disease duration, we reported an accuracy of 93%, sensitivity of 92.9%, and PPV of 100%.

Table 3. Confusion matrix to determine the diagnosis of disease (n=100).

<table>
<thead>
<tr>
<th>Gold-standard method</th>
<th>FSM result</th>
<th>Predicted “Yes”</th>
<th>Predicted “No”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual “Yes”</td>
<td>94</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Actual “No”</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

aFSM: finite-state machine.
Systemic diseases are frequently considered to be the underlying cause of many medical conditions. Systemic disease history is involved in the examination of various parts of the eye and the plan of management written by the health care provider. The tasks we undertook in this study were relatively challenging. The major challenges were that a patient’s medical history may contain information about multiple diseases. The presence of the name of a disease does not always imply the patient was diagnosed with that disease. We can have instances where a doctor may write that the patient had no history of a particular disease. Moreover, not all disease names identified in the data had a duration associated with them. For example, there can be 3 disease names and only 2 duration related tags. All these challenges were addressed by the current methodology of FSM, as described in this study.

**Study Limitations**

One of the limitations of this study is that if the duration of disease were preceded by the disease name, it could not be extracted.

### Principal Findings

In this study, we demonstrated that FSM can be used to accurately identify the disease name, associated keywords, and disease duration from a large cohort of patient records obtained using an EMR system that has been implemented across a large, multiter ophthalmology network in India. Many previous studies have used regular expressions and natural language processing (NLP) to extract disease names or keywords [5-17]. Hobbs et al [18] used cascading finite-state automata for extracting information from natural language text [18]. Leroy et al [19] used finite-state automata to structure the relation between extract entities, but attempts to extract the duration of the disease along with the disease name itself have not been made previously.

A variety of valuable medical information is stored in texts that are unstructured, but there are many challenges in dealing with such data as the text may contain many errors, incorrect usage of grammar, and improper structural framework, which would increase the challenges in analyzing and processing of data.

Unstructured data gives a wider picture about patient data and aids clinicians in connecting the dots and presenting a more accurate picture of the health of the patient. Extracting useful information from these records help doctors to identify a patient’s medical history and also make important predictions.

There are inherent challenges in how information in an unstructured format is inputted into the EMR. This is governed by the training, literacy, and typing skill of the user in question. These challenges include errors in spelling and nonconformity of the structure of the data inputted. Automating the analysis of data in such formats helps reduce the time taken for manual mining of information.

### Comparison With Prior Work

In a study on asthma by Zeng et al [5], which involved using NLP for extracting principal diagnosis, comorbidity, and smoking status, the accuracy of the algorithm was 82%, 87%, and 90%, respectively. Rosier et al [6] used clinical records to extract data on pacemaker implantation procedures by using regular expressions. The system extracted information with a very high PPV (>95%) and sensitivity (>90%). In a study by Murtaugh et al [7], which involved extraction of body weight values from clinical notes, the accuracy was 98.3% and precision was 98.8%. These values are similar to our findings in this study involving identification of systemic diseases and their durations.

Systemic diseases are frequently considered to be the underlying cause of many medical conditions. Systemic disease history is a particularly important component in the examination of patients with eye disease. Various systemic diseases affect the eye, notably diabetic retinopathy, dry eye disease, cataract, and thyroid eye disease [20]. An understanding of the duration of the systemic diseases is vital to prognosticate the severity of the ocular condition and the treatment outcomes.

In a systematic review based on extracting information from the text of EMRs to improve case detection, Ford et al [8] compared the accuracy of case-detection algorithms by comparing codes and text. For codes-only algorithms, the median sensitivity was 61.7% and PPV was 72%. For text-only algorithms, the median sensitivity was 78.1% and PPV was 73%. Moreover, for a combination of text and codes, the median sensitivity was 78.1% and PPV was 86%. The medical conditions included in this review were respiratory infections, bowel disease, cancer, and diabetes. The algorithm sensitivity ranged from 48.4% to 99.2%, specificity ranged from 90% to 99.4%, and PPV ranged from 54% to 97.9% [8].

Zheng et al [13] used both structured and unstructured EMRs for developing and testing a web-based diabetes case detection algorithm. The NLP-based algorithm had a PPV of 90%. Pitch et al [14] extracted 15 clinical features from dictated ambulatory consult notes by using a commercially available NLP-based tool. NLP performed best for features that were classified as simple, yielding an overall accuracy of 96%. However, the performance was lower for other features that were of moderate and complex linguistic complexity.

The scope of this study, as the first experiment of this nature, was to successfully categorize systemic diseases and their durations from a cohort of patient records. The next models will focus on categorizing clinical findings based on slit lamp examination of various parts of the eye and the plan of management written by the health care provider. The tasks we undertook in this study were relatively challenging. The major challenges were that a patient’s medical history may contain information about multiple diseases. The presence of the name of a disease does not always imply the patient was diagnosed with that disease. We can have instances where a doctor may write that the patient had no history of a particular disease. Moreover, not all disease names identified in the data had a duration associated with them. For example, there can be 3 disease names and only 2 duration related tags. All these challenges were addressed by the current methodology of FSM, as described in this study.

### Discussion

This study, as the first experiment of this nature, was to successfully categorize systemic diseases and their durations from a cohort of patient records. The next models will focus on categorizing clinical findings based on slit lamp examination of various parts of the eye and the plan of management written by the health care provider. The tasks we undertook in this study were relatively challenging. The major challenges were that a patient’s medical history may contain information about multiple diseases. The presence of the name of a disease does not always imply the patient was diagnosed with that disease. We can have instances where a doctor may write that the patient had no history of a particular disease. Moreover, not all disease names identified in the data had a duration associated with them. For example, there can be 3 disease names and only 2 duration related tags. All these challenges were addressed by the current methodology of FSM, as described in this study.

### Table 4. Confusion matrix to determine duration of the associated diagnosis (n=100).

<table>
<thead>
<tr>
<th>Gold-standard method</th>
<th>FSM result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted “Yes”</td>
<td>Predicted “No”</td>
</tr>
<tr>
<td>Actual “Yes”</td>
<td>92</td>
</tr>
<tr>
<td>Actual “No”</td>
<td>0</td>
</tr>
</tbody>
</table>

*aFSM: finite-state machine.*
identified and that disease names could not be identified if there were any spelling mistakes.

Since the current dataset had negligible spelling mistakes, and the disease names were always followed by the duration, the state space of the current FSM was small. However, an advantage of modeling this as an FSM is that it can be easily extended to run on datasets where these assumptions do not hold true. Thus, we propose that FSM is a very robust framework to address challenges of automated systemic disease and duration categorization. Our findings also suggest that this method can be used more generally for both clinical and research purposes, to identify the disease and duration.

Future Directions
Future work involves using the FSM on more datasets, understanding the complexities of the unstructured datasets that are used as inputs, and incorporating more changes to make the FSM more robust. This is an ongoing process of periodically analyzing the input data to modify the state changes to enable a more accurate categorization of the required variables.

The adoption of EMR in a large country like India is rather low. There are various associated challenges, but the potential long-term benefits for research and education are promising. Structured datasets from the EMR are crucial for any meaningful research to be conducted. Unstructured datasets also need to be analyzed in an automated fashion to minimize the time required for analyses.

Conclusions
In conclusion, we present a novel technique that was developed to analyze unstructured data of systemic diseases and their durations in a large cohort of patient records in a multtier ophthalmology network in India.
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Abstract

Background: Geotagging is the process of attaching geospatial tags to various media data types. In health care, the goal of geotagging is to gain a better understanding of health-related questions applied to populations. Although there has been a prevalence of geographic information in public health, in order to effectively use and expand geotagging across health care there is a requirement to understand other factors such as the disposition, standardization, data sources, technologies, and limitations.

Objective: The objective of this document is to serve as a resource for new researchers in the field. This report aims to be comprehensive but easy for beginners to understand and adopt in practice. The optimal geocodes, their sources, and a rationale for use are suggested. Geotagging’s issues and limitations are also discussed.

Methods: A comprehensive review of technical instructions and articles was conducted to evaluate guidelines for geotagging, and online resources were curated to support the implementation of geotagging practices. Summary tables were developed to describe the available geotagging resources (free and for fee) that can be leveraged by researchers and quality improvement personnel to effectively perform geospatial analyses primarily targeting US health care.

Results: This paper demonstrated steps to develop an initial geotagging and geovisualization project with clear structure and instructions. The geotagging resources were summarized. These resources are essential for geotagging health care projects. The discussion section provides better understanding of geotagging’s limitations and suggests suitable way to approach it.

Conclusions: We explain how geotagging can be leveraged in health care and offer the necessary initial resources to obtain geocodes, adjustment data, and health-related measures. The resources outlined in this paper can support an individual and/or organization in initiating a geotagging health care project.

(JMIR Form Res 2020;4(12):e23379) doi:10.2196/23379
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Introduction

Background

Medical geographic information systems (MedicalGIS), in general, and geotagging, in particular, have been employed in epidemiological research and population health practice to understand the correlation between locational information and health or health care. The instruments supporting MedicalGIS include GIS, big data, artificial intelligence such as agent-based modeling, cellular automata, disease surveillance, and analytical models. The uses of this technology in public health include but are not limited to estimating possible access to care,
exploring the population distributions of health (eg, neighborhood socioeconomic conditions and population density), determining spatial allocations of diseases, and identifying the proximity to environmental health hazards. While GIS is a type of system that combines multilayers of geographic data to smoothly facilitate information and knowledge about data that is related to the location [1], geotagging is the process of attaching geographical identification tags to various media such as videos, photos, and websites [2]. These geospatial tags carry information such as longitude, latitude, name of a location, and distance. Geotagging carries both pros (eg, improving safety on the trail, targeting marketing, providing more context) and cons (eg, privacy and security, overtourism) [2].

The application of geotagging in health care traces back before the modern medicine era and the development of computers. During the 1854 cholera outbreak in London, Dr John Snow traced the cause of this pandemic by identifying that clusters of the disease plotted on a map near a city water pump [3]. This early example of using location with other data sources exemplifies the potential opportunities that geotagging can serve in health care. Today, the field that focuses on the use of geographic information and methods to study disease and health is known as medical geography or MedicalGIS. MedicalGIS began with early maps to understand the spread of disease and now includes the application of GIS to visualize and analyze trends related to the treatment, prevention, progression, and impact of disease [4].

With the evolution of medical geography, there has been greater national attention on creating a health care system to support the analysis of geographic location. An example of a national effort to adopt geotagging is from the US government’s report Healthy People 2010, [5] which set a goal of geotagging 100% of all national, state, and local health datasets. Unfortunately, in the final report for this initiative, there was no measurable improvement in geotagging major health systems [5]. Despite the limitations in a recent national endeavor to adopt geotagging in health care data, there are clear examples where geotagging has shown promise.

Today, geotagging is used in many industries including retail, government, insurance, technology, and health care. In health care, the goal of geotagging is to gain better understanding of health-related questions applied to populations. Traditionally, there has been a prevalence of geographic information in public health. However, in order to effectively use and expand geotagging in health care, there is a requirement to understand other factors such as disposition, standardization, data sources, and limitations. It is important to have knowledge of the accompanying software to make use of the data for application. This paper will consolidate basic knowledge to assist in the initiation of a geotagging analysis in health care. The paper is designed as a resource document by suggesting the optimal geocodes, their sources, and a rationale for their use.

Geotagging in Public Health

Geotagging has been used for multiple purposes in health care. Some of the main benefits of geotagging are (1) being a better tool for health care data’s visualization [6,7], (2) supporting time domain data analysis [8], (3) facilitating cross-analysis of multiple data types [9-11], and (4) enabling automatic data analysis [12-14].

Geotagging plays a crucial role in the visualization of geographically related health care data. Geotagging facilitates not only the analysis of this type of data, but also policy decision making [6], planning of new research, and data acquisition activities [7]. In a recent research study, geographical data visualization was used to explore the distribution and potential level of fluoride and arsenic in drinking water in Mexico in order to approximate the corresponding health burden for proper public health policies [6]. The study confirmed the association between fluoride contamination and aridity, together with the variation of fluoride concentrations in arid and humid states [6]. In China, GPS and GIS were used to locate and identify the distribution of malaria. Mobile terminal data acquisition was developed to collect such data for the purpose of malaria prevention and control [7].

Geotagging also helped to analyze geographically related time-varying data. It can be employed to evaluate the effectiveness of interventions (eg, evaluating the effectiveness of social distancing for individual neighborhoods in order to provide a more reasonable distribution of resources to assist high-risk populations) [15], predict trends in population health and health care (eg, using Twitter data to advance Zika virus surveillance) [16], determine the urgency level of interventions (eg, generating acute ischemic stroke alert or detecting COVID-19 symptoms, testing access, and recovery) [17,18], and identify areas that require further investigation (eg, worsening of the population health due to environmental pollution) [19]. Researchers of a study conducted in Japan in 2018 obtained geographical movement of physicians to determine the most favorable location and the median distance of geographical movement of female and male groups of health care providers [8]. The authors concluded that physicians preferred to work in urban areas but there was a higher rate of female physicians who had their first preference of working location as urban areas. Also, the overall distance of geographical movement among female providers was lower compared with male physicians. Finally, the greatest moving distance occurred between their second and fourth years after obtaining their medical license [8].

Data integration is essential in this era of big data. Geotagging contributes an important role in supporting cross-analysis of multiple data types such as environmental data, industrial data, demographic data, and sociological data. GIS has been used to determine potential patients and target locations for marketing purposes at hospitals [9]. Remote sensing data was integrated with geotagging to track the water quality of the Ismailia Canal in Egypt [10]. Transportation data generated and collected from different types of sensors was also used in an artificial information (AI)-based deep learning system to track patterns in the mobility of residents for developing better transportation models of smart cities [11].

When all the data are connected through a common geospatial variable, it is possible to develop algorithms for a software system to automatically analyze the data for a possible correlation as soon as new data become available and mark the
possible correlation for further analysis. The development of a geotagging system for real-time early warning for flooding in Vietnam was recently reported [12]. Also, a geotagging project in Thailand was completed to identify the distribution of dengue hemorrhagic fever cases with spatial information. The project was conducted with an aim to provide appropriate interventions focusing on controlling and preventing the disease and developing strategic planning [13].

In the United States, a group of public health researchers obtained about 80 million geotagged tweets from more than 600,000 nonduplicate Twitter users over a year period in order to determine the associations between Twitter indicators such as happiness, diet, substance use (alcohol, drug, smoking), physical activity, and the county-level health outcomes. The study drew conclusions for the probable associations between Twitter indicators of happiness, food, and physical activity and the decrease in premature mortality, obesity, and physical inactivity rate [14]. Tweets related to alcohol use also indicated a greater alcohol-use correlated mortality rate. The study indicated that real-time data collected from social media platforms can make it possible for public health experts to detect movement of norms, sentiment, and behaviors that may signify health emerging issues or outbreaks [14].

The recent outbreak of the coronavirus emphasizes the crucial role of MedicalGIS. An AI-based app was developed to predict whether a patient had been infected with the COVID-19 coronavirus by the sound of their voice, breathing, and coughing [20]. Even though this technology was expected to support the detection of emerging hotspots, its use of a camera to collect location information, voice, and sound carried the potential for data compromise. The app was reported to have a not very high accuracy rate of 70% [20]. Given the risk of data leaking and low accuracy rate, whether the benefits outweigh the risks is still under debate. Although experts claimed that thermal screening does not yet have the ability to detect the coronavirus, it was an effective method to screen Ebola patients at airports [21]. Recently, there was also an effort to employ deep learning and thermal-based cameras to detect coronavirus patients based on body temperature in public places [22]. GPS data can be mapped with these systems to recognize the patient’s location and determine the distribution of patients in a region. In the United States, Apple and Google developed a contact tracing app named COVID-19 Exposure Notifications to support health care agencies in tracking the places that an infected patient has been and the people with whom they have been in close proximity [23]. The US government also has been discussing methods of using smartphone location data to fight the coronavirus with technology companies and public health experts, including tracking whether people are maintaining appropriate social distancing [23]. However, preserving privacy policies presented barriers to the implementation of such tools. For other types of data, removing individual identifiers can be sufficient to protect people’s privacy. But that may not be the case with geotagging data.

Despite of the advantages and disadvantages, geotagging and geovisualization in health care are essential due to their abilities to support decision making, preventive care, and epidemiological efforts. The challenge lies in identifying situations where these solutions would be most effective and beneficial.

**Geotagging Best Practices: How to Get Started**

To effectively use geotagging in health care, it is necessary to use the correct types of data (ie, base layers). The North American Association of Central Cancer Registries Inc created a geotagging best practice guide for the cancer registry community to ensure a high level of confidence, reliability, standardization, and accuracy in geotagging endeavors [24]. This guide outlines the components of geotagging with information to work effectively with geocodes at national, state, county, and city-block levels.

Another example of a best practice is the Digital National Spatial Data framework [25], which is meant to “assemble geographic information that describes the arrangement and attributes of features and phenomena on the Earth. The infrastructure includes the materials, technology, and people necessary to acquire, process, store, and distribute such information to meet a wide variety of needs” [26]. This framework is unique in that spatial data are not the only component; of equal importance are the people, organizations, and technology that make spatial analysis a national effort. The Digital National Spatial Data framework also proposes methods for disseminating geospatial data and illustrates the importance of funding geotagging projects.

Despite the motivation to create greater standardization and develop frameworks to assemble the information, there is an immediate need to understand the basic elements of geotagging and the data sources where the geocodes can be referenced. Therefore, the remainder of this paper will examine the necessary base layers of geotagging that can be adopted in health care and examine the sources of information that can assist in the implementation of MedicalGIS.

**Objectives**

The objective of this paper is to consolidate basic knowledge to help medical professionals begin using geotagging in health care. This paper is designed as a resource document by suggesting the optimal geocodes, their sources, and a rationale for use. Geotagging limitations are also discussed.

**Methods**

This paper consolidates the available geotagging resources (free and for fee) that can be leveraged by researchers and quality improvement personnel to effectively perform geospatial analyses primarily targeting the US health care and discusses the following layers and workflow of the geotagging framework:

1. Geotagging (first layer): translating of text-based descriptions to map coordinates and placing the data on the map
2. Geomapping (middle layer): finding the appropriate or available granularity level (city, county, zip code, and country) of the data you are working on and mapping/tagging the data to that geographic level
3. Adjustment and analysis: looking at the other data available for this geographic location and comparing this location to
other locations with similar data and calculating necessary statistics

4. Conclusions and action: evaluating whether the outcome is good or bad, drawing conclusions, and recommending further research

The paper concludes with a summarization of tools that could be used for geotagging, including software applications that are either licensed or open-source platforms.

Results

Information on the base geotagging layers that can be used to place a data point on a map is shown in Multimedia Appendix 1. The base layers are presented at various levels of granularity. At the most practical granular level is the ZIP+4 code, which can be used to present data at a geographic layer within a 5-digit zip code mapping segment. At the least granular level is the country, which presents data for each country in the world. The information is presented in order from the most granular to the least granular and includes a proposed preferred name for specific variables in future datasets.

Information on resources that can be used to adjust geocodes is shown in Multimedia Appendix 2. For instance, the intent of an analysis may be to assess the mortality rates for heart failure across all hospitals in the United States. In order to effectively plot this data a zip code alone will not suffice. The distinct hospitals with accompanying geocodes need to be known. Multimedia Appendix 2 offers resources that can be used for adjustment to effectively conduct a spatial analysis.

Although the information in these tables is not an exhaustive list of resources that can be used to effectively adopt geospatial analysis in a health care setting, the resources are still comprehensive and applicable to commonly conducted analyses. These resources can be adopted to initiate an evaluation of hospital performance, patient demographics, health disparities, and the incidence of disease.

Figure 1 offers a graphical depiction of how the data from Multimedia Appendices 1-3 can be used in concert to conduct a geospatial analysis. Beginning with the base layer data presented in Multimedia Appendix 1, the data can be used to construct the boundaries for the geospatial analysis. The intent may be to represent data at the county, state, combined statistical area, or other applicable levels. Adjustment data shown in Multimedia Appendix 2 may be added to the analysis to segment the data by a specific category, such as hospital or provider, or based on socioeconomic variables. The outcome data in Multimedia Appendix 3 compose the final layer to a geospatial analysis and are used to generate the measure. These measures are often compared across the base layers and adjustment layers.

Discussion

Principal Findings

Despite the significant impact that geotagging can have in health care, there has been limited adoption. This is largely attributed to challenges associated with adopting software and acquiring data sources and a skills gap with implementation and interpretation. This paper summarizes the necessary data layers of geotagging that can be adopted in health care and examines the sources of information that can assist new users in the implementation and use of MedicalGIS.

Spatial analysis methods have expanded over the past half century resulting in an increased number of GIS software tools or updates to existing tools. In many instances software vendors are able to accommodate updates to the original software, while others have opted to provide access to third party applications.
for extensible use. Additionally, many frameworks offer programming languages, software development kits, and/or extraordinary interfaces for developing novel analytical tools or approaches.

There are numerous software applications that can be adopted for geospatial analysis. Many are commercial products and require a license for use while others are noncommercial products that are either open source or free. These tools are made available either as a web-based or locally installed application. These applications typically include functionalities to support rapid map generation, dynamic interaction and summaries, drill-down capabilities, cross-tabulations, and a widespread suite of graphical options including 2D and 3D analyses. The advantage of commercial products is the degree of support and training that is offered. There are typically ample user guides, white papers, and training offered by licensed software vendors. Noncommercial products typically have limited training opportunities, more verbose and technical user guides, and little technical support but may offer more extensibility and flexibility when working with data.

Some of the free tools, such as the R statistical programming language (R Foundation for Statistical Computing), require significant training on how to use a scripting language to generate a geographic analysis. Despite the steep learning curve, R is free to implement and offers incredible flexibility with analyses. Licensed software such as ArcView GIS (Esri) offers training and support that may assist with an easier transition to implement geotagging analysis. However, the licensed software may be cost prohibitive for some parties. There is also significant growth in the development of business intelligence software such as Tableau (Tableau Software LLC) and QlikView (QlikTech International AB) that offer dashboard views of data and can automate the geotagging process. These tools are particularly useful for organizational monitoring and decision making and require very little training. The choice between a commercial or noncommercial product is usually related to user experience, cost, and time demands of performing an analysis. To learn more about GIS software applications, the Centers for Disease Control and Prevention developed a list of common tools used for geospatial analysis [27].

**Limitations**

Although positive impacts have been realized with geotagging, significant challenges still remain, data privacy being one. The Health Insurance Portability and Accountability Act of 1996 regulations restrict the use of patient data for research if there is a risk of potentially identifying a person. Therefore, there are limits to the level at which an analysis can be conducted, which is largely restricted to zip code rather than a specific address. However, there are existing limitations in obtaining accurate location data in a small area. As the recent coronavirus outbreak has put lives of millions of individuals worldwide at stake, it is understandable that many governments accepted the risk of data compromise by tracking people’s location data in efforts to contain the virus. In China, visitors to public buildings must scan QR codes using their smartphones so the app can monitor people’s movements/locations and later notify the users if they have been in close contact with COVID-19 patients. Telecom providers (through call histories) and technology companies (via smartphone apps) in England, Italy, Austria, Israel, Germany, and the United States are collecting or sharing either (1) personal location and use data or (2) anonymous and aggregated data to facilitate mapping and contact tracing [28]. The anonymous aggregated location data were used to map hot spots and determine movement patterns. However, there were arguments that location data does not become anonymous by simply deleting the identifiers; therefore, releasing it may lead to data compromise. Also, the collected data may not be representative as only about 67% of people worldwide have cell phones [28]. The individual location data were used instead to identify people who came into close contact with COVID-19 patients. Nonetheless, GPS/global navigation satellite system technology is practically accurate to within 16 ft. radius under clear sky [29] while the contact tracing would be more accurate if it can correctly obtain positioning data within 6 ft. The accuracy is also reduced near obstacles such as trees, bridges, or buildings [29], and COVID-19 has a higher infection rate inside buildings where human interactions mostly occur and the air is more compact. There is no doubt that geotagging is powerful, but its benefits should overcome the risks, and determining scenarios where it can outweigh the risks is always crucial.

Additionally, many of the external data sources are licensed and require a fee to obtain access. Information integration is often crucial for decision making. Multiple studies have been performed to detect areas or communities most vulnerable to COVID-19. As senior populations were considered at higher risk, Massachusetts Institute of Technology employed geotagged data analysis to determine if senior care facilities were lacking resources by integrating the bed availability data and safety data at assisted living, long-term care facilities, and nursing homes [30]. In an effort to prove that communities experiencing health care disparities are more susceptible to COVID-19, the Los Angeles Times created a map reflecting quality of care such as health care provider supply, insurance coverage, and rate of poverty [30]. The New York Times also generated a map presenting the number of people and the daily in and out frequency of captives in prisons all over the United States. The map suggested that nearly 20,000 people enter and leave prisons weekly, making the high risk of developing outbreaks from these centralized facilities clear [30]. There is also a skill gap in how to use geographic data and software effectively. Health care organizations typically do not have a GIS expert on staff, requiring them to purchase costly software or hire consultants to perform geographic analyses. While many GIS software applications can be costly and require training to use, there are free and open source software options that can be explored to minimize the cost. The need for training, however, is not often overcome.

Research also indicated that public health studies incorporating geocoded databases should also develop methods to evaluate and verify accuracy [31], as the error rate is often very high. Other issues are the cost of using this technology and hardware and software, training, and maintenance costs. GIS software is traditionally expensive. Although the cost of GIS hardware has decreased over time, it is still considered costly. GIS training
is time-consuming and, therefore, expensive. As a result, software maintenance cost is still high.

Another challenge is to identify the required level of analysis for a geotagging project and select the appropriate base layer to support this requirement. For instance, a project that requires a block view of data may be difficult to implement given the challenges with acquiring data at this level. Commonly, the lowest level data is supplied at the 5-digit zip code. At this level, a regional analysis can be performed, but a more granular analysis (ie, block or address) is not possible. Also, frequent updates to 5-digit zip codes require organizations to maintain current sources. When the data intended to be geocoded is not current, this poses a challenge in establishing accurate geocodes.

Data quality is often a concern with geocodes. The quality of geographic data in health care is a continual challenge due to frequent updates to geocodes, lack of uniformity in their adoption, and inconsistencies in data collection parameters [32]. Not only are the geocodes themselves often limited and outdated, but the health care data sources, such as the public sources shown in Multimedia Appendix 3, should be subject to scrutiny. The data are often aggregated from other data sources or suppressed in areas with a low sample size. These limitations to the public data can result in a lack of complete coverage in geographic regions, particularly in rural areas with a lower population. The real value of public health care data comes from combining several sources. Unique identifiers for providers, hospitals, counties, states, and regions can be leveraged to combine data sources. For example, census data for each county can be combined with county health ranking data. A challenge with combining data sources is to resolve many-to-many relationships. For example, a zip code can be related to zero, one, or many core-based statistical areas (CBSA). That is, a single zip code may be mapped to a micropolitan and metropolitan area. Therefore, an analyst can only obtain an approximation of the rural/urban classification for any given zip code. Although such limitations exist, careful data handling can resolve many of these limitations by combining base layer geocodes. For instance, Topologically Integrated Geographic Encoding and Referencing Shapefiles published by the US Census can be used to obtain latitudinal and longitudinal boundaries for CBSAs. These boundaries can be compared with the latitudinal and longitudinal coordinates for a single hospital. If that hospital is found to fall within the boundaries of a CBSA, an analyst can classify the hospital as falling within a rural, micropolitan, or metropolitan area with greater confidence. Finally, there is inconsistent application of geotagging standards and best practices to identify the best data sources and software.

Conclusion

This paper provides clear instructions and explanations on how geotagging can be leveraged in health care. It also offers the necessary initial resources to obtain geocodes, adjustment data, and health-related measures. Despite the motivation to move forward with geotagging in health care, there remain significant challenges around training and acquiring the appropriate software. Data integration, data security, and privacy are crucial and need to be addressed carefully. This technology can be very helpful; however, benefits and potential risks should be carefully identified before implementation. The resources outlined in this paper can support an individual and/or organization in initiating a geotagging health care project.
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Abstract

Background: Hispanic women have increased risk of gestational diabetes mellitus (GDM), which carries an increased risk for future type 2 diabetes, compared to non-Hispanic women. In addition, Hispanic women are less likely to engage in healthy eating and physical activity, which are both risk factors for type 2 diabetes. Supporting patients to engage in healthy lifestyle behaviors through mobile health (mHealth) interventions is increasingly recognized as a viable, underused tool for disease prevention, as they reduce barriers to access frequently experienced in face-to-face interventions. Despite the high percentage of smartphone ownership among Hispanics, mHealth programs to reduce risk factors for type 2 diabetes in Hispanic women with prior GDM are lacking.

Objective: This study aimed to (1) develop a mobile app (¡Hola Bebé, Adiós Diabetes!) to pilot test a culturally tailored, bilingual (Spanish/English) lifestyle program to reduce risk factors for type 2 diabetes in Hispanic women with GDM in the prior 5 years; (2) examine the acceptability and usability of the app; and (3) assess the short-term effectiveness of the app in increasing self-efficacy for both healthy eating and physical activity, and in decreasing weight.

Methods: Social cognitive theory provided the framework for the study. A prototype app was developed based on prior research and cultural tailoring of content. Features included educational audiovisual modules on healthy eating and physical activity; personal action plans; motivational text messages; weight tracking; user-friendly, easy-to-follow recipes; directions on building a balanced plate; and tiered badges to reward achievements. Perceptions of the app’s acceptability and usability were explored through four focus groups. Short-term effectiveness of the app was tested in an 8-week single group pilot study.

Results: In total, 11 Hispanic women, receiving care at a federally qualified community health center, aged 18-45 years, and with GDM in the last 5 years, participated in four focus groups to evaluate the app’s acceptability and usability. Participants found the following sections most useful: audiovisual modules, badges for completion of activities, weight-tracking graphics, and recipes. Suggested modifications included adjustments in phrasing, graphics, and a tiering system of badges. After app modifications, we conducted usability testing with 4 Hispanic women, with the key result being the suggestion for a “how-to tutorial.” To assess short-term effectiveness, 21 Hispanic women with prior GDM participated in the pilot. There was a statistically significant improvement in both self-efficacy for physical activity ($P=.003$) and self-efficacy for healthy eating ($P=.007$). Weight decreased but not significantly. Backend process data revealed a high level of user engagement.

Conclusions: These data support the app’s acceptability, usability, and short-term effectiveness, suggesting that this mHealth program has the potential to fill the gap in care experienced by Hispanic women with prior GDM following pregnancy. Future studies are needed to determine the effectiveness of an enhanced app in a randomized controlled trial.
Introduction

Gestational diabetes mellitus (GDM), defined as glucose intolerance diagnosed after the first trimester of pregnancy [1], occurs in 3%–7% of pregnancies in the United States. Due, in part, to the fact that 40% of Hispanic women in the United States of child-bearing age are obese, and 51% experience excessive weight gain during pregnancy [2-5], this group has 1.5 times the risk of GDM compared to non-Hispanic White women [6]. GDM carries an overall increased risk as high as 60% for the development of type 2 diabetes mellitus (T2DM) [7], placing Hispanic women with prior GDM at high risk for future T2DM. Furthermore, obesity, a major risk factor for GDM and the strongest modifiable risk factor for T2DM, is more prevalent among Hispanic than non-Hispanic White women [8,9].

It is widely acknowledged that Hispanic women in the United States experience disparities in health care access and utilization compared to non-Hispanic women [10]. Cultural, social, and economic barriers also lead to disparities in healthy lifestyle behaviors [10]. Hispanic women face sociocultural barriers to healthy eating (eg, cost of healthy food, knowledge about nutritional values of some foods, and family food preferences) [11], as well as structural barriers (eg, food deserts) to obtaining healthy foods [12]. Hispanic women are also less likely to be physically active compared to non-Hispanic White women [13-15]. While some barriers to physical activity are comparable to those for non-Hispanic women (eg, lack of time, lack of childcare, being tired, and having limited self-discipline) [13]. Some additional barriers may be culturally influenced such as being discouraged by family members and friends, as well as environmental factors, such as not having a safe place to exercise [16].

The Diabetes Prevention Program (DPP), which was delivered as a face-to-face intervention, demonstrated that T2DM can be prevented by lifestyle changes focused on healthy eating and physical activity in women with a remote history of self-reported GDM [17]. The scalability of face-to-face DPP-based programs has been a challenge, due to the costs involved in implementing an in-person intervention and the difficulties encountered in attending face-to-face programs [18,19], particularly in postpartum women with recent GDM [20]. A potential approach to overcome barriers to face-to-face implementation is through mobile health (mHealth) technologies that can enable greater patient access.

According to the Pew Research Center, approximately 80% of the Hispanic population owns a smartphone, which is comparable to White and Black populations [21], with Hispanics more likely to use their smartphone to seek health information than their White counterparts [22]. Hispanic people in the United States spend more time using apps than the general population [23]. These data suggest that mobile apps are a viable, underused tool for T2DM prevention in minority populations including Hispanic women with recent GDM.

Methods

Overview

Social cognitive theory (SCT) provided the framework for the Hola Bebé intervention. Self-efficacy, the belief in one’s own capabilities to adopt and maintain behavior change [28,29], is a core component of SCT. For the intervention, we developed educational and motivational messages delivered through texts and videos to increase self-efficacy for healthy diet and physical activity. The focus on healthy eating and physical activity for the app was based on the DPP, which demonstrated that lifestyle change targeting healthy eating and increased physical activity led to a decrease in the development of T2DM in individuals at high risk for this condition including women with prior history of GDM [17]. Motivational messages were developed to target self-efficacy, which is associated with initiation and adherence to physical activity and other health-promoting activities [30,31]. Participants chose the times of day and frequency of the text messages. Cultural tailoring involved the development of the app first in Spanish, followed by translation into English with input from Hispanic women with a history of GDM who participated in every stage of app development.

The app included six educational audiovisual modules on healthy eating and physical activity; personal action plans for healthy eating and staying active; motivational and educational text messages; weight tracking; user-friendly, easy-to-follow recipes (Figure 1); directions on how to build a balanced plate; and tiered badges to reward achievements. For the action plans, participants were taught how to identify barriers to individualized goals and ways to overcome the barriers. Healthy eating advice was based on MyPlate [32]. Tiered badges could be earned by the participants with completion of a module, action plan, and/or inputting of weight. The app was developed...
to meet the 8th-grade literacy level. All content was in plain-language Spanish and English, with Spanish and English audio voiceover.

**Figure 1.** Screenshots from the ¡Hola Bebé, Adiós Diabetes! app.

### Formative Phase

In our formative work, we solicited feedback on the acceptability and usability of the mHealth program through four focus groups. Inclusion criteria included Hispanic women, aged 18-45 years, with prior GDM in the past 5 years, and who received medical care at a federally qualified community health center (CHC), a Level 3 Patient-Centered Medical Home in the Greater Boston area. In total, 11 women participated in the acceptability focus groups. Participants were asked for feedback on the prototype of the app, including what feature(s) they found most useful, preferences for phrasing, wording, graphics, colors, and type of badge tier system. The sections they found most useful were (1) the audiovisual modules, especially those about how to make healthy choices when eating out; (2) the badges for completion of activities; (3) the weight tracking graphic; and (4) the recipes. They also recommended a color scheme from a menu of options and offered suggestions for certain adjustments in phrasing and graphics. Finally, they suggested that the tiering system of badges be based on a system of student achievement, such as “outstanding student” or “honor student.”

After modifications to the prototype app were made based on participants’ input, we conducted usability testing with 4 participants. Participants were given access to the app and asked to perform a number of tasks (eg, click on a tab, complete a module, and open an action plan tab), as well as to explore as they wished. The key result from the usability testing was that participants requested a “how-to tutorial” to make the app easier to use. Some, in fact, offered specific suggestions, such as “click here to add your weight.” Participants also asked for more tabs to better label and access specific sections of the app. In addition, for the action plan completion section, participants suggested instead of only providing a free-text box, there be an additional drop down menu of action plan options with prepopulated action plans to choose from (eg, “I will balance my plate at dinner,” “I will eat fruit and/or vegetable with every meal”). Feedback on the acceptability and usability was incorporated in the app prior to the pilot (Table 1).
Table 1. Features of the ¡Hola Bebé, Adiós Diabetes! app.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy eating and tools</td>
<td>• Healthy eating educational audiovisual modules</td>
</tr>
<tr>
<td></td>
<td>• Healthy recipes</td>
</tr>
<tr>
<td></td>
<td>• MyPlate education and demonstration</td>
</tr>
<tr>
<td></td>
<td>• Action plans for healthy eating</td>
</tr>
<tr>
<td>Physical activity education and tools</td>
<td>• Physical activity educational audiovisual modules</td>
</tr>
<tr>
<td></td>
<td>• Exercise videos</td>
</tr>
<tr>
<td></td>
<td>• Action plans to stay active</td>
</tr>
<tr>
<td>Text messaging</td>
<td>• Automated motivational text messages for healthy eating</td>
</tr>
<tr>
<td></td>
<td>• Automated motivational text messages for physical activity</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>• Weight tracking</td>
</tr>
<tr>
<td></td>
<td>• Gain badges by completing educational modules and action plans</td>
</tr>
<tr>
<td>Social network</td>
<td>• Sharing of experiences and recipes among participants through a community forum</td>
</tr>
<tr>
<td></td>
<td>• Asking questions of other participants through a community forum</td>
</tr>
<tr>
<td>Operating system</td>
<td>• Android</td>
</tr>
</tbody>
</table>

Pilot Trial

A nurse and a medical assistant from the health center identified potential participants who were Hispanic and who had had GDM in the past 5 years from a list generated from the CHC database using the same inclusion criteria as in the formative phase. In addition, participants had to have or be willing to use an Android mobile phone for the study. For women with other smartphones, Android phones were offered on loan for the duration of the study. A member of the study team contacted those women who expressed interest in participating to provide additional information about the study. For those women who agreed to participate, the research assistant scheduled the first study visit. At the first study visit, informed written consent was obtained, and the participant’s weight and height were determined by the research assistant. Weight was measured with the DR400C/Detecto Portable Home Health Care Scale, which was zeroed prior to each weight determination, with the participant wearing light clothes. Participants were asked to complete self-efficacy questionnaires for healthy eating (20 items) and physical activity (12 items) developed by Sallis et al [33], scored on a scale of 1-5 with 5 being the most self-efficacious. These questionnaires have been widely used in research in both Spanish [34] and English. A research assistant helped the participants download (via the Google Play store) and open the app on their phone, and review the “how to use the app” tutorial. Participants were asked to watch one module weekly for the 8 weeks of study duration, complete the corresponding action plan, weigh themselves, and enter their weight into the app. At the end of the 8 weeks, baseline measures were repeated, and structured exit interviews, which focused on what participants liked best and areas for improvement, were performed. Primary outcomes included self-efficacy for healthy eating and self-efficacy for physical activity, with weight as a secondary outcome.

The study was approved by the Pearl Institutional Review Board and the board of the CHC. All participants signed written informed consent.

Statistical Analysis

Descriptive statistics were presented as mean (SD) and frequency (%). For pre-post comparisons from the pilot study, paired t tests were conducted with a 5% significance level.

Results

In total, 30 eligible women were identified from the CHC database; 4 women could not be contacted. Of this, 26 women were successfully notified about the study and 21 (88%) consented to participate. Reasons given for not participating included not being interested in participating (n=3), moving out of state (n=1), and not wanting to use a study-provided Android phone (n=1) (Table 2). At baseline, 21 participants were assessed and 18 completed the 8-week study.
Table 2. Baseline characteristics of the study population (N=21).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33 (6.9)</td>
</tr>
<tr>
<td>Number of pregnancies, mean (SD)</td>
<td>3 (1.83)</td>
</tr>
<tr>
<td>Number of pregnancies with GDM, mean (SD)</td>
<td>1 (0.57)</td>
</tr>
<tr>
<td>Years post-GDM pregnancy, mean (SD)</td>
<td>2.9 (0.74)</td>
</tr>
<tr>
<td>Smartphone operating system, n (%)</td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>14 (66.6)</td>
</tr>
<tr>
<td>iOS</td>
<td>7 (33.3)</td>
</tr>
<tr>
<td>Family history of diabetes in first-degree relative, n (%)</td>
<td>14 (66.6)</td>
</tr>
<tr>
<td>Ethnicity: Hispanic, n (%)</td>
<td>21 (100)</td>
</tr>
<tr>
<td>Primary language: Spanish, n (%)</td>
<td>21 (100)</td>
</tr>
</tbody>
</table>

GDM: gestational diabetes mellitus.

Short-Term Effectiveness

Self-efficacy for healthy eating increased from 4.2 (SD 0.8) to 4.4 (0.7) ($P=0.007$). Self-efficacy for physical activity increased from 3.0 (SD 0.6) to 3.4 (SD 0.6) ($P=0.003$). The secondary outcome, weight, fell from 163 (SD 36) to 162 (SD 37) lbs ($P=0.16$).

Engagement

Backend process data revealed a high level of user engagement. In total, 91% (19/21) of participants viewed audiovisual modules and created action plans. There was also a high level of engagement in earning badges, with 95% of participants (20/21) earning badges by completing a learning module and/or an action plan or weighing. Participants posted tips on the community forum for other participants, such as a family recipe, and asked questions that other participants answered. One woman did not participate in any of the trackable app features.

Exit Interviews

We conducted exit interviews at the conclusion of the pilot study. The following quotes are representative of the participants’ experiences of using the app:

*No cambiaría nada de la aplicación, me gusta todo (I would not change anything from the app, I like everything).*

*Los videos de los módulos me han ayudado a entender la clase de alimentos que son buenos para mí. He comenzado a cambiar los granos por granos integrales y ahora me siento más saludable (The module videos helped me understand what kind of foods were good for me. I started changing my grains for whole wheat grains and now I feel healthier).*

*Cuando voy a comer con mi familia a un restaurante, ya sé que clase de comida puedo ordenar y no sentirme culpable después (Whenever I go to eat with my family to a restaurant, I know which kind of food I can order and not feel guilty afterwards).*

Participants especially liked the personalized action plans, the motivational text messages, the at-home exercise videos, and the recipes. Women commented that they found the “how to use the app” tutorial to be helpful.

Participants had suggestions for incorporation in a future version of the app. They requested more exercise videos including Zumba and with the addition of music, expansion of the recipe section to include more Latin American dishes and vegetarian options, and explanation of portion sizes for each recipe that align with MyPlate. Women also requested videos for recipe preparation. Participants asked for an “ask the expert” option to submit specific exercise and diet questions on the community forum. The 7 iPhone users asked that an app be developed for use on an iPhone.

Discussion

Principal Findings

The ¡Hola Bebé, Adiós Diabetes! mHealth program was designed to overcome access barriers to T2DM prevention support among Hispanic women with prior GDM. Pilot testing indicated that it was well accepted, usable, and showed preliminary effectiveness at increasing self-efficacy for both physical activity and healthy eating. Weight decreased over the 8-week period but not significantly.

Interventions delivered through apps have great potential to fill the gap experienced by individuals seeking care across a range of conditions. A classification scheme for analyzing apps for preventing and managing disease proposes three dimensions for analysis: health condition (physical versus mental); prevention versus management; and, according to Green and Kreuter’s [35] Precede-Proceed Model, predisposing, enabling, and motivating factors [36]. Using this classification scheme, ¡Hola Bebé, addresses a physical condition, that of GDM, for the prevention of type 2 diabetes, and includes factors related to all aspects of the model, such as predisposing (eg, educational audiovisual modules, healthy recipes), enabling (eg, MyPlate demonstrations, action plans, weight tracking, and badges), and motivational (motivational text messages, sharing experiences/recipes, and asking questions through a community forum).
Hola Bebé has the potential to fill the gap in care experienced by women with GDM following pregnancy. Over 86% of women with GDM have no contact with primary care in the first year post delivery, and close to 60% have no contact at 3 years post delivery [37]. This is despite recommendations from the American College of Obstetricians and Gynecologists [38] for referral to primary care and counseling for lifestyle modification in nutrition and exercise for women with a prior pregnancy complicated by GDM. Some have characterized women with prior GDM as falling into a “healthcare chasm” [39]; alternatively, others have referred to this more positively as “a fixable gap in women’s preventative healthcare” [37], which app technology can potentially address. A major advantage of an app-delivered program for Hispanic women is the widespread use of apps by this population [40], which experiences significant disparities in health care [10]. Additional strengths of using an app for behavior change include easy access potential for integration with other apps that commonly come with smartphones (eg, pedometer and music apps); faster speed, as data are stored on the smartphone; and the ease of receiving notifications.

Importantly, Hola Bebé takes advantage of the “window of opportunity” following a complicated pregnancy by bridging the gap in care through lifestyle counseling without dependency on visits to the health center and clinician [37]. This app also overcomes many barriers experienced by women who have young children at home and competing priorities for time; it can be used at home or work or while traveling, day or night, and in small doses whenever users have a few minutes. In addition, this app was culturally and linguistically tailored for Hispanic women and was developed first in Spanish. Finally, the app was designed through an iterative approach incorporating feedback from Hispanic women with recent gestational diabetes at several stages of development.

**Limitations**

Given the nature of the pilot study, we were limited by a small sample size, lack of a control group, and short study duration. A further limitation was the unavailability of the app for iOS users.

**Conclusions**

The widespread use of apps among Hispanic women of childbearing age holds promise for this particularly high-risk and underserved population to reduce risk factors for diabetes. This app-delivered program should be tested in a randomized controlled trial and be developed for iOS users.

**Acknowledgments**

This study was supported by a funding (2R44MD009454-03) from the National Institute on Minority Health and Health Disparities (NIMHD), the National Institutes of Health (NIH).

**Conflicts of Interest**

None declared.

**References**


Abbreviations

CHC: community health center
DPP: Diabetes Prevention Program
GDM: gestational diabetes mellitus
mHealth: mobile health
SCT: social cognitive theory
T2DM: type 2 diabetes mellitus

©Ellen W Seely, Patricia Flynn Weitzman, Dharma Cortes, Sara Romero Vicente, Sue E Levkoff. Originally published in JMIR Formative Research (http://formative.jmir.org), 31.12.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on http://formative.jmir.org, as well as this copyright and license information must be included.
Citizen Responses to Government Restrictions in Switzerland During the COVID-19 Pandemic: Cross-Sectional Survey

Kevin Selby¹, MD, MAS; Marie-Anne Durand², PhD; Alexandre Gouveia¹, MD; Francesca Bosisio³, PhD; Gaia Barazzetti³, PhD; Maxime Hostettler¹, BSc, MSc; Valérie D’Acremont¹, MD, PhD; Alain Kaufmann³, MSc; Christian von Plessen¹,⁴, MD, PhD

¹Center for Primary Care and Public Health (Unisanté), University of Lausanne, Lausanne, Switzerland
²University Toulouse III Paul Sabatier, Toulouse, France
³The CoLaboratory - Participatory, Collaboratory and Action-Research Unit, University of Lausanne, Lausanne, Switzerland
⁴Institute for Clinical Research, University of Southern Denmark, Odense, Denmark

Corresponding Author:
Kevin Selby, MD, MAS
Center for Primary Care and Public Health (Unisanté)
University of Lausanne
Rue de Bugnon 44
Lausanne, 1011
Switzerland
Phone: 41 0798940957
Email: kevin.selby@unisante.ch

Abstract

Background: The success of government-recommended mitigation measures during the COVID-19 pandemic depends largely on information uptake and implementation by individual citizens.

Objective: Our aim was to assess citizens’ knowledge and perceptions about COVID-19 recommendations in the Canton of Vaud, Switzerland.

Methods: A cross-sectional electronic survey with open and closed questions was disseminated by community-based partners prior to the relaxation of government restrictions. Outcomes included citizen knowledge (9-question measure) and worry about the virus, perception of government measures, and recommendations for improvements. Comparisons used linear regression, controlling for age, sex, education, and health literacy. Free-text answers were analyzed thematically.

Results: Of 807 people who accessed the survey, 684 (85%) completed all questions and 479 (60%) gave free-text recommendations. Overall, 75% were female, the mean age was 48 years, and 93% had high health literacy. Knowledge scores were high, with a median score of 8 out of 9. Mean levels of worry about the COVID-19 pandemic were higher in women than men (55/100 versus 44/100, P<.001), and in respondents with lower health literacy (57/100 versus 52/100, P=.03). Self-reported adherence to recommendations was high (85%) and increased with age and worry (both P<.001). Respondents rated their own adherence higher than others (85% versus 61%, P<.001). Moreover, 34% of respondents reported having self-quarantined; this rose to 52% for those aged ≥75 years. Those who had self-quarantined reported higher levels of fear. Nearly half (49%) of respondents felt the government response had been adequate, though younger age and higher levels of worry were associated with considering the response to be insufficient (both P<.001). Analysis of open-text answers revealed 4 major themes: access to and use of masks, gloves, and hand sanitizer; government messaging; lockdown and lockdown exit plan communication; and testing for COVID-19.

Conclusions: Knowledge, adherence, and satisfaction regarding government recommendations and response were high in this sample, but many desired greater access to personal protective equipment. Those with lower health literacy and those who have been in self-isolation reported greater concerns about the pandemic.

(JMIR Form Res 2020;4(12):e20871) doi:10.2196/20871

KEYWORDS
COVID-19; coronavirus; Switzerland; mitigation strategies; citizen knowledge
Introduction

The global threat posed by the COVID-19 pandemic has led governments to impose unprecedented restrictions on personal movement and conduct [1]. On February 25, 2020, Switzerland had its first confirmed case; just 4 weeks later, there were 10,772 cases and 165 deaths [2]. On March 13 and 16, federal public health officials announced restrictions on gatherings and recommended multiple behavior changes intended to slow the spread of the virus and protect those most vulnerable to severe outcomes of infection [3,4]. Further, testing for COVID-19 was limited to high-risk populations. These restrictions depended largely on individuals self-isolating in case of symptoms and self-quarantining in case of contact with someone with symptoms. The government relied on cooperation from the public to adapt policies to their own situation. Little is known about how individuals understood, perceived, and implemented the recommendations in their personal life. Adherence to recommendations is typically influenced by the individual’s understanding of the information, perception of the virus, related threat, and perceived impact on their lives. Rapid online surveys of people’s perceptions during the COVID-19 outbreak suggested that participants generally had a good knowledge of the primary disease transmission modes and common symptoms [5]. However, about one-third of the sample had misconceptions about ways to prevent an infection and recommended care-seeking behaviors. In India, a cross-sectional online survey of 2459 participants also revealed good knowledge, which was higher among respondents aged >40 years, people with higher educational attainment, those living in urban areas, and those in health care professions [6]. As far as could be determined in April 2020, no other survey of adult knowledge and perceptions of the COVID-19 pandemic had been conducted in Switzerland.

In this context, we aimed to assess citizens’ knowledge and perceptions about COVID-19 recommendations in the Canton of Vaud, Switzerland. Further, we collected information about individual behaviors and perceived adherence to population-level recommendations and suggestions for improvement.

Methods

We conducted a cross-sectional electronic survey using REDCap (Vanderbilt University) between April 17 and 28, 2020, prior to the easing of restrictions in Switzerland. The survey was distributed on social media by multiple community partners, including a local consumer organization, health promotion organizations, and university community members. Ethics approval was not required as all data collected were anonymous [7]. The survey was supported by the health department of the Canton of Vaud, a French-speaking canton in Switzerland.

The electronic survey consisted of 20 questions about participants’ knowledge and perception, as well as individual behaviors and perceived adherence, regarding population-level recommendations about COVID-19 (Multimedia Appendix 1). The survey also assessed information sources and worry. We used an open-text response to collect suggestions for improvement regarding additional measures that the government could implement to limit the spread of the virus (see Table 1 for an overview of the survey structure). The survey was developed in English, translated to French, and user-tested by 6 non–medical professionals. Demographic data collected included age, sex, number of persons in household, Canton of residence, highest level of education, a validated health literacy item [8], and whether they had been tested for COVID-19. A knowledge score was developed with 9 true-false items about current government recommendations. We used lists of common changes due to the restrictions, enabling factors and barriers to implementation, and protection measures. Visual analogue scores were used to measure worry about the pandemic, self-reported adherence, and perception of government measures.

Table 1. Overview of survey structure.

<table>
<thead>
<tr>
<th>Question number</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-6</td>
<td>Sociodemographic questions</td>
</tr>
<tr>
<td>7-8</td>
<td>COVID-19 testing and symptoms</td>
</tr>
<tr>
<td>9</td>
<td>Information sources about COVID-19</td>
</tr>
<tr>
<td>10</td>
<td>Worry about the new coronavirus</td>
</tr>
<tr>
<td>11</td>
<td>Knowledge about government restrictions</td>
</tr>
<tr>
<td>12-18</td>
<td>Individual behaviors and perceived adherence to recommendations</td>
</tr>
<tr>
<td>19</td>
<td>Perception of the government measures to limit the spread of the new coronavirus</td>
</tr>
<tr>
<td>20</td>
<td>Additional suggestions to limit the spread of the new coronavirus (open-text answer)</td>
</tr>
</tbody>
</table>

We used descriptive statistics for participant characteristics, including means for continuous variables, except for perceptions of government measures, which were dichotomized because of a nonnormal distribution. Scores below 45 were classified as considering the government response inadequate. We used multivariable regression to explore associations between participant characteristics and level of worry and self-reported adherence; both models included participant age (continuous), gender (male or female), education (university level or not), health literacy (high or low), and knowledge of current government recommendations (number of answers correct). We used logistic regression to explore associations between considering government measures inadequate and participant age, gender, education, health literacy, knowledge of current...
government recommendations, and worry. The estimation command “predict” was used in STATA (StataCorp) to calculate absolute differences between groups, using the models controlling for other factors. Analyses were limited to completed surveys. A P value <.05 was considered statistically significant. All quantitative analyses were performed with STATA and free-text answers were analyzed thematically by one author (MD) using MAXQDA (VERBI Software).

Results

Overview

Of 807 people who accessed the survey, 684 (85%) completed it and 479 (60%) gave free-text recommendations for improvement. Respondents were 75% female, with a mean age of 48 years and 93% self-reporting high health literacy (Table 2). The primary sources of information about COVID-19 were television and radio (73%), government sources (72%), and newspapers (63%). Knowledge scores were high, with a median score of 8/9. The most common incorrect answer was agreeing that people must stop using all public transport, which was not a federal recommendation (32% incorrect). Overall, 34% of respondents reported having self-quarantined, a proportion that increased with age (27% of those aged ≥30 years versus 52% for those aged ≥75 years, P<.001).

Table 2. Demographic characteristics of respondents who completed the questionnaire (N=684).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>223 (33)</td>
</tr>
<tr>
<td>40-64</td>
<td>351 (51)</td>
</tr>
<tr>
<td>≥65</td>
<td>110 (16)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>165 (24)</td>
</tr>
<tr>
<td>Male</td>
<td>518 (76)</td>
</tr>
<tr>
<td>Canton of residence (31 missing)</td>
<td></td>
</tr>
<tr>
<td>Vaud</td>
<td>581 (88)</td>
</tr>
<tr>
<td>Other</td>
<td>77 (12)</td>
</tr>
<tr>
<td>Highest education level (5 missing)</td>
<td></td>
</tr>
<tr>
<td>High school or apprenticeship</td>
<td>239 (35)</td>
</tr>
<tr>
<td>University or professional school</td>
<td>440 (65)</td>
</tr>
<tr>
<td>Health literacya</td>
<td></td>
</tr>
<tr>
<td>Low health literacy</td>
<td>48 (7)</td>
</tr>
<tr>
<td>High health literacy</td>
<td>635 (93)</td>
</tr>
<tr>
<td>Tested for COVID-19 by reverse transcription polymerase chain reaction test (1 missing)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>44 (6)</td>
</tr>
<tr>
<td>No</td>
<td>639 (94)</td>
</tr>
<tr>
<td>Members in household (4 missing)</td>
<td></td>
</tr>
<tr>
<td>≤2</td>
<td>365 (53)</td>
</tr>
<tr>
<td>≥3</td>
<td>315 (47)</td>
</tr>
<tr>
<td>Knowledge score on 9 true-false questions</td>
<td></td>
</tr>
<tr>
<td>≤7</td>
<td>222 (33)</td>
</tr>
<tr>
<td>8 or 9</td>
<td>461 (67)</td>
</tr>
</tbody>
</table>

aDichotomized, with “Often” and “Always” as high health literacy, and “Never,” “Rarely,” and “Sometimes” as low health literacy.

After controlling for participant age, level of education, and knowledge of current government recommendations, mean levels of worry were higher in women than in men (55/100 versus 44/100, P<.001), in respondents with lower health literacy (57/100 versus 52/100, P=.03), and among those who had been in self-isolation or self-quarantine (59/100 versus 49/100, P<.001). The distribution of responses is shown in Figure 1. Nearly half (49%) of respondents considered the government response to have been adequate, responding in the middle of the 0-100 scale (Figure 1). Younger age and higher worry were associated with considering the response to be insufficient (both P<.001). Self-reported adherence to government
recommendations was high (85%) and increased with age and level of worry (both $P<.001$; Figure 1). Self-reported adherence was higher than the perceived adherence of other people (85% versus 61%, $P<.001$). Government (82%) and other online sources of information (38%), help from family and friends (32%), and employers (25%) were considered to be useful for following the recommendations. Basic needs (57%), family obligations like caring for the elderly (20%), and difficulties with changing habits (10%) were barriers. The majority of respondents had intervened to encourage others to follow recommendations (77%).

**Figure 1.** Distribution of participant responses to three questions using a visual analogue scale (0-100). (A) Overall worry about COVID-19. (B) Self-reported adherence to federal recommendations. (C) Adequacy of government recommendations to limit the spread of COVID-19.
Thematic Analysis

Thematic analysis of open-text recommendations for improvements to the government response revealed 4 major themes, presented below alongside participant remarks.

Access and Use of Masks, Gloves, and Hand Sanitizer

Many felt masks should become compulsory outside the home, particularly in crowded areas (eg, public transport, at work), where social distancing is difficult.

We should implement the use of masks (so with distribution to the population) for each time you leave the house in order to have a visual reminder of the need to follow recommendations, while also decreasing contamination.

Many advocated for free distribution to the entire population (including gloves and sanitizer if possible), or access at affordable prices.

Ensure that masks are available for everyone, even if their usefulness remains controversial.

Government Messaging

Although many participants considered the government messages and response adequate and expressed gratitude, some asked for more transparency and precise messages, centralized information, and specific information for groups at risk.

Give clear and comprehensible recommendations. Avoid jargon.

Lockdown and Lockdown Exit Plans

A considerable number of people favored slower easing of restrictions, or even an extension of lockdown with stricter measures, particularly for vulnerable people.

Do not rush deconfinement, it’s too early and I am at risk, it scares me…

Enforce complete confinement during at least two weeks.

Further, some called for tighter policing.

Be even more firm (fines? More insistent?) about hand washing and especially social distancing.

1. More surveillance and fines that are a stronger deterrent, 2. Systematic surveillance of rules in businesses.

A number of people recommended postponing the opening of schools and day cares, and making the return to school optional.

Wait longer before reopening schools, because with the recent reopening of stores and other places, there will be a resurgence in cases and if children return to school, it’s grandparents who will care for them after school because parents will be back at work.

Testing

Large-scale deployment of COVID-19 testing was a recurring theme.

Begin testing everyone with symptoms and not just those who are at risk or are medical personnel.

Further, the use of serological tests, the tracing of chains of transmission, and the isolation of positive cases were also mentioned repeatedly.

Impose electronic surveillance with tracking (smartphones) for all citizens during the pandemic.

Discussion

In this cross-sectional, electronic survey distributed by social media, knowledge and self-reported adherence were high in this sample from Switzerland. Despite high overall satisfaction, free-text answers revealed a desire for greater availability of protective equipment, clearer and more coherent communication by the government, and large-scale testing for the virus. People in isolation and those with lower health literacy reported greater concerns about the pandemic, associations that persisted after controlling for demographic features.

While several larger survey studies on the same subject matter are underway in Europe [9], few studies with quantitative data about individual responses are available for comparison. A Chinese survey also showed high knowledge scores (10.8/12) and high confidence that COVID-19 would be controlled (91%) [10]. In an online survey by the Swiss public broadcasting corporation, 48% of respondents reported major concerns about COVID-19 and 49% felt the government response was too slow [11]. Satisfaction with the government response was higher in a second survey on April 8, 2020 [12]. Support for government restrictions was higher in Italian- and French-speaking areas, which had a higher density of cases, than in German-speaking areas of Switzerland. We did not find data regarding barriers and enablers of adherence to COVID-19 recommendations or data to be stratified by health literacy. Several other surveys conducted in the United States [5], United Kingdom [5], India [6], Egypt [13], and Malaysia [14] have shown adequate overall knowledge about COVID-19 among respondents. However, specific misconceptions and variations in knowledge according to age, income level, educational attainment, race, and ethnicity have been identified. A US national survey of 5198 people suggested that the largest differences in COVID-19–related knowledge and behaviors were associated with race/ethnicity, sex, and age [15]. African American participants, men, and people younger than 55 years were less likely to know how the disease spread, were less likely to know the symptoms, and left the home more often [15].

In our sample, self-reported adherence was high. A study of citizens’ adherence to COVID-19 mitigation recommendations in 3 countries (United States, Kuwait, and South Korea) suggested that in all 3 countries, government response efforts and business reopening agreements, as well as the intensity of information source use, social media use, and knowledge about COVID-19, all influenced either self-adherence or perception of the adherence of others [16].

The finding that those who had been in self-isolation and had lower health literacy were more worried about COVID-19 has important implications. Social isolation among older adults contributes to not only greater risk of depression and anxiety, but also cardiovascular, autoimmune, and neurological disease.
[17]. Thus, great care must be taken to help this group. Further, there is well-founded concern that marginalized groups may be disproportionately affected by government measures and the disease itself [18]. Information about COVID-19 in the media is often sensationalized and contradictory, making it challenging for those with lower health literacy to effectively assess risk. As far as could be determined, few studies have so far explored health literacy in the context of COVID-19—related knowledge and perceptions. One study of 630 US adults with chronic conditions found that, contrary to our sample, people who had lower health literacy were less likely to be worried about COVID-19 and to believe they would become infected [19]. Those with lower health literacy also reported greater confidence in the government response. A cross-sectional study of COVID-19—related health literacy was conducted among 1037 German people aged 16 and older [20]. The results highlighted that while the overall health literacy level was high, nearly half of respondents (47.8%) reported difficulties judging whether or not to trust media information on COVID-19. As expected, confusion about COVID-19—related information was significantly higher among respondents with lower health literacy. Accessible information, that adheres to widely accepted plain language principles, and is adapted to those who have lower health literacy and might feel most vulnerable, seems warranted.

Strengths of this survey included rapid data collection prior to easing restrictions, giving a first assessment of citizen responses to restrictions in Switzerland. The primary limitations were those inherent in cross-sectional, open, online survey samples. Moreover, self-reporting may be subject to desirability biases. We could not determine temporality between factors such as fear of the virus and self-isolation. Our sample had a higher proportion of women (76% versus 51%) and university graduates (65% versus 45%) than the Vaud population. Although rates of survey completion were high, we do not know our exact response rate. Finally, because of the novel subject matter, we could not use previously validated survey questions.

In conclusion, knowledge and self-reported adherence were high in an online sample from the Canton of Vaud. Levels of worry about COVID-19 were generally high, particularly among those in isolation and with lower health literacy. Future research should aim to better understand the concerns and needs of these groups and envision target support measures. Special effort will be needed to limit not only the direct health effects of COVID-19, but also psychological distress created by government restrictions as the pandemic continues to evolve.
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Abstract

Background: Digital adherence technologies have been widely promoted as a means to improve tuberculosis medication adherence. However, uptake of these technologies has been suboptimal by both patients and health workers. Not surprisingly, studies have not demonstrated significant improvement in treatment outcomes.

Objective: This study aimed to optimize a well-known digital adherence technology, 99DOTS, for end user needs in Uganda. We describe the findings of the ideation phase of the human-centered design methodology to adapt 99DOTS according to a set of design principles identified in the previous inspiration phase.

Methods: 99DOTS is a low-cost digital adherence technology wherein tuberculosis medication blister packs are encased within an envelope that reveals toll-free numbers that patients can call to report dosing. We identified 2 key areas for design and testing: (1) the envelope, including the form factor, content, and depiction of the order of pill taking; and (2) the patient call-in experience. We conducted 5 brainstorming sessions with all relevant stakeholders to generate a suite of potential prototype concepts. Senior investigators identified concepts to further develop based on feasibility and consistency with the predetermined design principles. Prototypes were revised with feedback from the entire team. The envelope and call-in experience prototypes were tested and iteratively revised through focus groups with health workers (n=52) and interviews with patients (n=7). We collected and analyzed qualitative feedback to inform each subsequent iteration.

Results: The 5 brainstorming sessions produced 127 unique ideas that we clustered into 6 themes: rewards, customization, education, logistics, wording and imagery, and treatment countdown. We developed 16 envelope prototypes, 12 icons, and 28 audio messages for prototype testing. In the final design, we altered the pill packaging envelope by adding a front flap to conceal...
Background

Tuberculosis (TB) is now the leading infectious killer globally, with an estimated 10 million people falling sick annually and nearly 1.5 million dying of the disease [1]. Patient adherence to and completion of TB treatment is a key barrier to reducing mortality and amplification of drug resistance [2]. Recent data suggested that adherence rates of less than 90%, or missing more than 3 doses in a month, can decrease treatment success and cure rates [3]. Directly observed therapy (DOT), wherein a health worker observes a patient taking each daily dose of TB medicines, has been a core component of the World Health Organization (WHO)-recommended strategy for supervising TB treatment [4]. However, DOT is associated with numerous challenges, including questionable effectiveness in improving treatment outcomes [5,6], as well as time and cost burdens for patients and health workers [7,8].

Digital adherence technologies (DATs) have emerged as an alternative to facilitate and promote TB treatment adherence and completion [9-11]. The range and breadth of DATs have expanded rapidly as companies continue to develop unique technological platforms and devices, including (1) short message service (SMS) text message reminders; (2) “dose-in-hand” event monitors, including electronic pill boxes [12,13] and sleeves that fit over medication blister packs [14]; (3) video-observed treatment to remotely record pill ingestion using smartphones; and (4) wireless-observed treatment, in which silicon sensors embedded in TB pills document ingestion [11,15]. Each of these products connects with virtual platforms that allow providers to view real-time adherence data for their patients.

Despite the use of DATs in TB programs [16], supporting data are limited and show minimal to no improvement in treatment success and mortality [9,17]. Additionally, several large-scale implementation studies have shown suboptimal patient engagement with various DATs [18-20]. In response, the WHO and other large funding agencies have called for country-level assessments and stakeholder mapping to support rollout of and user engagement with DATs [15,21].

This study was the second phase in the adaptation of the 99DOTS envelope using the human-centered design (HCD) methodology. HCD is a well-established problem-solving and innovation methodology with the potential to improve adoption and implementation challenges that have impeded the impact of DATs. HCD has been employed in a variety of industries over the past 40 years, notably in business and technology [22-25]. This approach uses qualitative research methods to understand the values and motivations of users, and to systematically incorporate user input to guide the design or adaptation of products and interventions [24]. The primary focus on the user throughout the entire process—problem framing, solution development, implementation, and evaluation—may yield more efficacious and sustainable results [26].

99DOTS is a novel sleeve-based DAT wherein TB medication blister packs are housed within an envelope that reveals hidden, toll-free numbers when pills are pushed out. Patients call these toll-free numbers daily to confirm medication dosing. Clinic staff can access real-time dosing information from both a web and mobile phone app to guide patient follow-up. SMS text messaging reminders, both to patients for dosing and to providers to follow up on patients who have missed doses, are also a core feature of the platform [13,14].

Objective

The first phase of this study used HCD’s approach to human factors research to identify key insights and design opportunities for modifying the design of the original 99DOTS product [27]. The purpose of this second phase of the study was to address these design opportunities through modification of key features of the 99DOTS platform in order to improve TB medication adherence in Uganda.

Methods

Context and Setting

This was the second phase of a 3-phase study using HCD methodology to adapt the 99DOTS platform [13]. In HCD, these phases are termed inspiration, ideation, and implementation. Previously, in the inspiration phase, we conducted 67 semistructured interviews with TB patients, family members,
health workers, and community leaders at 8 rural and periurban TB treatment centers in Uganda. Key themes and quotes were elicited from interviews and translated into actionable insights and design opportunities (Table 1) [27]. Here, we report on the ideation phase, which focused on the development and testing of solutions in order to address the insights and design opportunities identified in the inspiration phase. In reporting qualitative aspects of the study, we followed the Consolidated Criteria for Reporting Qualitative Research (COREQ-2) checklist (Multimedia Appendix 1) [28]. The study was approved by the University of California San Francisco, Committee on Human Research, San Francisco, CA, USA (protocol number 221678, June 11, 2018) and the Makerere University School of Public Health Research Ethics Committee, Kampala, Uganda (protocol number HS2436, July 19, 2018).

Table 1. Insights and opportunities from the inspiration phase.

<table>
<thead>
<tr>
<th>Insight</th>
<th>Opportunity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Social stigma may be feared as much as the disease.</td>
<td>Make tuberculosis treatment discreet by avoiding nonconspicuous labels and visuals.</td>
</tr>
<tr>
<td>2. Packaging is used as an ad hoc and accidental reminder system.</td>
<td>Guide sequential pill-taking behavior and accurately track treatment milestones.</td>
</tr>
<tr>
<td>3. Health is defined by a return to normal strength and capability, which occurs before treatment completion.</td>
<td>Reinforce the importance of treatment completion to sustain health at every patient point of contact.</td>
</tr>
<tr>
<td>4. Feeling a personal connection with health care workers is as important as receiving medical care.</td>
<td>Leverage the relationship between patients and community health workers to personalize the treatment experience.</td>
</tr>
<tr>
<td>5. Local messages feel authentic; endorsements by famous figureheads are viewed with suspicion.</td>
<td>Incorporate authentic and personal adherence messages from the local community in the tuberculosis treatment program.</td>
</tr>
<tr>
<td>6. Patients are motivated by service to their community, but do not have enough knowledge education to be maximally effective.</td>
<td>Empower individuals to be community stewards of infection control practices through language and literacy appropriate education.</td>
</tr>
<tr>
<td>7. Words and visuals can have multiple interpretations and an unintended negative impact on adherence behavior.</td>
<td>Communicate clearly and accurately with simple graphics and culturally and linguistically appropriate text.</td>
</tr>
</tbody>
</table>

99DOTS System and Redesign Opportunities

This study focused on the redesign of 2 components of the original 99DOTS platform: (1) the pill packaging envelope that reveals hidden, toll-free numbers called by patients to report dosing and (2) the patient experience when calling toll-free numbers (Figure 1). In the original platform, pills are visible on one side of the pill packaging envelope and, as pills are pushed out of the blister pack, a toll-free number is revealed on the opposite side. Upon calling the toll-free number patients hear a beeping sound and the call is logged by the 99DOTS server to indicate a taken dose. The process is repeated on each day the patient is scheduled to take TB medications. A daily dosing history is thus created that providers can access by logging in to an online dashboard via a desktop or mobile phone app and can be used to send SMS text message alerts to providers to notify them of missed consecutive doses. Adaptable features associated with the original pill packaging envelope included its form factor (physical packaging design and external images), content (instructional education and messaging), and visuals (wayfinding instructions for pill taking and revealed phone numbers). The adaptable feature associated with the patient call-in experience was what patients hear when making calls to self-report dosing.
Figure 1. The original 99DOTS product consists of an envelope that fits around the tuberculosis medication blister pack distributed to patients. When patients remove pills from the blister pack each day, a hidden toll-free phone number is revealed. Patients call the number to record medication ingestion, and all calls are logged as a taken dose on the 99DOTS platform. Providers log in to an online dashboard to access patients’ adherence history via a desktop or mobile phone app. Text messages are sent to patients daily to remind them to take their medications and to providers to alert them about patients who have missed consecutive doses.

Prototype Development
From the 5 brainstorming sessions informed by the interviews conducted in the previous phase and structured around the design opportunities identified in the inspiration phase, we built a diverse list of unique concepts that we could develop into prototypes. Each session started with a “How might we...?” question that was written to maximize brainstorming output without suggesting a solution [29]. Brainstorming sessions included 3 designers and at least 2 other members of the research team. Each participant was given 3 minutes to generate and capture ideas on sticky notes. The ideas were shared and displayed on foam boards. Participants collaboratively generated additional ideas and discussed whether any potential ideas had been missed. When all 5 brainstorming sessions were complete, we reviewed each idea and clustered redundant or related ideas to represent discrete concepts that we could develop into a prototype. We then organized the concepts into more general themes. Written notes and photographs of the thematic displays captured the output of each brainstorming session.

The general themes and associated concepts were presented to senior investigators (AS, AC, and AKa), who selected the concepts that had the most promise to be developed into prototypes based on the following criteria: (1) whether the concept was clearly linked to a design opportunity identified in the previous phase of research; (2) whether the concept could be applied to one of the adaptable 99DOTS features, and (3) whether the concept was feasible based on the constraints of the 99DOTS platform and available resources. We selected a minimum of 4 concepts addressing at least 2 different design opportunities for each feature of the pill packaging and for the patient call-in experience. Pill packaging prototypes were developed by visual designers using Adobe Creative Cloud (Adobe Inc), and audio messages for the patient call-in experience were drafted in Microsoft Word (Microsoft Corporation). These prototypes were then iteratively revised by team members in Uganda and the United States until consensus was reached. Each prototype selected for field testing was translated from English into Luganda, the primary language spoken at the study research sites.

Prototype Testing
Participant Recruitment
The prototypes were tested in September 2018 by 1 design researcher and 5 local research staff. We recruited health workers and patients (users) for testing from 18 Uganda National Tuberculosis and Leprosy Program TB treatment units participating in a stepped-wedge randomized trial of 99DOTS. To ensure a diverse representation of treatment units, we recruited at least one TB care provider from each of the 18 health centers. All health workers involved in providing TB treatment who attended the public randomization ceremony for the parent trial were invited to participate in a focus group. Prototypes were tested in 5 focus groups with 52 health workers, with each focus group consisting of 9 to 13 participants. During the health facility site visits, we also conducted semistructured interviews with all patients who presented for a TB treatment follow-up visit (n=7). Focus groups were conducted in English, and patient interviews were conducted in English or Luganda, depending on patient preference.

Pill Packaging Envelope
We used a standardized questionnaire (Multimedia Appendix 2) in focus groups and interviews to compare a series of up to 6 prototypes for each feature of the pill packaging envelope. Positive and negative feedback were obtained for each prototype, and users were asked to propose changes to improve each prototype. Feedback received during both focus groups and
interviews was recorded in written notes by Ugandan research staff, then reviewed independently by 2 US researchers and clustered into themes.

**Patient Call-In Experience**

We first tested audio message prototypes in focus groups with health workers during the randomization ceremony. Audio messages were presented by thematic category and read aloud in English. Feedback was solicited after each message, which included real-time edits to the language, suggestions for improvement, and removal of messages that did not resonate with users. The revised messages were then clustered into themes and further evaluated through interviews with patients. Patients were asked what audio messages they would like to hear from their health care workers and then given examples of the different messaging themes generated from the health worker focus groups.

**Prototype Iteration**

We analyzed qualitative feedback collected during prototype testing to inform the next set of changes to each component. We analyzed the resulting interview transcripts using an inductive approach to thematic analysis [30]. All transcripts were read independently by 2 to 3 members of the research team to identify key themes across the interviews. The reviewers then met to review all thematic categories and ensure that accurate descriptions and supporting quotes depicting positive and negative user feedback were assigned to each theme. Following each iteration, the prototype was refined based on the list of themes that emerged from user feedback, alignment with a particular design opportunity, and feasibility of implementation in the 99DOTS system. We used the final list of themes from each testing session to refine each prototype. The final designs for the pill packaging components and the patient call-in experience were revised over multiple cycles of iteration and feedback from the entire research team, including Uganda- and US-based personnel, until consensus was reached.

**Results**

**Brainstorming**

Brainstorming sessions addressed the following “How might we...?” questions: (1) “How might we more accurately educate patients about TB?”; (2) “How might we design a private medication experience?”; (3) “How might we customize the experience for patients and providers?”; (4) “How might we make 99DOTS part of people’s daily routine?”; and (5) “How might we use 99DOTS to deliver joy?” Overall, the brainstorm generated 127 unique ideas. The first session, on education, generated 29 ideas; the second session, on privacy, generated 27 ideas; the third session, on customization, generated 25 ideas; the fourth session, on daily routine, generated 16 ideas; and the fifth session, on delivering joy, generated 30 ideas. We clustered the ideas into 47 unique concepts grouped into 6 major themes: rewards (14 prototype concepts), customization (7 prototype concepts), education (8 prototype concepts), logistics (5 prototype concepts), wording and imagery (9 prototype concepts), and treatment countdown (4 prototype concepts) (Figure 2). These themes were linked back to the design opportunities identified in the previous phase of research (Table 1) to identify which themes had concordance with the design opportunities. This, in turn, informed the prototypes chosen for development and testing.

**Figure 2.** A total of 5 brainstorming sessions centered on one “How might we...?” (HMW) question (left). Participants were each allowed 3 minutes to put 1 unique idea on a sticky note, which was later visibly displayed to the group and summed up under each HMW question. After all brainstorm sessions were complete, ideas were clustered into 6 themes: customization, rewards, logistics, wording and imagery, treatment countdown, and education. Those ideas that addressed the design opportunities and were feasible to implement moved forward for testing (designated by a star). FAQ: frequently asked questions; TB: tuberculosis.
Prototype Development
We developed 16 packaging prototypes, 12 icons, and 28 messages for testing. For each prototype, Figure 3 indicates the design opportunity addressed and the adapted 99DOTS feature.

Figure 3. For each design opportunity, we prototyped different form factors, content, wayfinding, and motivational messaging. TB: tuberculosis.

<table>
<thead>
<tr>
<th>Design opportunity</th>
<th>Form factor</th>
<th>Content</th>
<th>Wayfinding</th>
<th>Audio message</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Make TB treatment discreet by avoiding conspicuous labels and visuals</td>
<td>Anonymous covers</td>
<td>Daily vitamins cover</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Guide pill-taking behavior and accurately track treatment milestones</td>
<td>Calendar</td>
<td>Monthly view of calendar</td>
<td>Blank vs grid</td>
<td>Adherence message: “Your health is your wealth. Take care of yourself by taking your tablets. Thank you.”</td>
</tr>
<tr>
<td>3. Reinforce importance of treatment completion to sustain health at every patient touchpoint</td>
<td>Motivational messaging</td>
<td>Before-and-after Image</td>
<td>TB education cartoon</td>
<td>Personal message: “Hello, I am ___ . your health worker. Finishing these tasks will restore your strength. Keep it up!”</td>
</tr>
<tr>
<td>4. Leverage the relationship between patients and community health workers to personalize the treatment experience</td>
<td>Personal Connection to Health Worker</td>
<td>Meet your health worker</td>
<td>Gratitude message: “Hello, I am ___ . your health worker. Thank you for taking your medicines.”</td>
<td></td>
</tr>
<tr>
<td>5. Incorporate authentic and personal adherence messages from the local community in the TB treatment program</td>
<td>Customizable TB education</td>
<td>TB education message from health worker</td>
<td>Compassionate message: “You are loved. Taking your medication will lead to the cure. Thank you.”</td>
<td></td>
</tr>
<tr>
<td>6. Empower individuals to be community stewards of infection control practices through language- and literacy-appropriate education</td>
<td>Ugandan imagery</td>
<td></td>
<td>Prevention message: “If someone you know has been coughing, refer them to the local hospital. Thank you for taking your medication.”</td>
<td></td>
</tr>
<tr>
<td>7. Culturally and linguistically tailoring all words and images to ensure they are interpreted correctly</td>
<td>Iconography</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Pill Packaging Envelope Form Factor**
Given the importance of discretion (design opportunity 1; Figure 3), we determined that the pills had to be covered. In collaboration with our 99DOTS production partners, we decided that the most feasible design was an additional front flap to cover the pill pack. We subsequently developed 6 discrete prototypes for the front flap imagery: (1) 1 anonymous cover (a daily vitamins label) that addressed discretion (design opportunity 1); (2) 2 calendar covers (weekly and monthly) to track treatment milestones (design opportunity 2); and (3) 3 covers with Ugandan imagery (a map of Uganda, Lake Victoria, and a Ugandan textile design) that addressed national and community pride (design opportunity 6).

**Pill Packaging Envelope Content**
We developed 4 prototypes for the inside cover. These were (1) 2 educational messages about treatment completion: a
before-and-after treatment photo of a patient with TB, and a cartoon reinforcing the importance of TB treatment completion (design opportunity 3) and (2) 2 personal messages: 1 introductory message from a health worker to reinforce their relationship (design opportunity 4) and 1 tailored, personal message from the health worker (design opportunity 5). We also developed 12 unique icons to illustrate the instructions for taking the medication: 2 icons for illustrating daily dosing, 6 icons to illustrate taking pills by mouth, and 4 icons to represent a toll-free phone call.

**Pill Packaging Envelope Wayfinding**

To assist patient understanding of the order in which to take pills, we developed 4 visual prototypes: a serpentine pattern, a chevron pattern, a customizable pattern, and an unannotated blister pack (design opportunity 2).

**Patient Call-In Experience**

Given the importance of encouraging adherence at every contact point with a patient (design opportunity 3), we determined that the call-in experience would benefit from adaptation from the original system. Originally, the call concluded with a short “thank you” before its automatic termination. We adapted this feature to include a changing daily audio message. Messages were developed to represent 7 themes: gratitude, adherence, reminders, prevention, encouragement, reassurance that TB is curable, and compassion from health care workers (design opportunities 3, 4, 5, and 6).

**Prototype Testing**

We tested prototypes with 59 users overall: 5 focus groups comprising 52 health workers representing all 18 health centers enrolled in the stepped-wedge trial, and 7 patients at 2 of the 18 health centers.

**Pill Packaging Envelope Form Factor**

When we tested the anonymous cover option, users did not view the daily vitamins label favorably. Although mislabeling the cover as daily vitamins was perceived to avoid stigma, health workers and patients were concerned it would lead to unintended use by children or other members of the family. One patient noted: “Those who are not sick would want to take the vitamins.”

Testing of the 2 calendar cover options (weekly vs monthly calendar) revealed that patients universally liked the idea of the calendar to track their daily dosing and treatment. One patient noted: “The calendar can show me the days I have taken the medicine.” However, there was no clear preference for the weekly or monthly option. Health workers expressed mixed sentiments. Some liked that it would help patients track their medications, whereas others were concerned that it would duplicate work they are already doing: “It would be extra work for patient and health care worker.”

Of the 3 Ugandan imagery prototypes tested, most patients (5 of 7) preferred the map of Uganda over the images of Lake Victoria and a Ugandan textile. There was no consensus among health workers. However, patients and health workers believed the map was useful because it indicated that TB treatment is a national effort, and patients stated that they would use the map for directions when traveling: “It is our country, if I am going anywhere I can refer to the map.”

**Pill Packaging Envelope Content**

Among the educational messages tested, the before-and-after treatment photo of a patient with TB was preferred to the TB treatment cartoon. Health workers believed the before-and-after photo was a powerful reminder of the consequence of nonadherence but were still concerned that it might propagate stigma: “It is a beautiful message but can lead to stigma if someone else sees it.” In the before-and-after photo of a patient with TB, we used circular arrows to show the link between the before image and the after image. Health workers did not like the circular arrows because they suggested a cycle and were concerned that the image represented an extreme case of TB that might not be relevant to the majority of patients: “The picture shows the worst stage you can die, not all patients get wasted like that.” However, all patients believed the images were motivating: “It encourages me to take my medicine; if I don’t take, I will look like this.” Conversely, the TB treatment cartoon was misunderstood by every patient.

There was enthusiasm among both health workers and patients for multiple personal messages. Connecting patients directly to their health worker through the health worker introduction was favored by all patients, especially the inclusion of the health worker’s phone number: “I can easily call or consult my health worker.” The tailored message was universally liked because it addressed patient concerns such as protecting their family and educating others: “If another person has the condition, I can show it.” Patients and health care workers liked the space for custom messages and stated that they wanted their health worker to “add that TB is curable to give hope.” Two patients and all providers requested that the education have more pictures and less text to support individuals with language and literacy challenges.

We tested the 12 unique icons against each other in each category. There was no consensus on the daily dosing icon. Patients liked the sun image because it implied that medications were to be taken during the day. Health care workers preferred the image with a sun and moon because it allowed customization of the dosing time but were concerned that it might be misinterpreted as twice daily dosing. There was universal consensus on the take-pills-by-mouth image, where the majority preferred the image with the side profile and hand holding the pill. For the phone call icon, patients preferred the image with the phone and “0 UGX” (ie, 0 Ugandan schillings) at the bottom because it was most clear. Providers either had no preference or agreed with the patient choice. The biggest concern remained the need to reinforce that this was a toll-free call.

**Pill Packaging Wayfinding**

Patients and health workers preferred the graphics that clearly defined the direction of pill taking, but there was no consensus on whether this should include the chevron or serpentine pattern. Instead of taking the pills in a left-to-right direction across rows, they preferred to take the pills from the top to the bottom of the pill pack. Patients and health workers preferred color to black-and-white prototypes.
**Patient Call-In Experience**

We tested 7 themes of audio messaging. The themes that were universally preferred by health workers and patients were reassurance that TB is curable; prevention, especially messages about how to protect others; and encouragement. Patients also preferred compassionate messages from health workers: “Ask if I am ok, have I treated my body well?” Providers additionally preferred messages about adherence and appointment reminders.

**Iteration to Final Prototype**

We adapted the final prototype described here for the 2 phases of TB treatment (initiation and continuation), which have different pills, doses, and pill packaging shapes (Figures 4 and 5). The form factor included a cover flap with 2 different image options (a map of Uganda or a weekly calendar). This design maintained discretion (design opportunity 1) by providing an unlabeled cover. The covers had more than 1 image to avoid the risk that, with time, a single image would become associated with TB.

**Figure 4.** Final prototypes of the form factor, content, and wayfinding for the intensive phase of tuberculosis (TB) treatment (first 2 months). A front flap was added to the envelope to conceal the medications with an image of either a calendar (1) or a map of Uganda (3). The wayfinding (2) used color and a chevron pattern with mobile phone icons to indicate dosing days and pill-taking order. The inside covers were customized to include a personal message and contact information for local health workers (2), pictorial pill-taking instructions (3), and several sticker designs to be chosen by the patient (1). Intensive-phase stickers focused on coughing technique when a person may still be infectious and the importance of medication adherence to return to health. Translation of Luganda: personal messages from health worker: “Hello! My name is ____. I am your health worker. Please take your tablets daily. You can be cured! My telephone number: ____”; coughing technique sticker: “Protect your loved ones. Cover your mouth when you cough to prevent the spread of TB.”; blank sticker space: “Place sticker here”; icons: “Take ____ tablets every day”, “Morning”, “Night”, “Take tablets”, “With water”, “Make call”.

The final pill pack content included a number of unique features:

- A compassionate message from the health worker with space to write the health worker’s name and phone number in order to support this important relationship (design opportunity 4) and to personalize the pill package experience (design opportunity 5).
- Instructional visual icons, which went through multiple iterations of changes to ensure appropriate interpretation (design opportunity 7). Notable changes included separate...
icons of a sun and moon to allow patients to select their dosing time, and an icon to indicate that medications should be taken with water so as to not to risk nonadherence for people experiencing food insecurity.

- A customizable section on the inside flap with an option to choose 1 of 3 educational or motivational stickers: a before-and-after picture to reinforce treatment adherence (design opportunity 3), which we adapted from feedback to include a less cachectic person and bidirectional rather than circular arrows (design opportunity 7); a cough technique illustration tailored for patients in the initiation phase to support infection control (design opportunity 6); and an illustration tailored for patients in the continuation phase showing that treatment completion leads to cure (design opportunity 3) (Figures 4 and 5).

Figure 5. Final prototypes of the form factor, content, and wayfinding for the continuation phase of tuberculosis (TB) treatment (final 4 months). A front flap was added with an image of either a calendar (1) or a map of Uganda (3). The wayfinding (2) used color and a chevron pattern with mobile phone icons to indicate dosing days and pill-taking order. The inside covers were customized to include a personal message and contact information for local health workers (1), pictorial pill-taking instructions (3), and several sticker designs to be chosen by the patient (2). Both continuation phase stickers focused on the importance of medication adherence, even when a person is feeling better, until the end of treatment. Translation of Luganda: personal messages from health worker: "Hello! My name is _____, I am your health worker. Please take your tablets daily. You can be cured! My telephone number: _______; adherence sticker: "I know you feel better now, but TB hasn’t yet been cured. Please continue taking your medicines."; blank sticker space: "Place sticker here"; icons: "Take _____ tablets every day", "Morning", "Night", "Take tablets", "With water", "Make call".

All of these images prioritized visual graphics over text per our user feedback and design opportunity 7.

The wayfinding graphics were multicolored with a graduated chevron pattern and serpentine directional arrows to guide pill taking (design opportunity 2). We adjusted this pattern to honor the cultural norm by changing the direction of pill taking to flow from top to bottom in columns and included colors that had been tested and approved by patients (design opportunity 7).
A total of 20 audio messages were recorded by local health workers (Textbox 1). We recorded 10 general messages, each beginning with a personal introduction: “Hello, I am your health worker...” (design opportunities 4 and 5). The themes of the general messages included gratitude, that TB is curable, and the importance of adherence. We tailored 5 messages to patients in the initiation phase with the themes of prevention and that TB is curable, and 5 messages to the continuation phase with themes of gratitude and adherence.

Textbox 1. Final audio messages.

**GENERAL (10 messages played through entire treatment):**

**Gratitude**
- Hello, I am _____ your health worker. Thank you for taking you medicines.

**Adherence**
- Hello, I am _____ your health worker. If you finish taking all medicines, you will be cured.
- Hello, I am _____ your health worker. It is essential that you take your medicines. It will lead you to the cure.
- Hello, I am your health worker. Continue to take your tablets each and every day!

**Encouragement**
- Hello, I am your health worker. Do not lose hope!
- Hello, I am _____ your health worker. Finishing these tablets will restore your strength. Keep it up!

**Compassion from health worker**
- Hello, I am your health worker. We believe in you.

**Prevention**
- Hello, I am your health worker. Cover your cough and take your medicines to protect your family and friends.
- Hello, I am your health worker. Please contact me if you feel unwell.

**Sputum checkup (time specific)**
- This is your reminder to go to clinic and get your sputum checkup. This will help us know whether you are getting better or not.

**INITIATION MESSAGES (5 messages only played in initiation phase):**

**Reassurance that tuberculosis (TB) is curable**
- TB is curable if you take your medicine following the health workers’ instructions.
- Thank you for taking your tablets every day. You will grow stronger and in 6 months you can be cured.
- The infection is curable. Remember, you will not have it for life.

**Prevention**
- Protect your family and friends. Please take your tablets daily.
- Please bring coughing relatives with you for checkup.

**CONTINUATION (5 messages only played in continuation phase)**

**Adherence**
- Thank you for taking your medication. By taking your medication every day, you can be cured at the end of 6 months.
- If you don’t take all of your pills, you can get sick again. Thank you.
- You may not feel sick, but TB is still in your body. Please take your tablet for the remaining months to be cured.
- TB can come back if you do not complete your treatment. Take your tablets every day.

**Prevention**
- Prevention begins with you. Complete your treatment and ensure your health.
Discussion

Principal Findings

In this study representing the ideation phase of HCD research, we adapted existing features of 99DOTS—a low-cost DAT—to better meet user needs and impact TB medication adherence in Uganda. We leveraged the insights and design opportunities identified from the previous inspiration phase to guide tangible, user-centered design alterations to the 99DOTS platform [27,31]. We first identified key components of the 99DOTS platform for customization: the envelope and patient call-in experience. Through a series of brainstorming sessions, we developed a wide range of ideas that we then narrowed based on feasibility and grounding in the outlined design opportunities. We then field tested the resulting prototypes through iterative cycles of feedback and design to create the final prototype that we used in an ongoing stepped-wedge trial of the 99DOTS technology in Uganda.

Current data indicate that the potential impact of DATs has been hindered by a failure to meet the needs and desires of patients and health workers [18,32,33]. As widespread deployment of DATs continues in several high-burden TB countries [14,19], multinational agencies have called for more detailed stakeholder engagement in an effort to adapt these technologies [15,21,34]. The disconnect between currently available technologies and the needs and desires of users has been notable in multiple settings [18,20,33,35-38]. Specifically, evaluations of the 99DOTS platform have highlighted reduced patient contact [18,19], a lack of personalized engagement between providers and patients [20,39], limited patient literacy [33], and ongoing stigma resulting in health care avoidance as key barriers to the successful rollout of 99DOTS [20,38]. In addition, the inspiration phase of our research further highlighted the use of packaging as a reminder system (insight 2), the importance of defining health per local constructs (insight 3), and the need to educate patients about their disease (insight 6). To address these barriers to the adoption and implementation of 99DOTS, our adapted 99DOTS platform includes visuals to guide pill-taking behavior, discreet images depicting messaging about health as a return of strength, and culturally and linguistically tailored educational and motivational messages from health workers.

The WHO’s Handbook for the Use of Digital Technologies to Support Tuberculosis Medication Adherence recommends that, when implementing digital health solutions, it is necessary for implementors to thoroughly assess the context of the health care system and position the patients at the center, with their needs and challenges incorporated into the implementation and decision-making process [11]. HCD, when done correctly, facilitates this process by providing a structured, user-centered approach to iteratively develop solutions that target barriers and facilitators identified in formative research. Determining how best to address barriers and facilitators is a key challenge for implementation science. Our previous experience [40], as well as that of others, shows that implementation failures are common, even when interventions are informed by implementation theories or frameworks [41-43]. To overcome this challenge, HCD allows for a broad range of solutions to be considered and either rejected or refined through user testing prior to large-scale implementation studies. Although HCD is relatively new in global health research, there are now several examples of HCD-informed approaches in addressing implementation problems. In Kenya, Catalani et al used HCD to create a TB clinical decision support system to improve uptake of TB prevention therapy among people living with HIV [26], and a group in Colombia recently demonstrated the use of HCD to develop 4 novel prototypes to improve cervical cancer screening [44]. These examples, in addition to our work, add to the growing literature on the potential benefits of using the HCD approach in addressing implementation barriers.

Limitations

Our study has several important limitations. The outputs of brainstorming sessions in part reflect the participants included. While we did not include patients and health workers for logistical reasons, the sessions included a diverse group of designers and researchers, including Ugandan social scientists and public health researchers. The relatively small number of patients available to be interviewed for prototype testing is a limitation, though patient perspectives obtained during the prior phase of research informed the initial prototypes. We plan for additional patient interviews to obtain further feedback during the subsequent implementation phase of the project.

Conclusions

We adapted a DAT to the expressed needs and desires of health workers and TB patients using HCD methodology. The results of our ongoing trial will confirm whether the adaptations made to strengthen connections between 99DOTS and its intended users result in improved TB medication adherence and treatment outcomes.
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Abstract
Background: The psychological effects of the COVID-19 government-imposed lockdown have been studied in several populations. These effects however have not been studied in adult populations with attention deficit/hyperactivity disorder (ADHD).

Objective: We wanted to investigate the psychological effects of the COVID-19 imposed lockdown on an adult population with ADHD.

Methods: We conducted a cross-sectional survey by administering the Patient Health Questionnaire-9, Generalized Anxiety Disorder Scale-7, Brief Adjustment Scale-6, Perceived Stress Scale, and Multidimensional Scale of Perceived Social Support to a pragmatic sample of adults with ADHD.

Results: In total, 24 individuals (male: n=18, 75%; female: n=6, 25%; age: mean 21.75 years, SD 1.85 years) were included in this study. The adults with ADHD we surveyed had significant levels of emotional distress during the COVID-19 pandemic period. However, there was no evidence of significant deterioration to the mental health of our sample during the COVID-19 pandemic.

Conclusions: When treatment for ADHD is maintained, the effects of the COVID-19 pandemic on the mental health of adults with ADHD are mild. Targeted psychological interventions may be useful in such circumstances.

Keywords: adult ADHD; pandemic; lockdown; COVID-19; well-being; psychological; intervention; ADHD

Introduction
Attention-deficit/hyperactivity disorder (ADHD) is one of the most common neuropsychiatric conditions. The pooled worldwide prevalence of ADHD is estimated to be approximately 5% in school-aged children, and impairing symptoms have persisted in adulthood in up to 65% of cases. The pooled estimated prevalence of ADHD in adults is approximately 2.5% [1]. ADHD is characterized by a persistent and impairing pattern of inattention and hyperactivity/impulsivity that causes significant impairment across many domains of mental health [2]. Along with these 3 main symptoms, people with ADHD also present with deficits in executive functions, behavior and emotion regulation, and motivation [3].
In December 2019, an outbreak of a novel coronavirus pneumonia occurred in Wuhan (Hubei, China), and subsequently attracted worldwide attention [4]. As a result, countries around the world introduced public health policies that have been commonly called a lockdown. These policies, which include individuals isolating at home and only allowing necessary movement, were intended to reduce the spread of the virus. The United Kingdom was put into lockdown on March 23, 2020.

As the lockdown progressed, concerns were raised about the effect of this lockdown on the mental health of individuals [5]. A general population survey administered by Ipsos MORI [6] has revealed widespread concerns about the impact of social isolation and social distancing on a person’s well-being, such as increased anxiety, depression, stress, and other negative feelings.

The mechanism behind the impact of the lockdown can be understood by considering the lockdown as an event that has created stressful life events in a person’s life. Stressful life events are described as discrete, quantifiable circumstances that can have a severe negative impact. A wealth of published evidence has shown that life event stressors are associated with the onset of depressive episodes and that there is a dose-response relationship between these stressors and depressive episodes [7]. Stressors are associated with severe initial depressive symptoms in both adult patients [8] in nonpatient community samples [9].

Stress is generally conceptualized as a negative cognitive-emotional state caused by an individual’s perception of difficulty in adjusting to or managing life events [10]. Studies have shown that adults with ADHD have elevated physiological stress responses and higher levels of self-reported subjective stress compared to nondiagnosed controls [11,12]. In fact, the levels of stress for adults diagnosed with ADHD appear elevated in the presence of a stressor and in anticipation of the stressor. In addition, a study has suggested that adults with ADHD have greater difficulty in recovering from elevated stress levels than adults without ADHD [12], indicating that persons with ADHD may also face challenges in recovering from stress.

Based on this context, we believe that adults with ADHD are disproportionately affected by the lockdown compared to other populations. We therefore administered a survey to a group of adults with ADHD to investigate the psychological effects of the COVID-19 imposed lockdown on this population, understand this population’s needs, and provide appropriate support.

Methods

We conducted a cross-sectional survey study. The convenience sample was derived from the caseload of the ADHD and Autism Service at South West Yorkshire Partnership NHS Foundation Trust. The ADHD and Autism Service provides input to approximately 1.2 million people in West Yorkshire, England, for people with ADHD and autism. The ADHD and Autism Service can only offer pharmacological interventions to people with ADHD aged >25 years. Therefore, only people aged <25 years were eligible for this study. Our survey was considered a service improvement activity because the results of the survey were to be used to identify people who were suitable for COVID-19–specific psychological intervention.

Our cohort consisted of 94 individuals with a preestablished diagnosis of ADHD (male: n=75; female: n=19) who were first contacted on May 18, 2020, for a period of 2 weeks over the telephone. After 3 unsuccessful attempts of making contact with an individual, the person was considered not-responding, and no further attempts were made. All individuals were receiving pharmacological treatment.

For the people who did respond to the telephone call, after the purpose of the well-being survey was explained using a predetermined script, the Patient Health Questionnaire-9 (PHQ-9) [13], Generalized Anxiety Disorder Scale-7 (GAD-7) [14], Brief Adjustment Scale-6 (BASE-6) [15], Perceived Stress Scale (PSS) [16], and Multidimensional Scale of Perceived Social Support (MSPSS) [17] were administered.

The PHQ-9 and GAD-7 use a scale of 0 (not at all) to 3 (nearly every day) to measure the severity of self-reported depression and anxiety, respectively, within the last two weeks. They have 9 and 7 questions, respectively. PHQ-9 scores ranging from 0 to 5 represent mild depression, 6-10 represent moderate depression, 11-15 represent moderately severe depression, and 16-20 represent severe depression. GAD-7 scores of ≤5 predict no anxiety, 5-9 predict mild anxiety, 10-14 predict moderate anxiety, and 15-21 predict severe anxiety.

The BASE-6 measures a person’s general psychological adjustment within the last week, with ratings between 1 (not at all) and 7 (extremely) given for each of the 6 questions.

The PSS consists of 10 items designed to assess the degree to which common life situations in the past month are deemed stressful, and responses are made using a 5-point scale (0=never, 4=very often). Individual scores on the PSS can range from 0 to 40, with higher scores indicating higher perceived stress. Scores ranging from 0 to 13 indicate low perceived stress, 14-26 indicate moderate perceived stress, and 27-40 indicate high perceived stress.

The MSPSS measures the perception of support from the following 3 sources: family, friends, and a significant other. The scale is comprised of 12 items on a 7-point Likert scale, with 4 items for each subscale. Higher scores reflect more perceived social support. Mean scores ranging from 1 to 2.9 indicate low perceived support, 3-5 indicate moderate perceived support, and 5.1-7 indicate high perceived support.

The results from these scales, along with demographic information, were recorded using Microsoft Excel. The results were then exported to IBM SPSS statistical software for analysis.

Results

Of the 94 individuals eligible for the survey, 75 were male and 19 were female. The mean age of the total sample was 22.05 years (SD 1.837 years). Of these 94 individuals, 70 (74%; male: n=57; female: n=13) were excluded from this study, either because they could not be contacted or because they refused to
take part in this study. Of these 70, 18 (26%; male: n=16; female: n=2) declined to take part in this study and 52 (74%; male: n=41; female: n=11) could not be contacted. In total, 24 patients (male: n=18, 75%; female: n=6, 25%) were included in this study.

There was no significant difference in age between males who were excluded from this study (mean 22.26 years, SD 1.86 years) and included males (mean 21.94 years, SD 1.74 years; t73=0.64; P=0.53). There was also no significant difference in age between females who were excluded from this study (mean 21.62 years, SD 2.18 years) and included females (mean 21.17 years, SD 1.83 years; t17=0.47; P=0.65).

For the 24 included participants, there were no missing data. The scores from the scales were checked for normality using the Kolmogorov-Smirnov test. All scores had a normal distribution. The mean age of all included patients was 21.75 years (SD 1.85 years). Based on our survey results, the mean PSS score was 21.5 (SD 7), the mean MSPSS score was 5.55 (SD 0.89), the mean GAD-7 score was 4.84 (SD 1.46), the mean PHQ-9 score was 10.88 (SD 6.83), and the mean BASE-6 score was 17.13 (SD 9.56).

A Pearson correlation coefficient was computed to assess the relationship between the variables. We found a positive correlation between PSS scores and GAD-7 (r=0.623; P=0.01), PHQ-9 (r=0.572; P=0.03), and BASE-6 (r=0.553; P=0.05) scores; GAD-7 scores and PSS (r=0.623; P=0.01), PHQ-9 (r=0.872; P<0.001) BASE-6 (r=0.778; P<0.001) scores; and PHQ-9 scores and PSS (r=0.572; P=0.03), GAD-7 (r=0.872; P<0.001), BASE-6 (r=0.696; P<0.001) scores. All correlations were significant at the .01 level and all tests were 2-tailed. There was no correlation between age or MSPSS scores with any other variables (Figure 1).

Figure 1. Heat map of correlations between the survey scale scores. BASE-6: Brief Adjustment Scale-6; GAD-7: Generalized Anxiety Disorder Scale-7; MSPSS: Multidimensional Scale of Perceived Social Support; PHQ-9: Patient Health Questionnaire; PSS: Perceived Stress Scale.

Discussion

Principle Results

Our study showed that the adults with ADHD we surveyed had significant levels of emotional distress during the COVID-19 pandemic. It was not clear if these levels were due to the psychological effects of the pandemic and the social changes it imposed or just what would be normally expected in this population. Furthermore, the pragmatic study design did not allow us to attribute a differential negative impact to the effect of the pandemic on this population and the general population. However, a discussion of the wider context of our findings generated some interesting ideas for future research.

In terms of anxiety, it is already known that adults with ADHD are associated with positive screening results [18]. In a sample of 141 adults with ADHD, Goniu and Moreno [19] reported that 48 (34.1%) adults met the criteria for mild anxiety, 31 (22%) met the criteria for moderate anxiety, and 18 (6.7%) met the criteria for severe anxiety. For our sample, the GAD-7 scores were in the mild to moderate range, even in the context of the global pandemic, indicating that our participants’ anxiety was not much worse than what has been previously reported.

In terms of depression, surprisingly, there was not much information in the current literature to know what the expected PHQ-9 scores would be for adults with ADHD. We know that the expected prevalence rate of PHQ-9 depressive disorders in the general population is 9.2% [20] and that the PHQ-9 scores we reported (mean 10.88, SD 6.83) reliably differentiate our study population from the general population. However, we cannot claim that this difference was a result of the impact of the pandemic, especially when the comorbidity rate for adult ADHD with major depressive disorder has been reported to be as high as 16% [21], depending on the sample.

We used the PSS to measure participants’ perception of stress. We believed that there was adequate reason for any person to be under some sort of personal stress due to the lockdown and its consequences for social life. For adults with ADHD specifically, it has been argued that their perception of stress would be even higher, as it has been suggested that adults with ADHD experience elevated perceived or subjective stress compared to adults without ADHD [22]. Our participants’
perceived stress was only slightly higher than those reported in adults without ADHD [23]. However, the standard deviation in our sample’s PSS scores suggest greater variability, which may be attributable to the social consequences of the lockdown. There is not enough research to allow us to make accurate comparisons with this scale for adults with ADHD. However, another study that used the PSS recruited a sample of people with posttraumatic stress disorder [24], and another study on people with ADHD [21] reported a lower mean PSS score than our study (mean 16.7, SD 1.6).

In terms of the level of psychological adjustment in 1 week, before we contacted our sample, their mean BASE-6 score was 17.13 (SD 9.56), which was similar to the clinical sample (mean 18.9, SD 7.0) and college student sample (mean 18.1 SD 6.8) scores reported during the evaluation of the BASE-6 [15]. However, it should be noted that the clinical and college student sample scores were reported outside of a pandemic context. Therefore, there is no evidence to suggest that the level of psychological adjustment of our sample was impaired when measured using the BASE-6. Furthermore, the reason why our participants’ BASE-6 scores were not as high as expected was not because social support was available. This is because participants’ MSPSS scores did not correlate with their BASE-6 scores.

Our participants’ mean MSPSS score was 5.55 (SD 0.89), which indicated a high level of support. Previous studies that used this scale for people with ADHD [25,26] have reported that the perception on the importance of social support between people with ADHD and people without ADHD was similar, even though the scores differed between the groups.

In this study, the GAD-7, PHQ-9, PSS, and BASE-6 scores positively correlated with each other, suggesting that in circumstances where the impact of stress is poor, psychological adjustment, mood, and anxiety will deteriorate. Based on this, it might be useful to have an available form of psychological intervention specific to current circumstances to prevent further deterioration.

We are aware that this study has several limitations; the sample size was small, the dropout rate was high, and the sample was not representative of all adults due to only including people aged 18-25 years. Despite this, our findings provided a window into how adults with ADHD fared with the social changes caused by a global pandemic that restricted their movement and relationships. In our sample, participants seemed to manage the same as their expected baseline, and this may be somewhat explained by the fact that they were able to continue their medication. Our findings also suggest that it may be useful to have an available form of psychological intervention for increasing resilience in adults with ADHD, in case other life events or a prolonged pandemic cause more severe deterioration to their mental health.

Conclusions

We expected that adults with ADHD would find the restrictions imposed by the lockdown particularly difficult to adhere to, and as a result, their mental health would be at risk of deterioration. Our findings suggest that there was evidence of mental ill health, but this was not severe or disproportionate to what was expected for this population. This may have been due to all participants continuing their pharmacological treatment for ADHD. However, due to their reported distress, a preventative targeted psychological intervention may be useful.
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Abstract

Background: The first nationwide lockdown due to the COVID-19 pandemic was implemented in Vietnam from April 1 to 15, 2020. Nevertheless, there has been limited information on the impact of COVID-19 on the psychological health of the public.

Objective: This study aimed to estimate the prevalence of psychological issues and identify the factors associated with the psychological impact of COVID-19 among the general population in Vietnam.

Methods: We employed a cross-sectional study design with convenience sampling. A self-administered, online survey was used to collect data and assess psychological distress, depression, anxiety, and stress of participants from April 10 to 15, 2020. The Impact of Event Scale-Revised (IES-R) and the Depression, Anxiety, and Stress Scale-21 (DASS-21) were utilized to assess psychological distress, depression, anxiety, and stress of participants during social distancing due to COVID-19. Associations across factors were explored using regression analysis.

Results: A total of 1385 respondents completed the survey. Of this, 35.9% (n=497) experienced psychological distress, as well as depression (n=325, 23.5%), anxiety (n=195, 14.1%), and stress (n=309, 22.3%). Respondents who evaluated their physical health as average had a higher IES-R score (beta coefficient [B]=9.16, 95% CI 6.43 to 11.89), as well as higher depression (B=5.85, 95% CI 4.49 to 7.21), anxiety (B=3.64, 95% CI 2.64 to 4.63), and stress (B=5.19, 95% CI 3.83 to 6.56) scores for DASS-21 than those who rated their health as good or very good. Those who self-reported their health as bad or very bad experienced more severe depression (B=9.57, 95% CI 4.54 to 14.59), anxiety (B=7.24, 95% CI 3.55 to 10.9), and stress (B=10.60, 95% CI 5.56 to 15.65). Unemployment was more likely to be associated with depression (B=3.34, 95% CI 1.68 to 5.01) and stress (B=2.34, 95% CI 0.84 to 3.85). Regarding worries about COVID-19, more than half (n=755, 54.5%) expressed concern for their children aged <18 years, which increased their IES-R score (B=7.81, 95% CI 4.98 to 10.64) and DASS-21 stress score (B=1.75, 95% CI 0.27 to 3.24). The majority of respondents (n=1335, 96.4%) were confident about their doctor’s expertise in terms of...
COVID-19 diagnosis and treatment, which was positively associated with less distress caused by the outbreak (B=–7.84, 95% CI –14.58 to –1.11).

Conclusions: The findings highlight the effect of COVID-19 on mental health during the nationwide lockdown among the general population in Vietnam. The study provides useful evidence for policy decision makers to develop and implement interventions to mitigate these impacts.

(JMIR Form Res 2020;4(12):e24776) doi:10.2196/24776
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Introduction
COVID-19 was first reported in December 2019 in China. It was then declared as a pandemic on March 11, 2020 [1]. Globally, there were 58,087 confirmed cases and up to 3670 fatalities, as of March 31, 2020 [2].

Vietnam detected its first two COVID-19 cases on January 22, 2020 [3]. Since then, the country has faced an increased likelihood of infection spread due to its proximity to China and its low-resource health care system. Responding to this urgency, the Vietnamese government declared COVID-19 as an epidemic on February 1, 2020. It implemented proactive actions to confront the spread of the disease [4]. The number of cases, however, increased approximately by 15-folds in 2 weeks from 15 cases on March 15, 2020, to 206 cases on March 31, 2020 [5]. Notably, the epicenter was the largest public hospital in Hanoi, Vietnam [6]. Accordingly, the government imposed the first nationwide lockdown from April 1 to 15, 2020 [7]. It was a partial lockdown that required people to stay at home (with exceptions made for the purchase of critical supplies, health emergencies, and essential workers and businesses) along with personal protective measures such as wearing face masks in public places and hand washing [7]. As the government has clearly and frequently communicated with the public about the dangers of the illness as well as preventive measures through text messages and social media, citizens are aware of the complications of the pandemic, and thus voluntarily abide regulations [8].

Several social distancing measures, such as home quarantine, school closures, and nonessential business closures, have caused negative psychological effects on populations, including depression, anxiety, and posttraumatic distress, which were also found in previous epidemics [9]. Nguyen et al [10] surveyed the early stage of the pandemic from February 14 to March 13, 2020, and found that patients with suspected COVID-19 symptoms were 2.88 times (95% CI 2.18 to 3.80) more likely to experience depression and significantly lower health-related quality of life (HRQOL) (P< .001) as compared with those without suspected COVID-19 symptoms. The study also reported that the prevalence of depression was 7.4% [10]. With dramatically increasing COVID-19 cases and a compulsory nationwide lockdown, it is anticipated that the prevalence of mental health issues in the general population in Vietnam would surge considerably. We therefore conducted this study to investigate the psychological impacts of COVID-19 among the general population in Vietnam during the first national lockdown and to identify the associated factors of these impacts.

Methods
Participants and Procedure
A cross-sectional study design was employed using a respondent-driven sampling method by distributing a self-administered survey through various social media platforms (eg, Facebook, Zalo, etc) from April 10 to 15, 2020, in Vietnam. All Vietnamese residents who were aged ≥18 years and provided informed consent were eligible to participate in the online survey.

The starting point for data collection was 1 week following the implementation of the national lockdown (April 1, 2020) to ensure that participants had been exposed to a sufficient amount of time to social distancing in order to properly measure psychological impacts over the past week [11,12]. A written informed consent was received online before the respondents answered the questionnaire. They clicked the link on the survey platform and voluntarily responded to the survey. Anonymity and confidentiality were ensured throughout the conduct of the survey.

Questionnaire
We employed a self-administered questionnaire, which consisted of three parts and could be completed in 10 minutes. The first part covered the general sociodemographic characteristics of the participants, including age, gender, area of residence, education, marital status, income, occupation, history of chronic disease, household size, current physical health status, and other basic information. The second part was composed of questions related to concerns about the COVID-19 pandemic, which were adapted from a previous study [13]. The third part of the survey included the two psychological and mental health measurement scales described below.

Impact of Event Scale-Revised
The Impact of Event Scale-Revised (IES-R) has 22 items that measure psychological distress after exposure to a crisis. The total IES-R score was categorized as normal (0-23), mild (24-32), moderate (33-36), and severe (≥37) [14]. The IES-R questionnaire has been used in the Vietnamese population in previous studies [14-16]. In this study, a score of ≥24 signified a positive cutoff point to estimate distress due to the COVID-19 lockdown [11,17].

Depression, Anxiety, and Stress Scale-21
Impacts on mental health, including depression, anxiety, and stress, were assessed using the Depression, Anxiety, and Stress...
Scale-21 (DASS-21). The questionnaire consisted of 21 items that covered three domains: depression, anxiety, and stress. The score calculation for each domain was adapted from a previous study [18]. The total score range for each domain was 0 to 42. The level of each domain was interpreted as normal (0-9), mild (10-12), moderate (13-20), severe (21-27), and extremely severe (28-42) for the depression subscale; normal (0-6), mild (7-9), moderate (10-14), severe (15-19), and extremely severe (20-42) for the anxiety subscale; and normal (0-10), mild (11-18), moderate (19-26), severe (27-34), and extremely severe (35-42) for the stress subscale. Cutoff scores of 9, 6, and 10 for the depression, anxiety, and stress subscales, respectively, were used to detect depression, anxiety, and stress. The DASS-21 questionnaire has been assessed for reliability and validity in the Vietnamese context previously [19,20].

The data collection tool was piloted in 10 individuals to further develop the questionnaire, and a few questions were adjusted in terms of language and idea expression.

Data Analysis

Descriptive statistics were used to present sociodemographic characteristics. Continuous variables were presented as mean and standard deviation if the data were normally distributed, or median and interquartile range for nonnormal distribution. To identify variables that could be associated with psychological distress, depression, anxiety, and stress, univariate analyses were performed. Subsequently, all variables with a P<.20 in the analyses were entered into the multivariate regression model [21]. The association between factors and IES-R score, and DASS-21 depression, anxiety, and stress subscale scores, were reported with beta coefficients (B) and 95% CIs. P<.05 was set as the level of statistical significance. All of the statistical analyses were performed using R software, version 3.6.3 (The R Project for Statistical Computing) [22].

This online survey was reported in accordance with CHERRIES (Checklist for Reporting Results of Internet E-Surveys) [23] (Multimedia Appendix 1).

Ethics Statement

The study protocol was approved by the Council of Medical Ethics at Thong Nhat Hospital in Ho Chi Minh City, Vietnam (number 10/BB-BVTN).

Results

A total of 1412 participants filled out the questionnaire. Of these, 1385 (98.1%) were valid for analysis. Reasons for exclusion were invalid age information (n=8), age <18 years (n=10), and respondents living outside Vietnam (n=9).

The majority of the respondents were male (n=880, 63.5%). The median age was 28 years (range 18-70 years), with 82.2% (n=1139) aged 18-39 years. In terms of area of residence, 73.0% (n=1011) lived in urban areas and 30.3% (n=419) lived in provinces or cities with COVID-19 cases. The majority obtained an undergraduate or higher degree (n=1174, 84.8%). As for employment, most were employed during the lockdown (n=895, 64.6%); a few worked from home (n=446, 32.2%) and some were unemployed (n=113, 8.2%). Most respondents (n=1243, 89.7%) had at least one chronic disease. Additional sociodemographic characteristics of participants are presented in Multimedia Appendix 2.

The total IES-R score ranged from 0 to 88 with a median of 17 (IQR 20). The DASS-21 scores ranged from 0 to 42 (median 2, IQR 8) for depression, 0 to 38 (median 0, IQR 4) for anxiety, and 0 to 42 (median 0, IQR 10) for stress. Using the cutoff points, we found that 35.9% (n=497) had psychological distress. In addition, respondents experienced symptoms of depression (n=325, 23.5%), anxiety (n=195, 14.1%), and stress (n=309, 22.3%), respectively. These results are displayed in Multimedia Appendix 3.

In multivariate regression analysis, associations were found between IES-R scores and variables marital status and health status. Respondents who were married, divorced, or widowed had higher IES-R scores compared with those who were single (B=2.60, 95% CI 0.51 to 4.69 vs B=5.23, 95% CI 0.50 to 9.95). Individuals who self-evaluated their physical health as average had higher psychological distress than those who reported good or very good health (B=9.16, 95% CI 6.43 to 11.89) (Table 1).
Table 1. Multivariate linear regression results for the Impact of Event Scale-Revised questionnaire scores and sociodemographic covariates.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years) (reference: 18-39)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>1.23 (–1.13 to 3.58)</td>
<td>.31</td>
</tr>
<tr>
<td>≥60</td>
<td>–8.36 (–17.72 to 10)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Marital status (reference: single)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2.60 (0.51 to 4.69)</td>
<td>.01</td>
</tr>
<tr>
<td>Divorced/widowed</td>
<td>5.23 (0.50 to 9.95)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Education level (reference: elementary/secondary)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>3.20 (–4.18 to 10.58)</td>
<td>.40</td>
</tr>
<tr>
<td>University/college</td>
<td>5.60 (–1.51 to 12.71)</td>
<td>.12</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>4.40 (–2.93 to 11.74)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Occupation (reference: employed)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work from home</td>
<td>0.95 (–1.24 to 3.14)</td>
<td>.40</td>
</tr>
<tr>
<td>Student</td>
<td>0.98 (–2.15 to 4.11)</td>
<td>.54</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3.32 (–0.01 to 6.65)</td>
<td>.051</td>
</tr>
<tr>
<td>Other</td>
<td>1.37 (–3.17 to 5.91)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Household size (reference: 1 member)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.86 (–0.05 to 7.77)</td>
<td>.05</td>
</tr>
<tr>
<td>3-5</td>
<td>1.65 (–1.65 to 4.95)</td>
<td>.33</td>
</tr>
<tr>
<td>≥6</td>
<td>2.24 (–1.61 to 6.10)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Children &lt;18 years old in the family (reference: no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.02 (–0.80 to 2.83)</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Chronic disease (reference: no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.38 (–1.23 to 40)</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Average income per month (million VND\textsuperscript{a}) (reference: no income)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>1.92 (–3.34 to 7.18)</td>
<td>.47</td>
</tr>
<tr>
<td>1-5</td>
<td>–0.17 (–3.27 to 2.94)</td>
<td>.91</td>
</tr>
<tr>
<td>5-10</td>
<td>1.53 (–1.46 to 4.53)</td>
<td>.32</td>
</tr>
<tr>
<td>10-20</td>
<td>–1.12 (–4.34 to 2.10)</td>
<td>.49</td>
</tr>
<tr>
<td>&gt;20</td>
<td>–0.22 (–3.75 to 3.32)</td>
<td>.90</td>
</tr>
<tr>
<td><strong>Average length of stay (hours) at home during the lockdown (reference: 0-10)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-20</td>
<td>–0.94 (–3.53 to 1.65)</td>
<td>.48</td>
</tr>
<tr>
<td>21-24</td>
<td>–2.74 (–5.60 to 0.12)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Current health status (reference: good/very good)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>9.16 (6.43 to 11.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>8.72 (–1.38 to 18.81)</td>
<td>.09</td>
</tr>
</tbody>
</table>

\textsuperscript{a}VND: Vietnam Dong.

Age, marital status, occupation, chronic disease, physical health conditions, and residents in areas with infected cases were found to be associated with depression in the multiple regression model. People aged ≥60 years were less depressed than people aged 18-39 years (B=–5.86, 95% CI –10.52 to –1.20). Married respondents had smaller depression scores than their single counterparts (B=–1.02, 95% CI –2.00 to –0.03). Those who were unemployed (B=3.34, 95% CI 1.68 to 5.01), students (B=1.76, 95% CI 0.19 to 3.32), and those who worked from home (B=1.33, 95% CI 0.24 to 2.43) had a higher risk of depression compared to employed participants. Having chronic disease was associated with higher depression (B=1.32, 95% CI 0.02 to 2.63). People with an average, bad, or very bad physical health self-assessment exhibited higher depression.
scores than those who reported good or very good health (B=5.85, 95% CI 4.49 to 7.21 vs B=9.57, 95% CI 4.54 to 14.59). People residing in provinces or cities with COVID-19 cases had an elevated risk for depression (B=1.69, 95% CI 0.83 to 2.55) compared with those who lived elsewhere (Table 2).

### Table 2. Multivariate linear regression results for the Depression, Anxiety, and Stress Scale-21 (depression subscale) with sociodemographic covariates.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years) (reference: 18-39)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>−0.12 (−1.29 to 1.05)</td>
<td>.84</td>
</tr>
<tr>
<td>≥60</td>
<td>−5.86 (−10.52 to −1.20)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Marital status (reference: single)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>−1.02 (−2.00 to −0.03)</td>
<td>.04</td>
</tr>
<tr>
<td>Divorced/widowed</td>
<td>0.41 (−1.90 to 2.73)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Education level (reference: elementary/secondary)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>−2.74 (−6.41 to 0.94)</td>
<td>.14</td>
</tr>
<tr>
<td>University/college</td>
<td>−2.65 (−6.19 to 0.89)</td>
<td>.14</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>−2.39 (−6.05 to 1.26)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Occupation (reference: employed)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work from home</td>
<td>1.33 (0.24 to 2.43)</td>
<td>.02</td>
</tr>
<tr>
<td>Student</td>
<td>1.76 (0.19 to 3.32)</td>
<td>.03</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3.34 (1.68 to 5.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>2.11 (−0.15 to 4.37)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Chronic disease (reference: no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.32 (0.02 to 2.63)</td>
<td>.047</td>
</tr>
<tr>
<td><strong>Current situation (reference: social distancing)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quarantine/isolation</td>
<td>0.62 (−0.91 to 2.15)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Average income per month (million VND <em>a</em>) (reference: no income)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>0.16 (−2.46 to 2.78)</td>
<td>.90</td>
</tr>
<tr>
<td>1-5</td>
<td>−0.54 (−2.09 to 1.00)</td>
<td>.49</td>
</tr>
<tr>
<td>5-10</td>
<td>−0.15 (−1.64 to 1.35)</td>
<td>.84</td>
</tr>
<tr>
<td>10-20</td>
<td>−0.79 (−2.40 to 0.82)</td>
<td>.34</td>
</tr>
<tr>
<td>&gt;20</td>
<td>−0.08 (−1.85 to 1.70)</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Average length of stay (hours) at home during the lockdown (reference: 0-10)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-20</td>
<td>−0.65 (−1.94 to 0.64)</td>
<td>.33</td>
</tr>
<tr>
<td>21-24</td>
<td>−0.38 (−1.8 to 1.05)</td>
<td>.60</td>
</tr>
<tr>
<td><strong>Current health status (reference: good/very good)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>5.85 (4.49 to 7.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>9.57 (4.54 to 14.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Infected cases in province/city (reference: no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.69 (0.83 to 2.55)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*aVND: Vietnam Dong.

The association between respondents’ isolation situation and current health self-assessment with symptoms of anxiety remained associated in the multivariate analysis. Isolated participants (at quarantine centers or at home) had a higher likelihood of experiencing anxiety (B=1.22, 95% CI 0.11 to 2.33). The respondents who rated their health as average (B=3.64, 95% CI 2.64 to 4.63) and bad or very bad (B=7.24, 95% CI 3.55 to 10.90) were more likely to exhibit anxiety than those who reported good or very good health (Multimedia Appendix 4).

Occupation, physical health condition, and COVID-19 cases in place of residence were factors associated with symptoms of anxiety. City dwellers had a higher likelihood of experiencing anxiety (B=1.69, 95% CI 0.83 to 2.55) compared with those who lived in rural areas (Table 2).
stress among respondents. Being unemployed or a student was associated with more stress than employed individuals (B=2.34, 95% CI 0.84 to 3.85 vs B=1.17, 95% CI 0.10 to 2.23). Participants with average (B=5.19, 95% CI 3.83 to 6.56) and very bad or bad (B=10.60, 95% CI 5.56 to 15.65) health evaluations demonstrated a higher risk for stress than those with a good or very good self-reported health status. A higher stress score was recorded among respondents who were living in areas with COVID-19 cases (B=0.92, 95% CI 0.08 to 1.76) (Multimedia Appendix 5).

The results for univariate linear regression for the IES-R and DASS-21 scales and sociodemographic factors are presented in Multimedia Appendix 6.

We found that 96.4% (n=1335) of Vietnamese residents were confident of their doctor’s expertise on COVID-19 diagnosis and treatment. Most believed that they were at a low likelihood of contracting COVID-19 (n=841, 63.3%) and perceived that they could survive if they were infected (n=1189, 85.9%). More than half expressed concerns for their children who were under the age of 18 years (n=755, 54.5%) as well as for other family members (n=892, 64.5%). In the multivariate regression analysis, the likelihood of surviving if infected remained statistically associated with the DASS-21 depression and anxiety subscales. Having concerns about children aged <18 years were associated with IES-R score and DASS-21 stress. Respondents who held a particular belief about their likelihood of surviving if infected (ie, somewhat likely, not very likely, and not at all likely) experienced more depression than those who did not know their likelihood (B=2.07, 95% CI 0.59 to 3.55, B=4.10, 95% CI 1.47 to 6.72 vs B=8.67, 95% CI 0.14 to 17.19). In addition, those who believed that they were somewhat likely to survive if infected with COVID-19 were more anxious than those who did not know their likelihood (B=1.21, 95% CI 0.15 to 2.27). Those who were worried about their children aged <18 years had increased IES-R and DASS-21 stress scores than those without children aged <18 years (B=7.81, 95% CI 4.98 to 10.64 vs B=1.75, 95% CI 0.27 to 3.24). Participants who were somewhat worried about children aged <18 years also experienced greater psychological distress (B=3.19, 95% CI 0.61, 5.78). The results for the analysis of the association between concerns related to the COVID-19 pandemic and psychological distress, depression, anxiety, and stress are shown in Multimedia Appendices 7 and 8.

Discussion

Principal Findings

Our study investigated in detail the psychological and mental health impacts of the COVID-19 pandemic on the general population in Vietnam during the first nationwide lockdown. The findings revealed that more than one-third of respondents experienced psychological distress (35.9%), nearly one-quarter exhibited depression and stress (23.5% and 22.3%, respectively), and 14.1% experienced anxiety. The prevalence of the depressed population in the present study was higher than that reported by Nguyen et al [10]; their study investigated outpatients in hospitals and health centers in Vietnam from February 14 to March 13, 2020, and found that 7.4% of the sample exhibited symptoms of depression. There may be some explanations for this discrepancy. First, in February, Vietnam had not implemented compulsory social distancing at the national level while strictly large-scale social distancing substantially increased anxiety, depression, loneliness, and substance use [24]. Second, our questionnaire was distributed via social media platforms, which might involve people who were more concerned about the pandemic and thus there might be a high probability of exposure to misinformation and fake news that could elevate depression rates [25]. Moreover, different measurement scales could be attributed to different prevalence.

Our research findings also suggested factors associated with psychological and mental health impact, which may identify vulnerable populations, such as unemployed individuals, those with a bad or very bad self-reported physical health status, or those living in areas with COVID-19 cases.

Our results confirmed previous research, which found that employment could be a protective factor for mental health during the pandemic [26]. Additionally, participants working from home were more prone to depression than those who returned to their workplaces. This could be due to reduced social interactions and more distractions from pandemic-related news among people working from home, which might increase their depression. Unemployed people were deemed to have the worst psychological and mental health status among occupations in our study, experiencing distress, depression, and anxiety. Indeed, the Vietnamese government has implemented some interventions for this vulnerable population, such as an interim relief package (63 trillion VND) for specific people during the pandemic (eg, furloughed workers, unpaid leave workers, freelancers, the poor, or near-poor individuals, etc) [4]. These short-term interventions could partly mitigate socioeconomic burden. However, to ensure socioeconomic stability during future pandemics, long-term interventions, such as strengthening health care systems and having social protection schemes, should be taken into consideration [4].

Previous studies have shown that poor health status was a negative factor for mental health during the pandemic [10,13,27], which was also seen in our study. Notably speaking, residents in provinces or cities where there were COVID-19 cases were more sensitive to depression and stress. This increase in depression could be influenced by the fear of contracting an infection by living in higher-risk areas. Shi et al [26] showed that people living in higher-risk areas (Hubei) significantly experienced depression, anxiety, insomnia, and acute stress than those living in other areas. This may suggest that public health interventions should be focused on these vulnerable areas.

Nguyen et al [10] revealed that married individuals expressed a lower HRQOL during the COVID-19 pandemic, implying that married participants experienced psychological distress during the COVID-19 lockdown [10]; this was also seen in our study. However, married individuals tended to have lower depression than single individuals during this period. This could be explained by the strong association between loneliness and depression during the lockdown, where married people were less lonely than single people [28].
In terms of concerns related to COVID-19, the majority of participants (n=1189, 85.8%) perceived a high likelihood of surviving if they were infected with COVID-19. This was consistent with a prior study [13]. This can be inferred from their belief in their doctors’ capacity to treat COVID-19; in fact, more than 95% (n=1335) of Vietnamese citizens were somewhat or very confident about their health care professionals. This can lead to a decrease in the public’s distress level during the pandemic. Another positive finding observed was that those who perceived a reduced likelihood of contracting COVID-19 exhibited less distress during the lockdown. These findings point to the benefits of using contact tracing apps, such as Bluezone [29]. Not only does this intervention effectively support the epidemiological investigation, but it also reduces anxiety among those who were more likely to get exposed to COVID-19 (eg, taxi drivers).

With regards to concerns about family members, people with children younger than 18 years worried more and experience heightened distress, anxiety, and stress. This reflects Vietnamese culture as citizens often live in a three-generation household. Therefore, community interventions that aim to enhance health awareness in order to reduce risk and promote resilience among vulnerable populations are needed. These actions can also help strengthen our long-term response to the pandemic and prepare more effectively for future public health emergencies [30,31]. It suggests that providing reliable and accurate health information through health education or consulting programs, targeted at protecting children and the elderly, could help decrease the mental health impact of the lockdown on family members [32,33].

**Strengths and Limitations**

This study had some strengths. First, it provided comprehensive information on the prevalence of psychological and mental health impacts of COVID-19 during the first nationwide lockdown. It used IES-R to measure the public crisis impact of the lockdown, and DASS-21 to capture the population’s depression, anxiety, and stress levels. Both scales complemented each other to provide a comprehensive picture of the psychological and mental health impact of the first nationwide lockdown in Vietnam. Second, we investigated the public’s concerns on COVID-19, which played a useful role in determining which public health interventions might be implemented to mitigate the impact. Third, areas with COVID-19 infections were also pointed out in our findings as vulnerable areas, where citizens may be more likely to experience mental health issues. This suggests that more action plans should be considered in these areas, which could control the disease effectively and reduce psychological impacts.

Several limitations existed in the study as well. First, the online survey with convenience sampling might limit the representativeness of the study. Second, measurement tools were self-assessed by participants, which might possess social bias. Third, the study design was cross-sectional, which reflects the population at the study time point and limits a causal relationship. However, in the context of nationwide social distancing, which restricted face-to-face interviews, and the need to carry out data collection in a short time period, these limitations were inevitable. Regardless, further studies are needed to assess possible long-term psychological and mental health impacts of COVID-19 on the population. In addition, as social distancing during the pandemic has been implemented in many countries and the use of web-based tools to measure psychological impacts has been increasing [34,35], more studies in this field are needed to evaluate these tools.
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Abstract

Background: Telepsychiatry enables patients to establish or maintain psychiatric care during the COVID-19 pandemic. Little is known about the factors influencing patients’ initial decisions to participate in telepsychiatry in the midst of a public health crisis.

Objective: This paper seeks to examine factors influencing patients’ initial decisions to accept or decline telepsychiatry immediately after the stay-at-home order in Michigan, their initial choice of virtual care modality (video or telephone), and their anticipated participation in telepsychiatry once clinics reopen for in-person visits.

Methods: Between June and August 2020, we conducted a telephone-based survey using a questionnaire comprising 14 quantitative and two qualitative items as part of a quality improvement initiative. We targeted patients who had an in-person appointment date that fell in the first few weeks following the Michigan governor’s stay-at-home order, necessitating conversion to virtual visits or deferment of in-person care. We used descriptive statistics to report individual survey responses and assess the association between chosen visit type and patient characteristics and future participation in telepsychiatry using multivariable logistic regression.

Results: A total of 244 patients whose original in-person appointments were scheduled within the first 3 weeks of the stay-at-home order in Michigan completed the telephone survey. The majority of the 244 respondents (n=202, 82.8%) initially chose to receive psychiatric care through video visits, while 13.5% (n=33) chose telephone visits and 1.2% (n=3) decided to postpone care until in-person visit availability. Patient age correlated with chosen visit type (P<.001; 95% CI 0.02-0.06). Patients aged ≥44 years were more likely than patients aged 0-44 years to opt for telephone visits (relative risk reduction [RRR] 1.2; 95% CI 1.06-1.35). Patient sex (P=.99), race (P=.06), type of insurance (P=.08), and number of previous visits to the clinic (P=.63) were not statistically relevant. Half of the respondents (132/244, 54.1%) stated they were likely to continue with telepsychiatry even after in-person visits were made available. Telephone visit users were less likely than video visit users to anticipate future participation in telepsychiatry (RRR 1.08; 95% CI 0.97-1.2). Overall, virtual visits met or exceeded expectations for the majority of users.
Conclusions: In this cohort, patient age correlates with the choice of virtual visit type, with older adults more likely to choose telephone visits over video visits. Understanding challenges to patient-facing technologies can help advance health equity and guide best practices for engaging patients and families through telehealth.

(JMIR Form Res 2020;4(12):e25469) doi:10.2196/25469
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Introduction

With the outbreak of COVID-19, many health care centers were forced to quickly modify their protocols and accept new modes of health care delivery. In-person routines and nonessential services were cancelled in an effort to protect both patients and frontline health care providers. New telehealth programs were swiftly implemented, and existing programs were expanded to provide ongoing access to care while simultaneously promoting physical distancing [1-3]. Federal and state governments as well as commercial insurers rapidly eased telehealth regulations [4]. The percentage of psychiatrists seeing more than three-quarters of their patient caseload via telehealth reached an unprecedented magnitude during the pandemic (85%) compared to before the pandemic (2.1%) [5]. This accelerated uptake contrasts starkly with the slow rate of engagement noted since the inception of telepsychiatry in 1956 [6-8].

For decades, telepsychiatry has enabled clinicians to deliver an array of mental health services in real time over virtual platforms. It provides health care access to a wider variety of populations residing in areas with limited community clinics, reduces the burden of disease, enhances models of integrated care, eliminates travel costs and logistics, and remains comparable in efficacy to conventional in-person mental health treatment [8,9]. Until recently, the uniform adoption of telepsychiatry by patients and families was limited by several barriers, including technology use, provider-patient relationships, and a lack of awareness of its existence [10].

Despite the rapid expanse of telepsychiatry during the COVID-19 pandemic, for most people, telepsychiatry was a novel and unfamiliar way of engaging in care [11]. Little is known about the factors influencing patients’ decisions to participate in telepsychiatry in the midst of a public health crisis. The aim of this paper is to examine the factors that influenced patients’ initial decisions to accept or decline telepsychiatry immediately after the issuance of the stay-at-home order in the United States. The Outpatient Psychiatry Clinics had converted 100% of in-person visits to virtual care, and the Psychiatry Department had become the lead department in telehealth for Michigan Medicine, followed by Neurology (62%) and Family Medicine (45%).

In April 2020, a multidisciplinary team from the Psychiatry Department and the Office of Patient Experience designed a telephone-based survey as part of a quality improvement (QI) project to evaluate the rapid scaleup of telepsychiatry and better understand patient experiences. The survey data were obtained as part of a strict QI initiative and as such did not require Institutional Review Board oversight. The telephone survey was conducted between June and August 2020 and targeted patients who had an in-person appointment date that fell in the first few weeks following the Michigan governor’s stay-at-home edict, necessitating conversion to virtual visits or deferment of in-person care. A total of 1030 patients who had an appointment scheduled between March 23 and April 13, 2020, were called, and 431 patients answered the call. Among these, 65 declined to participate in the survey, 113 asked to be recontacted at a more convenient time, and 9 were wrong numbers. A total of 244 patients participated in and completed the survey. This accounts for a response rate of 56.6% (231/424), which matches the overall response rates of Michigan Medicine (~50%) and the state (47.3%) for telephone surveys [13].

Recruitment

The choice of telephone to contact participants offered a valuable opportunity to reach patients who lack the technological access required for a web-based or email survey. Seven volunteer interviewers, four medical students and three undergraduate students, completed a web-based Health Insurance Portability and Accountability Act (HIPAA) training module. They were instructed to follow Office of Patient Experience patient telephone call guidelines, which capped the maximum number of calls to each patient at two. They received a script to read at the beginning of each telephone call to give respondents the opportunity to make an informed decision and accept or decline the survey. Parents or proxies were interviewed on behalf of patients who were <11 years of age. In addition,
adults were given the option to have a proxy answer the questionnaire on their behalf.

**Telephone-Based Questionnaire**

The work group generated a 16-item questionnaire comprising 14 quantitative and 2 qualitative items, including the participant’s initial choice of visit type after the stay-at-home order, factors influencing this choice, digital platform use, experience with digital technology, future participation in telepsychiatry when clinics reopen for in-person visits, and readiness to resume in-person visits during the pandemic. We defined telepsychiatry as synchronous live mental health services delivered via video or telephone by a mental health clinician, such as a physician, nurse practitioner, psychologist, or social worker. An electronic version of the questionnaire was created using Qualtrics survey software. We adopted a quantitative approach by creating multiple-choice survey questions with predetermined answer options as well as Likert scale questions. Two open-ended questions were included to gather elaborated comments about respondents’ overall expectations of virtual visits and to welcome any additional reflections at the end of the survey. The participants’ demographics and number of previous clinic visits were extracted from the Epic EMR. The survey respondents were asked to answer questions based on their experience with the initial modality they selected. Patient age correlated with initial choice in visit type (P=.002), and the association remained after adjustment for sex, race, type of insurance, and number of previous visits (P<.001; 95% CI 0.02-0.06). Patients aged ≥44 years were more likely than patients aged 0-44 years to opt for telephone visits (relative risk ratio [RRR] 1.2; 95% CI 1.06-1.35). A slightly higher percentage of Asian respondents surveyed (10/11, 90.9%) chose to receive psychiatric care through video visits, followed by White respondents (159, 84.1%) and Black respondents (21/26, 80.7%); this difference was not statistically significant (P=.06). The patients’ sex (P=.99), race (P=.06), type of insurance (P=.08), and number of previous clinic visits (P=.63), delineating new and pre-existing patients, were not statistically relevant.

**Factors Influencing Initial Choice of Video Visits**

Out of the 805 responses gathered, the main factors influencing the respondents’ decision to attempt a video visit included finding video visits more convenient (n=139, 17%), feeling comfortable with the technology (n=135, 17%), and feeling comfortable with a video visit in general (n=110, 14%). The influencing factors indicated by the respondents and their proportions are shown in Figure 1.
Factors Influencing Initial Choice of Telephone Visits

A total of 43 responses were collected. Most respondents who chose telephone visits indicated that they felt more comfortable with the telephone (n=11, 26%), had complications with video visits in the past (n=6, 14%), or did not have appropriate technology for video (n=5, 12%) The influencing factors indicated by the respondents and their proportions are shown in Figure 2.

Factors Influencing Initial Choice of In-Person Visits

The 3 patients who opted to wait for in-person visits indicated a preference for face-to-face visits, with 1 participant (33%) also reporting lack of comfort with the video visit technology.

Participant Experiences With Virtual Visits

Among the 235 patients who elected to receive psychiatric care virtually (either video or telephone visits), 220 (93.6%) reported that virtual visits met or exceeded expectations (“as expected,” (n=126, 53.6%), “somewhat better than expected” (n=42, 17.9%), and “much better than expected” (n=52, 22.1%), with many participants indicating initial hesitation with virtual visits that were ultimately resolved with experience.

Video Visits

Video visits were generally conducted via a Michigan Medicine Patient Portal application (149/202, 73.7%), although several other platforms were used. Use of the video technology was regarded by the 202 respondents as being either “extremely easy” (n=115, 56.9%), “somewhat easy” (n=41, 20.3%), “neither easy nor difficult” (n=16, 7.9%), “somewhat difficult” (n=23, 11.4%), or “extremely difficult” (n=7, 3.5%). Parents of pediatric patients commented that they preferred the video
platform for virtual care because it was more engaging than telephone visits.

**Telephone Visits**

Some patients commented that telephone visits were particularly advantageous when their internet connection was too unstable to access video technology or when the video platforms were otherwise problematic.

**Anticipation of Virtual Care Participation After Clinics Open for In-Person Visits**

Approximately half of the respondents (132/244, 54.1%) stated that they were likely to continue with telepsychiatry visits even after in-person visits were made available. Patients who selected telephone visits were less likely than video visit users to anticipate participation in virtual care in the future (RRR 1.08; 95% CI 0.97-1.2). Factors influencing the decision to continue with virtual visits generated 235 answers and encompass convenience (n=149, 39%), reduced ability to contract COVID-19 (n=138, 36%) especially for those who reported having underlying medical conditions, and provider availability (n=40, 10%). Most patients who found the video technology extremely easy to use (115/202, 56.9%) indicated that they were either extremely likely (50/115, 43.5%) or somewhat likely (20/115, 17.4%) to continue with telepsychiatry visits after the clinics opened. Respondents who did not want to continue with virtual visits expressed a preference for face-to-face visits and a lack of comfort with the digital technology as the top two contributing factors. Parents of pediatric patients commented that their child had difficulty focusing and building a therapeutic relationship with their provider during virtual visits. The influencing factors indicated by the respondents and their proportions are shown in Figure 3.

**Figure 3.** Factors influencing anticipated participation in virtual care after clinics open for in-person visits.

**Comfort With Returning to In-Person Visits During the COVID-19 Pandemic**

All survey respondents were asked about their comfort with returning to in-person visits during the pandemic. Almost half of the patients (114/244, 46.7%) indicated that they were comfortable (ie, “extremely comfortable” or “somewhat comfortable”), while 105/244 (43.0%) were not. Among factors influencing patient comfort, perceived precautions by clinics to ensure COVID-19 protection accounted for 21% of the responses (182/885) followed by provider (140/885, 16%), state (105/885, 12%) or federal (71/885, 8%) recommendations regarding return to clinic, and provider availability (121/885, 14%). Several patients commented that the availability of a COVID-19 vaccine would influence their comfort with returning to in-person visits during the pandemic, while others wanted evidence of declining infection.

**Discussion**

In this paper, we sought to examine factors influencing patients’ initial decisions to accept or decline telepsychiatry and choices of virtual care modality (telephone or video) after the Michigan COVID-19 stay-at-home order. Our findings showed that 235 of the 244 respondents (96.3%) rapidly decided to receive psychiatric care virtually, and among those, more than three-quarters (202/235, 86.0%) opted for video visits as their initial choice. Of the demographic factors explored, patient age correlated significantly with the initial choice of type of visit, while sex, race, insurance type, and number of previous visits did not.

A vast body of literature prior to the pandemic shows that virtual care cohorts to be largely younger adults, commonly below mid-forties [14-16], with a preference for video-based telehealth [16-18]. We observed a similar trend in our sample, with the majority of patients selecting video visits were aged 0-44 years and the majority of patients opting for telephone visits being...
aged ≥45 years. As previously published and as illustrated in our survey, key challenges to older patients’ willingness and readiness to partake in video visits encompass the capacity to use and access digital technology, low self-efficacy, and lack of support and facilitating conditions [17-19]. At Michigan Medicine, the GET Access (Geriatric Education for Telehealth Access) program serves as a model to address these challenges. Tailored virtual education successfully increased access to, comfort with, and participation in video visits for older adults.

One study showed that male patients were 1.6 times more likely than female patients with identical characteristics to use video than telephone calls for urgent care services [20]. Studies quantifying virtual care use and preference compared to traditional in-person care have yielded no consistent correlations with sex [14-16]. With the seriousness of the pandemic, preferences for a psychiatric visit type based on sex may have had less impact; this may also be true for race. Compared to other studies [16,21], our sample revealed no divide in selection of visit type with regard to patient race. This may stem from our cohort being predominantly White. Although health insurance type did not impact the initial choice of visit type, Medicare patients regardless of age are more likely to lack access to high-speed internet and smartphones with a data plan [22]. We advocate addressing these barriers with personalized support at different levels of use.

This survey was conducted at an unusual time, during a public health crisis, when many of the traditional barriers to scaling outpatient telehealth were significantly reduced. In a 2-year study conducted looking at primary care patients’ choices between video, telephone, and in-person visits before the pandemic (N=1.1 million), there were only 14% scheduled telehealth visits, with the majority (93%) tallied as telephone visits [16]. The pandemic may have served as a catalyst for more rapid acceptance of virtual care out of necessity. It has also opened doors for a blended care model bridging conventional psychiatric face-to-face sessions with telepsychiatry visits as deemed appropriate.

Our results yielded high anticipation of continuous participation in telepsychiatry even after in-person visits become available.

Convenience was the most commonly cited reason to continue virtual care, exceeding but followed closely by reduced ability to contract COVID-19. This enthusiasm should compel state, federal, and private entities to strongly consider ongoing funding and regulatory models to support telepsychiatry both during the ongoing pandemic and beyond. In states such as Colorado and New Hampshire, lawmakers have already passed bills permanently supporting all or parts of the telehealth expansions they adopted during the COVID-19 pandemic [23]. To our surprise, anticipation of future participation in telepsychiatry was lower among patients who selected telephone visits compared to video visits, although the telephone seems to offer an easier communication medium for health care delivery. With three-quarters of our video visits taking place on the Epic EMR-integrated platform, use of video visits is contingent upon comfort not only with the video technology but also with the patient portal system as part of a broader telehealth platform.

Our initiative had several limitations. First, our sample lacked diversity with regard to race and insurance type, which may have concealed possible nuances in choice of visit type. Second, the respondents were not stratified by ZIP code. Individuals living in lower socioeconomic status neighborhoods or rural areas may favor telephone visits over video visits due to limited access to appropriate devices and high-speed internet. Finally, we surveyed patients three months after their appointment change. Their perceptions of virtual visits may have changed over time.

As we look toward the future and apply lessons learned regarding telepsychiatry, we recommend that payments and regulations match patient needs and preferences. Understanding challenges to patient-facing technologies, including patient attitudes and perceptions, will help advance health equity and guide best practices for engaging patients and families through telehealth. Further studies evaluating disadvantaged populations, such as straight Medicaid beneficiaries, would further inform health policy and should be designed to capture patients who do not have access to the technology required for conventional web-based or email surveys.
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- **EMR:** electronic medical record
- **GET Access:** Geriatric Education for Telehealth Access
- **HIPAA:** Health Insurance Portability and Accountability Act
- **QI:** quality improvement
- **RRR:** relative risk reduction
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